
Chapter 2

Novel Approaches to Immersive Media:

From Enlarged Field-of-View

to Multi-sensorial Experiences

Iris Galloso, Claudio Feijóo, and Asunción Santamarı́a

Abstract This chapter presents a review of current evidence on the influence of

immersion (defined in terms of the technical features of the system) on the user

experience in multimedia applications. Section 2.1 introduces the concepts of

media enjoyment, presence, and Quality of Experience (QoE) that frame our

analysis from the user perspective. Section 2.2 discusses the bounding effects of

multimodal perception on the previously defined metrics. Section 2.3 analyses the

influence of relevant technical factors on presence, enjoyment, and QoE, with

emphasis on those characterizing the level of immersion delivered by system across

four dimensions: inclusiveness, extensiveness, surrounding, and vividness. Sec-

tion 2.4 presents recent works integrating some of these factors into multi-sensorial

media experiences and highlights open issues and research challenges to be tackled

in order to deliver cost-effective multi-sensorial media solutions to the mass

market.

2.1 Conceptualizing User Experience with Entertaining

Technologies

2.1.1 Media Enjoyment

Consistent results across more than seven decades of mass media effects research

(in particular, under the uses and gratifications approach) identify enjoyment as the

primary gratification sought from media [1]. Considered a direct predictor of

audience, media enjoyment has been in the focus of media effects research for

almost 40 years [1, 2].
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The encyclopedia of positive psychology defines enjoyment as “engagement in a
challenging experience that either includes or results in a positive affective state”
[3]. Csikszentmihalyi, the father of the theory of the optimal experience, concep-

tualizes the term beyond pleasure, arguing that enjoyment is characterized by

“forward movement that accomplishes something novel or challenging, resulting
in a growth experience” [4]. Indeed, an enjoyable media experience presents

several features inherent to the state of flow, such as: intense and focused concen-

tration, merging of action and awareness, loss of reflective self-consciousness,

distortion of temporal experience, and experience of the activity as intrinsically

rewarding [5].

The components and dynamics underlying media enjoyment have been studied

across a great variety of genres as a dependent variable of personality traits,

individual differences, mood, content characteristics, social context, or a combina-

tion of these. As a result, it has been characterized as a multidimensional construct

conditioned by affective components in a first place but also by cognitive and

behavioral factors [6–11]. In particular, emotional enjoyment has been found

closely linked to entertainment as a media effect, which at the same time correlates

with some of the more frequently reported motivations for media use: arousal, to

pass time, relaxation, and to escape. In this sense, media provides a mean to “escape
to a fantasy world where emotions can be experienced” [1].

2.1.2 Presence

The desire of escaping from reality (or to some extent, of being “transported” to a

different place) leads to the concept of presence, which is defined as “the subjective
experience of being in one place”, even when the person is physically located in

another [12].

The sense of presence has been widely analyzed as a mean to describe the

psychological mechanisms underlying user experience with entertaining techno-

logies, with particular emphasis on interactive computer-generated applications.

Presence has been found strongly related to the capability of mediated environ-

ments—including 3DTV, videogames, and artistic and cultural heritage Virtual

Environments (VEs)—to elicit emotions [13, 14] and in particular, enjoyment [15,

16]. In consequence, an enhanced sense of presence is considered to have a direct

impact on the adoption potential of these entertaining applications.

The factors influencing the subjective sense of presence can be classified as

those related to the media form, the media content and the media users [17]. Media

form is related to the extent and fidelity of sensory information and to the consis-

tency between the sensory inputs/outputs presented through the different modalities

[12, 17, 18]. In other words, it encompasses those features characterizing in an

objective manner the capability of a specific software and hardware solution to

deliver a rich and consistent multi-sensorial media content in a transparent manner
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(i.e., as an invisible medium). The influence of relevant media form and content

factors in the sense of presence is analyzed in Sect. 2.3.

Media content is a very broad category concerning issues as the story, messages,

objects, activities, or characters presented as part of the dynamic experience.

Among the content characteristics identified as determinants of presence are: social

realism, representation of virtual body, autonomous behavior and appearance of

characters and objects, the ability to modify the physical environment, and to

anticipate the effect of an action and possible interactions between the type, nature,

and complexity of tasks or activities [17–20].

As regards to the characteristics of the media user, the sense of presence has been

found significantly influenced by emotional, cognitive, and motivational-

behavioral factors, such as: immersive tendency (measured in terms of absorption

and emotional involvement, which at the same time correlate with openness to

experience and with neuroticism and extraversion in the last case), attention,

relevance, skill, perceived control, challenge, cognitive capabilities (e.g., spatial

intelligence), and personality traits [21–26]. In particular, works as [24] provide

evidence on the impact of user features as competence, challenge, and ability to

explore the VE as well as of media form variables as interaction speed, mapping,

and range on the spatial presence. The study also supports previous findings on the

relation between the emotional response (in terms of arousal) and the levels of

attention, spatial presence, and situational involvement. Such results point to a

significant influence of the individual’s cognitive–affective assessment of the

immersive media form and content on the emotional response and the perceived

level of physical presence.

2.1.3 Quality of Experience

The factors and mechanisms that influence the subjective quality assessment of a

multimedia asset (i.e., the content quality as perceived by an individual) are

analyzed by researchers in the field of user experience in multimedia applications.

The study of these phenomena has been encompassed into the concept of “Quality

of Experience (QoE),” which is defined as “the degree of delight or annoyance of
the user of an application or service (. . .) which results from the fulfillment of
[his/her] expectations with respect to the utility and/or enjoyment of the application
or service in the light of the his/her personality and current state” [27]. In this

context, the user experience has been found influenced by a combination of

interrelated factors of contextual, technical, and human nature.

Contextual factors have been defined as those “that embrace any situational
property to describe the user’s environment” [28]. These not only concern the

physical context, but also other dynamic or static features of economic, social, or

technical nature [27]. Research on the influence of contextual factors is out of the

scope of this chapter.
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Technical factors (also known as system factors) refer to those conditioning the

resulting technical quality of an application or service [28]. Different categories of

system factors have been proposed in literature, both from a technical perspective,

in which they are divided according to the related components of the service/

architecture chain and from a user perspective, considering their final influence/

manifestation during the experience [29]. Relevant findings on the influence of

system factors on the QoE are analyzed in Sect. 2.3.

Human factors comprise those features that characterize the user and have an

influence on his/her perception of quality. Quality perception is framed by the

human perception mechanism, which flows at two main levels: the early sensory

processing level, aimed at extracting relevant features from the incoming multi-

modal sensory information, and the high-level cognitive processing level, focused

on conscious interpretation and judgment [28, 30]. This dynamic is supported from

a psychological perspective by Lazarus’ theory of appraisal [31]; in which primary

appraisal involves an appraisal of the outside world and secondary appraisal

involves an appraisal of the individual themselves.

Although this classification has been useful for analysis purposes, the boundaries

between the two processing levels are not clearly established. In contrast, there is

strong evidence pointing to a modulating effect of high level factors as knowledge,

emotions, expectations, attitudes, and goals on the relative importance of sensory

modalities and their attributes, as well as on the orientation of attentional resources

accordingly [32–34]. These changes in early sensory processing can be subject to a

specific domain of expertise (e.g., image-based diagnosis) [35, 36] or can be

eventually consolidated as a general ability [37, 38]. Furthermore, in case of

discrepancies between the individual knowledge schema (built from past experi-

ences and from abstract expectations and representations of the external reality) and

the sensory input, the structure of the schema can be modified to integrate the

contradictory stimuli (i.e., absorption of new knowledge) [39].

2.2 The Bounding Effect of Multimodal Perception

An extended belief in the presence research community is that the more extensive

an immersive system is (i.e., in terms of its capability to stimulate a greater number

of human senses), the greater its capability to evoke presence (see [17] and citations

thereof). This hypothesis is supported by works as [40], where the addition of

tactile, olfactory, and auditory cues showed to have a positive impact on the sense

of presence. Likewise, in [41] an inverse correlation between the mental processing

times (i.e., simple detection times) and the number of sensory modalities presented

(unimodal, bimodal, or trimodal) was found. However, these results can’t be

generalized in a straightforward manner to the quality perception context.

Multimodal perception is a complex phenomenon dealing with the integration of

two or more sensory inputs into a single, coherent, and meaningful stimulus.

Although the factors influencing the perceptual experience have not been entirely
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characterized yet, there is strong evidence on the integration and sharing of

perceptual information since the very early sensory processing stages [42, 43]

and on the bounding effects of cognitive, emotional, and personality factors [10].

The presence of a given modality can distort or modulate (either intensifying or

attenuating) the perception in other modality. Cross-modal interaction processes—

as for example, synesthesia—underline the relative importance of the different

sensory modalities presented (see [43] and citations thereof). This phenomenon

has been widely analyzed, from an empirical perspective, in terms of the relative

influence of vision and sound on task-related performance [44–48]. Findings reveal

the potential of vision to alter the perception of speech and spatial location of audio

sources and the influence of audio on vision in terms of temporal resolution,

intensity, quality, structure, and interpretation of visual motion events. Concerning

other modalities, a form of synesthesia—defined as “crossmodal transfer”—has

been reported between vision and touch. The phenomenon is characterized by the

appearance of a perceptual illusion in one modality induced by a correlated

stimulus on other sensory modality (e.g., illusion of physical resistance induced

by the manipulation of a virtual object in a mediated environment) [49]. Interest-

ingly (although not surprisingly), this cross-modal illusion was found correlated

with the sensation of spatial and sensory presence in the displayed environment. In

[41], participants reacted faster (i.e., lower simple detection times were measured)

to auditory and haptic stimulus than to visual stimulus when only one of them was

presented (unimodal condition). In coherence, the bimodal auditory–haptic combi-

nation resulted in even faster reactions in comparison to those reported for each

unimodal component and for the other two bimodal combinations (visual-haptic

and visual-auditory). These results suggest a highly relevant influence of auditory

and haptic stimuli on processing times at the initial perceptual stage, which

according to the authors allows users more time in the consequent cognitive stages,

enabling them better integration and filling in of missing information. Similarly, the

authors in [50] found that haptic feedback can led to an improved task performance

and feeling of “sense of togetherness” in shared VEs.

The majority of these empirical findings support the “modality appropriateness”

hypothesis, which argues that the modality that is most appropriate or reliable with
respect to a given task dominates the perception in the context of that task
[51]. However, this and other approaches still require further elaboration to better

explain complex effects as the wide variety of responses to inter-sensory divergent

events reported in literature.

2.3 The Influence of Immersion

The effectiveness of a mediated environment to evoke cognitive and emotional

reactions in a similar way to non-mediated experiences is heavily conditioned by

the consistency between the displayed environment and an equivalent real envi-

ronment as regards to the user experience [52, 53]. Two main components
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contributing to this realistic response are identified in [54]. These are: place
illusion, defined as the subjective sensation of being in a real place (i.e., presence);
and, plausibility illusion, referred as the illusion that the scenario being depicted is
actually occurring, even when the person is cognitively aware of the fact that it

isn’t. In this sense, the plausibility judgment is highly related to the capability of the

system as a whole to produce events that are meaningful and credible in comparison

to the individual’s expectations [54].
The capability of a technical system “to deliver an inclusive, extensive, sur-

rounding and vivid illusion of reality to the senses of a human participant” has been
defined as immersion [12, 55]. At this point, it should be emphasized a conceptual

difference observed along this chapter between immersion, describing the capabil-

ities of the system in an objective manner, and presence, considered a state of

consciousness derived from the subjective perception of the experience [55].

An immersive system can be characterized in terms of four major dimensions as:

inclusive, the extent to which it is able to isolate the physical reality; extensive, the
range of sensory modalities addressed; surrounding, the extent to which the user is

physically surrounded by the displayed environment; and, vivid, the resolution,

fidelity, and variety of the sensorial stimuli delivered through each sensory modal-

ity. Each of these dimensions can be present at different levels and scales according

to the correlating psycho–physiological responses and to the extent of their reali-

zation, respectively [12, 56].

2.3.1 Breakdown of System Factors

The independent and combined influence of system factors (including media form

and content variables) on the emotional response, on the subjective assessment of

presence and on quality judgment (in terms of QoE) has been analyzed extensively

in scientific literature. In this section, we present and discuss relevant findings

illustrating the complexity and wide variety of approaches to these fields on a

non-exhaustive basis. Table 2.1 summarizes in a schematic way the facts analyzed

as follows.

The influence of factors such as image motion, stereoscopy, and screen size has

been studied in [57]. Image motion and stereoscopy showed to have, in that order,

a great influence on presence. A large effect of screen size on presence was also

observed, but only for the video stimulus that contained motion. High motion

content has also shown an impact on the relative quality of video and audio

perceived by the user, being the video quality weighted significantly higher than

the audio quality when high motion content is presented [58].

A relationship between motion-based interaction and the perceived field-of-view

(FOV) is reported in [59]. The perceived FOV for a small-hand held device was

found around 50 % greater than the actual value when motion-based interaction was

used. Coherently, the sense of presence under this condition was higher than

or comparable to those in VR platforms with larger displays. The effects of

head tracking, visual cues (including stereoscopic and motion parallax cues), and

14 I. Galloso et al.



Table 2.1 Influence of system factors on the emotional response, the sense of presence, and

the QoE

System factors

Influence on the

perceived. . . (correlation
sign in parenthesis)

Sensory

modality(ies)

addressed

Main

dimension

(s) involved

Image motion [57, 58] Presence (+), relative qual-

ity of video and audio

(trade-off)

Sight Vividness

Interaction between image

motion and screen size [57]

Presence (+) Sight Vividness

Stereoscopy and stereo-

scopic and motion parallax

cues [57, 60, 62]

Presence (+) Sight Vividness

Visual cues (spatial and

object cues) [22]

Presence (+) Sight Vividness

Screen size, geometric

field-of-view, omnidirec-

tional video [57, 59–61, 63]

Presence (+), simulator

sickness (+), enjoyment

(�)

Sight Inclusiveness,

surrounding

Interaction between

motion-based interaction

and perceived field-of-view

[59]

Presence (+) Sight,

proprioception

Extensiveness,

inclusiveness

Interaction between natural

(hand-based) interaction

and narrative [63]

Presence (trade-off) Sight,

proprioception

Extensiveness

Pictorial realism [64, 65] Presence (+) Sight Vividness

Delay of visual feedback

[12, 65]

Presence (�) Sight Vividness

Presence or absence of

interactivity [65]

Presence (+) Sight, touch Extensiveness

Frame rate [66, 67] Presence (+) Sight Vividness

Passive haptic feedback

[67]

Presence (+) Sight, touch Extensiveness

Presence or absence of

spatialized sound, addition

of spatialized versus

non-spatialized sound to a

stereoscopic display [14,

60, 68]

Presence (+), QoE (+),

emotional response (+),

emotion recognition (+),

and emotional realism (+)

Hearing Vividness

Image quality [69] Audio quality (+), audiovi-

sual quality (+)

Sight Vividness

Audio quality [48, 69] Presence (+), enjoyment

(+), visual quality (+)

Hearing Vividness

Natural physical interac-

tions: head tracking [60],

walk in place [70]

Presence (+) Sight, touch,

proprioception,

equilibrioception

Extensiveness

Sensory effects (wind,

vibration, light effects) and

genre [71, 72]

QoE (+), enjoyment (+) Sight, touch,

thermoception

Extensiveness,

surrounding,

inclusiveness

(continued)
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geometric field-of-view are also explored in [22, 60–62]. The reported level of

presence was positively influenced by the use of tracking, stereoscopic, and spatial

and object cues [22, 60]. Presence was also correlated with the geometric field-of-

view, showing an asymptotic behavior for field-of-view values beyond 140� [60, 61].
The experience of a theatrical performance and television using interactive

omnidirectional video is qualitatively explored in [63]. Participants referred to the

experience—in cognitive and physical terms—as being discovering and exploring
the (mediated) environment. They also described transitions between the real and

the displayed environment as disturbing and therefore, requiring a recalibration of

the senses. Under this engaging experience, narrative was pushed to a second place

and the hand-based interaction put in place was qualified as highly intuitive. The

authors conclude that interactivity may influence the perception of narrative and

therefore, these factors need to be carefully balanced to maximize presence.

Pictorial realism, observer interactivity, and delay of visual feedback are ana-

lyzed in [64, 65]. Realism and interactivity were shown to have a positive impact on

presence while delay of visual feedback had an opposite effect. Participants

reported a relative low influence of pictorial realism on presence in comparison

Table 2.1 (continued)

System factors

Influence on the

perceived. . . (correlation
sign in parenthesis)

Sensory

modality(ies)

addressed

Main

dimension

(s) involved

Olfactory effects [73–75] QoE (+), relevance (+),

reality (+), and enjoyment

(+)

Olfacception Extensiveness,

surrounding,

inclusiveness

Synchronization errors

(outside the tolerance

range) between video

+ audio or video without

audio and olfaction [73, 74]

QoE (�), relevance (�),

reality (�), and enjoyment

(�)

Sight, hearing,

olfacception

Vividness

Audio–video asynchrony

(in particular, audio-led

asynchrony) [28, 77, 78]

Clarity of the message (�),

distraction (+)

Sight, hearing Vividness

Stereoscopic disparities:

large disparity at short

convergence distances [79,

81]

Presence (�), enjoyment

(�), QoE (�)

Sight Vividness

(In stereoscopy) spatial

distortions: shifts, magnifi-

cation, rotation, keystone

[80, 81]

Presence (�), enjoyment

(�), QoE (�)

Sight Vividness

(In stereoscopy) photomet-

ric asymmetries: lumi-

nance, color, contrast,

crosstalk [80, 81]

Presence (�), enjoyment

(�), QoE (�)

Sight Vividness

Immersive technology (PC,

big screen, HMD) [82]

Simulation sickness (+) Sight Inclusiveness,

surrounding
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to the other two components considered. The influence on presence of other screen

variables as the frame rate has been shown in works as [66, 67].

As regards to the influence of auditory features, the audio quality, a realistic

aural rendering of events, and the presence of auditory cues are considered to have a

significant impact on the sense of presence [14, 48, 60]. The influence of realistic

aural rendering, measured in terms of the number of audio channels (mono, stereo,

and six-channel reproduction), on presence, emotional response and emotion rec-

ognition is analyzed in [14]. Stereo and six-channel reproduction had a significantly

stronger impact in emotional response than the mono condition. Similarly,

six-channel reproduction resulted in the highest ratings of presence and emotional

realism. In coherence, an enhanced sense of presence and QoE are reported in [60]

and [68] respectively, in response to the addition of spatialized audio. In [48], the

relative influence of image quality (high definition vs. standard definition) and

sound quality (Dolby 5.1 surround sound vs. Dolby stereo) on presence and

enjoyment is studied. No significant effects of image quality were found. In

contrast, the impact of sound quality on presence and enjoyment was shown to be

significant. Furthermore, a significant cross-modal influence of audio on visual

quality and vice versa has been reported in [69], although video quality seemed

to dominate the overall perceived audiovisual quality in the context of the study.

The introduction of interaction has been also found to be significant [65]. In

particular, interactions entailing natural physical movements—e.g., head move-

ment [60] or walking in place [70]—and leading to a coherent system response

(as regards to the individual’s expectations) have shown a great impact on presence.

Likewise, a significant influence of passive haptic feedback on presence has been

reported in [67].

Less traditional stimuli as wind, vibration, and light effects have also shown a

significant impact on the user experience (both in terms of enjoyment [71] and

QoE), in particular with genres as action movies, sports, news, documentary, and

commercials [72]. Likewise, olfactory effects have shown a positive influence on

the perceived quality, relevance, and reality and on the reported enjoyment of a

multimedia experience [73–75]. A potential exception to these positive effects may

be given by synchronization errors producing a mismatch between video + audio

and olfaction that is outside the temporal range of �30s (olfaction ahead of video

+ audio) to +20s (video + audio ahead of olfaction) [73]. However, in the case of

video without audio, the tolerance to synchronization errors with olfaction

decreases [74].

Technological breakdowns significantly reduce the potential of mediated envi-

ronments to elicit presence and emotions [76]. For instance, an asynchronous

reproduction of audio and video in the context of an audiovisual experience has

shown a negative impact on the clarity of the message, distracting the viewer from

the intended content [28]. In particular, users are more sensitive and report higher

annoying effects in the case of audio-led asynchrony [77, 78]. Concerning stereos-

copy, the variables influencing visual comfort in a negative fashion can be classified

as: those introducing spatial distortions as shifts, magnification, rotation, and

keystone; those leading to photometric asymmetries as luminance, color, contrast,
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and crosstalk; and, those leading to stereoscopic disparities as the disparity level,

which shows a larger effect at short convergence distances [79–81]. Other mean-

ingful studies show, for instance, that the level of simulator sickness is positively

correlated with the geometric field-of-view [61]. Interestingly, presence was posi-

tively correlated with simulator sickness while enjoyment showed the opposite

behavior. Similarly, a relationship between the immersive technology used and the

severity of the negative effects reported was found in [82]. From the three

immersive technologies analyzed (PC, Head Mounted Display (HMD), and big

screen), HMD was the one producing more negative effects.

2.4 Implementing Multi-sensorial Media: Current Issues

and Future Challenges

In an attempt to deliver a more immersive experience (i.e., more extensive, inclu-

sive, surrounding, and vivid and in consequence, more enjoyable), several works

propose the integration of sensory effects (beyond the conventional audiovisual

content) into a multimedia asset. In particular, the concept seems to have the

potential to bring actual immersive experiences to the home in a non-disruptive

manner. That is, presenting sensory effects as a complement to current display

technology that can be progressively adopted in transparent way.

An early initiative introducing meaningful lighting effects as a mean to comple-

ment the main audiovisual content is illustrated in [71]. Using their HomeLab

research facility, the authors installed the Philips Living Light system. The system

comprised four LightSpeakers (left–right front–back), a CenterLight, and a

SubLight (situated underneath the couch). Ad-hoc light scripts were developed,

with the support of light designers, theatre lighting experts, filmmakers, and

musicians, for selected pieces of film and music. In the qualitative interview

conducted participants expressed that lighting effects made watching movies or
listening to music a very enjoyable and more immersive experience. The concept

was also found appealing for creating personalized ambiances at home in the

context of other social or personal activities.

The authors in [83] present sensory effects as a new dimension contributing to

the QoE. The sensory effects are defined by the Sensory Effect Metadata (SEM)

which should accompany or be retrieved together with the media content. The

media processing engine is responsible for playing the audiovisual content and the

corresponding sensory effects in a synchronized manner, considering the capabil-

ities of the rendering devices. In one of their experiments, the authors analyze the

influence of wind, vibration, and light effects in the user experience across different

genres [72]. They found that the QoE was positively influenced by the introduction

of sensory effects in the case of documentary, sports, and action genres. A less

noticeable but still positive influence was found for commercials. As future

research, Timmerer et al. [83] outline the need to establish a quality/utility model
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for sensory experiences and to develop (semi-)automatic annotation techniques for

the generation and integration of sensory effects into media assets.

In [68] an end-to-end solution integrating sensory effects and interactive com-

ponents into a hybrid (internet-broadcast) 3DTV system is presented. In the exper-

imental setup deployed the main audiovisual content (showing an extended report

of a football match) is complemented with binaural audio, cut grass scent, ambient

lighting effects, and main lighting and shutter controllers (immersion dimension),

and with interactive 3D objects and meaningful content delivered through a second

screen (interaction dimension). A combination of broadcast–broadband transmis-

sion mechanisms is implemented to transmit this complementary content. At the

user’s premises, the content is delivered using the private IP network that connects

the receiver gateway with the visualization terminals and sensory devices. The

resulting system is compatible with current transmission (DVB-T), coding (AVC),

multiplexing (MPEG-2), signaling (DVB), and automation (KNX) standards.

The development and official release of the MPEG-V standard by the Moving

Picture Expert Group (MPEG) (and in particular, of its Part 3—Sensory Informa-

tion [84]) represents an important step in the consolidation of the sensory experi-

ence concept. The standard establishes the architecture and associated information

representations for the interaction and interoperability between virtual worlds (i.e.,

multimedia content) and real worlds through various sensors and actuators. The

Part 3 defines a set of sensory effects (e.g., light, temperature, wind, vibration,

touch) and associated semantics to deliver multi-sensorial content in association

with multimedia.

A recent Special Issue on MPEG-V, released on February 2003, gathers several

contributions proposing end-to-end frameworks that implement the standard for the

creation and delivery of sensory effects synchronized with audiovisual content.

Three relevant examples are those provided in [85–87]. In [85] an authoring tool

called SEVino is used for the generation of the SEM descriptions corresponding to

the different sensory effects introduced. The annotated content can be delivered

over various distribution channels and visualized in any MPEG-V-compliant

device. The SEM descriptions enable sensory effects to be rendered on off-the-

shelf hardware synchronized with the main audiovisual content, either in a stand-

alone application or in a web browser. Concerning the user experience, the authors

confirmed the hypotheses that sensory effects have a positive impact on the QoE

and on the intensity of emotions like happiness or fun.

The framework presented in [86] delivers sensory effects for home theaters

based on MPEG-V standard via the broadcast network. The paper discusses thor-

oughly the technical choices provided by the MPEG-V standard (and those adopted

in the targeted implementation) for the description, encoding, synchronization,

transport, adaptation, and rendering of sensory effects. The work in [87] also

exploits the broadcasting network capabilities to deliver a haptic-enabled system

based on the MPEG-V standard. The paper illustrates the data flow within the

system, which comprises four main stages: the creation of haptic contents using the

MPEG-V standard, their encoding/decoding using BIFS encoders/decoders, their
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transmission through the MPEG-4 framework, and the rendering of the haptic

effects using the MPEG-V standard in the rendering stage.

Important challenges remain to deliver a cost-effective implementation of multi-

sensorial media solutions. A major issue identified by several authors is the need to

establish a quality/utility model for sensory experiences. At the content creation

stage, the development of effective (semi)automatic video annotation tools is a

common challenge to the majority of multi-sensorial media implementations

reviewed. Semantic video analysis seems a suitable strategy to identify those

relevant events that should trigger sensory effects and/or interactive actions. A

significant challenge is posed also by the use of computer vision algorithms to

recognize specific scene features, objects, elements, or characters as a way to boost

the visualization of additional content (i.e., sensory effects) associated to the

recognized element/character. However, the cost-intensity of these algorithms

needs to be decreased to enhance their deployment feasibility.

Other issues that should be subject to further analysis and/or improvement are:

the identification of more efficient encoding/decoding methods (in particular for

large SEM), the configuration of suitable transport mechanisms and the effective

management of the various types of delays introduced along the transmission chain.

At the receiver side, automatic techniques are required for enabling the discov-

ery, feature detection, and remote configuration of sensory devices. Likewise,

effective automatic mechanisms shall be developed to adapt sensory effects to the

capabilities of the specific rendering devices available at the user’s premises (e.g.,

specific protocol, resolution, or time constraints).

From a market perspective, sensory-enhanced video has the potential to support

the development and deployment of immersive media services targeting the wide

domestic segment. The high consumption of action movies, sports, and documen-

taries in this context might favor the adoption of these solutions.
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