Chapter 2
Review of Previous Work Related
to Recommender Systems

Abstract The large amount of information resources that are available to users
imposes new requirements on the software systems that handle the information.
This chapter reviews the state of the art of the main approaches to designing RSs
that address the problems caused by information overload. In general, the methods
implemented in a RS fall within one of the following categories: (a) Content-based
Methods, (b) Collaborative Methods and (c) Hybrid Methods.

2.1 Content-Based Methods

Modern information systems embed the ability to monitor and analyze users’ actions
to determine the best way to interact with them. Ideally, each users actions are logged
separately and analyzed to generate an individual user profile. All the information
about a user, extracted either by monitoring user actions or by examining the objects
the user has evaluated [9], is stored and utilized to customize services offered. This
user modeling approach is known as content-based learning. The main assumption
behind it is that a user’s behavior remains unchanged through time; therefore, the
content of past user actions may be used to predict the desired content of their future
actions [4, 27]. Therefore, in content-based recommendation methods, the rating
R(u, i) of the item i for the user u is typically estimated based on ratings assigned
by user u to the items [, € I that are “similar” to item i in terms of their content, as
defined by their associated features.

To be able to search through a collection of items and make observations about
the similarity between objects that are not directly comparable, we must transform
raw data at a certain level of information granularity. Information granules refer
to a collection of data that contain only essential information. Such granulation
allows more efficient processing for extracting features and computing numerical
representations that characterize an item. As a result, the large amount of detailed
information of one item is reduced to a limited set of features. Each feature is a vector
of low dimensionality, which captures some aspects of the item and can be used to
determine item similarity. Therefore, an item i could be described by a feature vector

F (i) = [ feature, (i), feature, (i), features(i), . . . feature, (i)]. 2.1)
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For example, in a music recommendation application, in order to recommend
music files to user u, the content-based RS attempts to build a profile of the user’s
preferences based on features presented in music files that the user « has rated with
high rating degrees. Consequently, only music files that have a high degree of simi-
larity with these highly rated files would be recommended to the user. This method
is known as “item-to-item correlation” [41]. The type of user profile derived by a
content-based RS depends on the learning method which is utilized by the system.
This approach to the recommendation process has its roots in information retrieval
and information filtering [3, 36]. Retrieval-based approaches utilize interactive learn-
ing techniques such as relevance feedback methods, in order to organize and retrieve
data in an effective personalized way. In relevance feedback methods, the user is part
of the item-management process, which means that the user evaluates the results
provided by the system. Then, the system adapts, its performance according to the
user’s preferences. In this way, the method of relevance feedback has the efficiency
not only to take into account the user subjectivity in perceiving the content of items,
but also to eliminate the gap between high-level semantics and low-level features
which are usually used for the content description of items [12, 13, 35].

Besides the heuristics that are based mostly on information retrieval methods [3,
12, 13, 35, 36] such as the Rocchio algorithm or correlation-based schemes, other
techniques for content-based recommendation utilize Pattern Recognition/Machine
Learning approaches, such as Bayesian classifiers [28], clustering methods, decision
trees, and artificial neural networks.

These techniques differ from information retrieval-based approaches as they cal-
culate utility predictions based not on a heuristic formula, such as a cosine similarity
measure, but rather are based on a model learnt from the underlying data using sta-
tistical and machine learning techniques. For example, based on a set of Web pages
that were rated by the user as “relevant” or “irrelevant,” the naive Bayesian classifier
is used in [28] to classify unrated Web pages.

Some examples of content-based methods come from the area of music data. In
[10, 19, 24, 25, 47], they recommend pieces that are similar to users’ favorites in
terms of music content such as mood and rhythm. This allows a rich artist variety
and various pieces, including unrated ones, to be recommended. To achieve this, it
is necessary to associate user preferences with music content by using a practical
database where most users tend to rate few pieces as favorites.

A relevance feedback approach for music recommendation was presented in [19]
and based on the TreeQ vector quantization process initially proposed by Foote
[14]. More specifically, relevance feedback was incorporated into the user model by
modifying the quantization weights of desired vectors. Also, a relevance feedback
music retrieval system, based on SVM Active Learning, was presented in [25], which
retrieves the desired music piece according to mood and style similarity.

In [2], the authors explore the relation between the user’s rating input, musical
pieces with high degree of rating that were defined as the listener’s favorite music, and
music features. Specifically, labeled music pieces from specific artists were analyzed
in order to build a correlation between user ratings and artists through music features.
Their system forms the user profile as preference for music pieces of a specific artist.
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They confirmed that favorite music pieces were concentrated along certain music
features.

The system in [52] proposes the development of a user-driven similarity func-
tion by combining timbre-, tempo-, genre-, mood-, and year-related features into the
overall similarity function. More specifically, similarity is based on a weighted com-
bination of these features and the end-user can specify his/her personal definition of
similarity by weighting them.

The work in [15] tries to extend the use of signal approximation and characteriza-
tion from genre classification to recognition of user taste. The idea is to learn music
preferences by applying instance-based classifiers to user profiles. In other words,
this system does not build an individual profile for every user, but instead tries to
recognize his/her favorite genre by applying instance-based classifiers to user rating
preferences by his/her music playlist.

2.2 Collaborative Methods

CF methods are based on the assumption that similar users prefer similar items or that
a user expresses similar preferences for similar items. Instead of performing content
indexing or content analysis, CF systems rely entirely on interest ratings from the
members of a participating community [18]. CF methods are categorized into two
general classes, namely model-based and memory-based [1, T].

Model-based algorithms use the underlying data to learn a probabilistic model,
such as a cluster model or a Bayesian network model [7, 53], using statistical and
machine learning techniques. Subsequently, they use the model to make predictions.
The clustering model [5, 51] works by clustering similar users in the same class and
estimating the probability that a particular user is in a particular class. From there,
the clustering model computes the conditional probability of ratings.

Memory-based methods, store raw preference information in computer memory
and access it as needed to find similar users or items and to make predictions. In [29],
CF was formulated as a classification problem. Specifically, based on a set of user
ratings about items, they try to induce a model for each user that would allow the
classification of unseen items into two or more classes, each of which corresponds
to different points in the accepted rating scale.

Memory-based CF methods can be further divided into two groups, namely user-
based and item-based [37] methods. On the one hand, user-based methods look for
users (also called “neighbors™) similar to the active user and calculate a predicted
rating as a weighted average of the neighbor’s ratings on the desired item. On the
other hand, item-based methods look for similar items for an active user.

2.2.1 User-Based Collaborative Filtering Systems

User-based CF systems are systems that utilize memory-based algorithms, meaning
that they operate over the entire user-item matrix R, to make predictions. The majority



16 2 Review of Previous Work Related to Recommender Systems

of such systems mainly deal with user-user similarity calculations, meaning that
they utilize user neighborhoods, constructed as collections of similar users. In other
words, they deal with the rows of the user-item matrix, R, in order to generate their
results. For example, in a personalized music RS called RINGO [43], similarities
between the tastes of different users are utilized to recommend music items. This
user-based CF approach works as follows: A new user is matched against the database
to discover neighbors, which are other customers who, in the past, have had a similar
taste as the new user, i.e. who have bought similar items as the new user. Items
(unknown to the new user) that these neighbors like are then recommended to the
new user. The main steps of this process are:

1. Representation of Input data,
2. Neighborhood Formation, and
3. Recommendation Generation.

2.2.1.1 Representation of Input Data

To represent input data, one needs to define a set of ratings of users into a user-item
matrix, R, where each R(u, i) represents the rating value assigned by the user u
to the item i. As users are not obligated to provide their opinion for all items, the
resulting user-item matrix may be a sparse matrix. This sparsity of the user-item
matrix is the main reason causing filtering algorithms not to produce satisfactory
results. Therefore, a number of techniques were proposed to reduce the sparsity of
the initial user-item matrix to improve the efficiency of the RS. Default Voting is
the simplest technique used to reduce sparsity. A default rating value is inserted to
items for which there does not exist a rating value. This rating value is selected to be
neutral or somewhat indicative of negative preferences for unseen items [7].

An extension of the method of Default Voting is to use either the User Average
Scheme or the Item Average Scheme or the Composite Scheme [39]. More specifically:

e In the User Average Scheme, for each user, u, the average user rating over all the
items is computed, R(u). This is expressed as the average of the corresponding
row in the user-item matrix. The user average is then used to replace any missing
R(u, i) value. This approach is based on the idea that a user’s rating for a new item
could be simply predicted if we take into account the same user’s past ratings.

e In the Item Average Scheme, for each item, the item average over all users is
computed, R(i). This is expressed as the average of the corresponding column in
the user-item matrix. The item average is then used as a fill-in for missing values
R(u, i) in the matrix.

e In the Composite Scheme, the collected information for items and users both con-
tribute to the final result. The main idea behind this method is to use the average
of user u on item i as a base prediction and then add a correction term to it based
on how the specific item was rated by other users.
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The scheme works as follows: When a missing entry regarding the rating of user
u on item i is located, initially, the user average R (u) is calculated as the average
of the corresponding user-item matrix row. Then, we search for existing ratings
in the column which correspond to item i. Assuming that a set of / users, U =
{ur,us, ..., u;}, has provided a rating for item i, we can compute a correction
term for each user u € L equal to §y = R(ug,i) — R(uy). After the corrections
for all users in U are computed, the composite rating can be calculated as:

]
) _ 2 8
R(u,i) =y R(u) + =—. if user u has not rated item i (2.2)

R, if user u has rated item i with R.

An alternative way of utilizing the composite scheme is through a simple trans-
position: first compute the item average, R(ip), (e, average of the column which
corresponds to item i) and then compute the correction terms, dx, by scanning
through all [ items I = {iy, i, .. ., i;} rated by user k. The fill-in value of R (u, i)
would then be: 1
2. %
R(u, i) = R(i) + "=‘l , (2.3)

where [ is the count of items rated by user « and the correction terms are computed
for all items in [ as 8y = R(u, ix) — R(ix)

After generating a reduced-dimensionality matrix, we could use a vector similarity
metric to compute the proximity between users and hence to form neighborhoods of
users [38], as discussed in the following.

2.2.1.2 Neighborhood Formation

In this step of the recommendation process, the similarity between users is calculated
in the user-item matrix, R, i.e., users similar to the active user, u,, form a proximity-
based neighborhood with him. More specifically, neighborhood formation is imple-
mented in two steps: Initially, the similarity between all the users in the user-item
matrix, R, is calculated with the help of some proximity metrics. The second step is
the actual neighborhood generation for the active user, where the similarities of users
are processed in order to select those users that will constitute the neighborhood of
the active user. To find the similarity between users u, and uj, we can utilize the
Pearson correlation metric. The Pearson correlation was initially introduced in the
context of the GroupLens project [33, 43], as follows: Let us assume that a set of
m users ug, where k = 1,2, ..., m, Uy, = {uy,us, ..., uy}, have provided a rating
R(uy, i;) for item iy, where l = 1,2, ...,n, I, = {iy, iz, ..., i,} is the set of items.
The Pearson correlation coefficient is given by:
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zi (R(ua, it) = R(ua))(R(up, ir) — R(up))

sim(ug, up) = 24

/ S (R(tta, if) — R(ua))? lil (R(up, ir) — R(up))?

=1

Another metric similarity uses the cosine-based approach [7], according to which
the two users u, and uy, are considered as two vectors in n-dimensional item-space,
where n = |I,,|. The similarity between two vectors can be measured by computing
the cosine angle between them:

n
> R(ug, i) R(up, i7)
=1

(2.5)

sim(ug, up) = cos(ity, up) =

n n
> R(ua,i)? [ > R(up, ir)?
=1

=1

In RS, the use of the Pearson correlation similarity metric to estimate the proximity
among users performs better than the cosine similarity [7].

At this point in the recommendation process, a single user is selected who is called
the active user. The active user is the user for whom the RS will produce predictions
and proceed with generating his/her neighborhood of users. A similarity matrix S is
generated, containing the similarity values between all users. For example, the ith
row in the similarity matrix represents the similarity between user u; and all the other
users. Therefore, from this similarity matrix S various schemes can be used in order
to select the users that are most similar to the active user. One such scheme is the
center-based scheme, in which from the row of the active user u, are selected those
users who have the highest similarity value with the active user.

Another scheme for neighborhood formation is the aggregate neighborhood for-
mation scheme. In this scheme, a neighborhood of users is created by finding users
who are closest to the centroid of the current neighborhood and not by finding the
users who are closest to the active user himself/herself. This scheme allows all users
to take part in the formation of the neighborhood, as they are gradually selected and
added to it.

2.2.1.3 Generation of Recommendations

The generation of recommendations is represented by predicting a rating, i.e., by
computing a numerical value which constitutes a predicted opinion of the active
user u, for an item i; unseen by him/her. This predicted value should be within the
same accepted numerical scale as the other ratings in the initial user-item matrix
R. In the generation of predictions, only those users participate that lie within the
neighborhood of the active user. In other words, only a subset of k users participate
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from the m users in the set U,, that have provided ratings for the specific item i},
Ur C Uy, . Therefore, a prediction score Py, i is computed as follows [33]:

k _
Z (R(u,, ij) — R(uy)) * sim(ug, uy)
=1

Pua,ij = E(ua) +

P , Where U, C U; (2.6)

> Isim(ug, up)l
=1

Here, R(u,) and R (u,) are the average rating of the active user u, and u;, respec-
tively, while R(u,, i;) is the rating given by user u, to item i ;. Similarity sim (uq, u;)
is the similarity among users u, and u,;, computed using the Pearson correlation in
Eq.2.4. Finally, the RS will output several items with the best predicted ratings as
the recommendation list.

An alternative output of a RS is the ftop-N recommendations output. In this case,
recommendations form a list of N items that the active user is expected to like the
most. For the generation of this list, users are ranked first according to their similarity
to the active user. The k most similar (i.e. most highly ranked) users are selected as
the k-nearest neighbors of the active user u,. The frequency count of an item is
calculated by scanning the rating of the item by the k-nearest neighbors. Then, the
items are sorted based on frequency count. The N most frequent items that have not
been rated by the active user are selected as the top-N recommendations [23].

2.2.2 Item-Based Collaborative Filtering Systems

A different approach [20, 37] is based on item relations and not on user relations, as in
classic CF. Since the relationships between users are relatively dynamic, as they con-
tinuously buy new products, it is computationally hard to calculate the user-to-user
matrix online. This causes the user-based CF approach to be relatively expensive in
terms of computational load. In the item-based CF algorithm, we look into the set of
items, denoted by I,,,, that the active user, u,, has rated and compute how similar they
are to the target item i;. Then, we select the k most similar items Iy = {iy, iz, ..., ix},
based on their corresponding similarities {sim(i;, i1), sim(i;, i2), . .., sim(iy, ix)}.
The predictions can then be computed by taking a weighted average of the active
user’s ratings on these similar items. The main steps in this approach are the same
as in user-based CF. The difference in the present approach is that instead of cal-
culating similarities between two users who have provided ratings for a common
item, we calculate similarities between two items i;, i ; which have been rated by a
common user u,. Therefore, the Pearson correlation coefficient and cosine similarity
are, respectively, given as:
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> (R, i) — R (R i) — R(i )
sim(iy, i) = ——=1 2.7)
> (R, ip) — E(i,»zlzl (R(u1,i}) — R(ij))>

=1

S RGur. iR i)
=1 2.8)

sim(iy, ij) = cos(iy, ij) =

n n
ZZI R(up,ir)? lZi R(up,ij)?

Next, the similarities between all items in the initial user-item matrix, R, are
calculated. The final step in the CF procedure is to isolate k items from n, (Iy < I,,)
in order to share the greatest similarity with item i, for which we are seeking a
prediction, form its neighborhood of items, and proceed with prediction generation.
A prediction on item i; for active user u, is computed as the sum of ratings given
by the active user on items belonging to the neighborhood ;. These ratings are
weighted by the corresponding similarity, sim(i;, i;) between item i, and item i},
with j =1, 2, ..., k, taken from neighborhood /;:

k
> sim(iz, i) * R(ug, ij)
=1
=/ where I C I,. (2.9)

k
> |sim(is, i)
j=1

Py

ayij

In [16], the authors proposed that the long-term interest profile of a user (task
profile) be established either by explicitly providing some items associated with the
current task or by implicitly observing the user behavior (intent). By utilizing the
item-to-item correlation matrix, items that resemble the items in the task profile are
selected for recommendation. Since they match the task profile, these items fit the
current task of the user. Before recommending them to the user, these items will be
re-ranked to fit the user interests based on the interest prediction.

2.2.3 Personality Diagnosis

Personality diagnosis may be thought of as a hybrid between memory and model-
based approaches of CF. The main characteristic is that predictions have meaningful
probabilistic semantics. Moreover, this approach assumes that preferences constitute
acharacterization of their underlying personality type for each user. Therefore, taking
into consideration the active user’s known ratings of items, it is possible to estimate
the probability that he/she has the same personality type with another user. The
personality type of a given user is taken to be the vector of “true” ratings for items
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the user has seen. A true rating differs from the actually reported rating given by
a user by an amount of (Gaussian) noise. Given the personality type of a user, the
personality diagnosis approach estimates the probability that the given user is of the
same personality type as other users in the system, and, consequently, estimates the
probability that the user will like some new item [30].

The personality type for each user uy is formulated as follows, where k =

1,2,...,m, Uy, = {ui,uz,...,un}, and the user u; has a number of preferred
itemsin I,, = {iy, ip, ..., in}:
true true . true . true .
R(uk) - R(ukvll)v R(uk712)9'~'5 R(ukaln) . (2'10)
true . .
Here, R (ug,i;),withi; € I, and/ = 1, 2, ..., n, stands for true rating by user uj of

the item ;. It is important to note the difference between true and reported (given)
ratings of the user. The true ratings encode the underlying internal preferences for a
user that are not directly accessible by the designer of the RS. However, the reported
ratings are those which were provided by users and utilized by the RS.

It is assumed that the reported ratings given by users include Gaussian noise. This
assumption has the meaning that one user could report different ratings for the same
items under different situations, depending on the context. Thus, we can assume that
the rating reported by the user for an item i; is drawn from an independent normal

true
distribution with mean R (ug, i;). Particularly:

_a—p?

true
Pr (R(Mk,il) =x| R (ui,ij) = y) xe 22, (2.11)

where o is a free parameter, x is the rating that the user has reported to the RS, and
y is the true rating value that the user u; would have reported if there no noise were
present.

Furthermore, we assume that the distribution of personality types in the rating
array R of users-items is representative of the personalities found in the target popu-
lation of users. Therefore, taking into account this assumption, we can formulate the

true
prior probability Pr ( R (uy) = v) that the active user u, rates items accordingly
to a vector v as given by the frequency that the other users rate according to v.

1
Thereby, instead of explicitly counting occurrences, we simply define r]ge(ua) to be
a random variable that can take one of m values, (R(u1), R(u3), ..., R(u;)), each
with probability -

Pr ("fée(ua) - R(uk)) L (2.12)
m

Combining Eqs. 2.11 and 2.12 and given the active user’s ratings, we can compute
the probability that the active user is of the same personality type as any other user,
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by applying the Bayes rule:

true
Pr (R (ua) = Rup)|R(ug, i1) = x1, ..., R(ua, in) = xn)

true
x Pr (R(”m i1) = x1| R (ua, 1) = R(uq, il))
p (2.13)
) rue ) )
. Pr{ R(ug, i) = xp| R(”asln):R(Ma»ln))

Pr ("}ée(uu) - R(uk)) .

Hence, computing this quantity for each user u;, we can compute the probability
distribution for the active user’s rating of an unseen item i ;. This probability distribu-
tion corresponds to the prediction P, ;; produced by the RS and equals the expected
rating value of active user u, for the item i;:

Pua,ij = Pr (R(uasij) =xj|R(ua7i1) =Xx1,..., R(ug, ip) =xn)
m true
= Pr{R(u,,i;) =x;| R (uy) = R(u
p ( (- 1) = x;1 R (ta) = R( k>) o1
true . .
~Pr(R (ug) = R(up)|R(ug,i1) = x1, ..., R(ug, in) =xn)

The model is depicted as a naive Bayesian network with the structure of a classical
diagnostic model as follows:

e Firstly, we observe ratings and, using Eq.2.13, compute the probability that each
personality type is the cause. Ratings can be considered as “symptoms” while
personality types as “diseases” leading to those symptoms in the diagnostic model.

e Secondly, we can compute the probability of rating values for an unseen item using
Eq.2.14. The most probable rating is returned as the prediction of the RS.

An alternative interpretation of personality diagnosis is to consider it as a cluster-
ing method with exactly one user per cluster. This is so because each user corresponds
to a single personality type and the effort is to assign the active user to one of these
clusters [7, 51].

An additional interpretation of personality diagnosis is that the active user is
assumed to be “generated” by choosing one of the other users uniformly at random
and adding Gaussian noise to his/her ratings. Given the active user’s known ratings,
we can infer the probability that he/she be actually one of other users and then
compute probabilities for ratings of other items.

2.3 Hybrid Methods

Hybrid methods combine two or more recommendation techniques to achieve better
performance and to take out drawbacks of each technique separately. Usually, CF
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methods are combined with content-based methods. According to [1], hybrid RS
could be classified into the following categories:

Combining Separate Recommenders

Adding Content-Based Characteristics to Collaborative Models
Adding Collaborative Characteristics to Content-Based Models
A Single Unifying Recommendation Model.

Combining Separate Recommenders

The Hybrid RS of this category include two separate systems, a collaborative one and
a content-based one. There are four different ways of combining these two separate
systems, namely the following:

e Weighted Hybridization Method. The outputs (ratings) acquired by individual RS
are combined together to produce a single final recommendation using either a lin-
ear combination [11] or a voting scheme [29]. The P-Tango system [11] initially
gives equal weights to both recommenders, but gradually adjusts the weights as
predictions about user ratings are confirmed or not. The system keeps the two fil-
tering approaches separate and this allows the benefit from individual advantages.

e Switched Hybridization Method. The system switches between recommendation
techniques selecting the method that gives better recommendations for the current
situation depending on some recommendation “quality” metric. A characteris-
tic example of such a recommender is The Daily Learner [6], which selects the
recommender sub-system that provides the higher level of confidence. Another
example of this method is presented in [50] where either the content-based or the
collaborative filtering technique is selected according to which of the two provided
better consistency with past ratings of the user.

e Mixed Hybridization Method. In this method, the results from different recom-
mender sub-systems are presented simultaneously. An example of such a recom-
mender is given in [45] where they utilize a content-based technique based on
textual descriptions of TV shows and collaborative information about users’ pref-
erences. Recommendations from both techniques are provided together in the final
suggested program.

e Cascade Hybridization Method. In this method, one recommendation technique
is utilized to produce a coarse ranking of candidates, while the second technique
focuses only on those items for which additional refinement is needed. This method
is more efficient than the weighted hybridization method which applies all of its
techniques on all items. The computational burden of this hybrid approach is rel-
atively small because recommendation candidates in the second level are partially
eliminated in the first level. Moreover this method is more tolerant to noise in
the operation of low-priority recommendations, since ratings of the high level
recommender can only be refined, but never over-turned [9]. In other words, cas-
cade hybridization methods can be analyzed into two sequential stages. The first
stage (content-based method or knowledge-based/collaborative) selects intermedi-
ate recommendations. Then, the second stage (collaborative/content-based method
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or knowledge-based) selects appropriate items from the recommendations of the
first stage. Burke [8] developed a restaurant RS called EntreeC. The system first
selects several restaurants that match a user’s preferred cuisine (e.g., Italian, Chi-
nese, etc.) with a knowledge-based method. In the knowledge-based method, the
authors construct a feature vector according to defined attributes that characterize
the restaurants. This method is similar to content-based methods; however, it must
be noted that these metadata are content-independent and for this reason the term
knowledge-based is utilized. These restaurants are then ranked with a collaborative
method.

2.3.1 Adding Content-Based Characteristics
to Collaborative Models

In [29], the authors proposed collaboration via content. This is a method that uses a
prediction scheme similar to the standard CF, in which similarity among users is not
computed on provided ratings, but rather on the content-based profile of each user.
The underlying intuition is that like-minded users are likely to have similar content-
based models and that this similarity relation can be detected without requiring
overlapping ratings. The main limitation of this approach is that the similarity of
users is computed using Pearson’s correlation coefficient between content-based
weight vectors.

On the other hand, in [26] the authors proposed the content-boosted collaborative
filtering approach, which exploits a content-based predictor to enhance existing user
data and then provides personalized suggestions through CF. The content-based
predictor is applied to each row of the initial user-item matrix, corresponding to
each user, and gradually generates a pseudo user-item matrix that is a full dense
matrix. The similarity between the active user, u,, and another user, u;, is computed
with CF using the new pseudo user-item matrix.

2.3.2 Adding Collaborative Characteristics
to Content-Based Models

The main technique of this category is to apply dimensionality reduction on a group
of content-based profiles. In [46], the authors used latent semantic indexing to create
a collaborative view of a collection of user profiles represented as term vectors.
This technique results in performance improvement in comparison with the pure
content-based approach.
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2.3.3 A Single Unifying Recommendation Model

A general unifying model that incorporates content-based and collaborative charac-
teristics was proposed in [5], where the authors present the use of content-based and
collaborative characteristics (e.g., the age or gender of users or the genre of movies)
in a single rule-based classifier. Single unifying models were also presented in [31],
where the authors utilized a unified probabilistic method for combining collaborative
and content-based recommendations.

2.3.4 Other Types of Recommender Systems

Demographics-based RS. The basis for recommendations in demographics-based
RS s the use of prior knowledge on demographic information about the users and their
opinions for the recommended items. Demographics-based RS classify their users
according to personal demographic data (e.g. age and gender) and classify items
into user classes. Approaches falling into this group can be found in Grundy [34],
a system for book recommendation, and in [21] for marketing recommendations.
Similarly to CF, demographic techniques also employ user-to-user correlations, but
differ in the fact that they do not require a history of user ratings. An additional
example of a demographics-based RS is described in [29], in which information
about users is taken from their home-pages to avoid the need to maintain a history
of user ratings. Demographic characteristics for users (e.g. their age and gender) is
also utilized in [5].

Knowledge-based RS. Knowledge-based RS use prior knowledge on how the
recommended items fulfill the user needs. Thus, the goal of a knowledge-based RS
is to reason about the relationship between a need and a possible recommendation.
The user profile should encompass some knowledge structure that supports this
inference. An example of such a RS is presented in [8], where the system Entree
uses some domain knowledge about restaurants, cuisines, and foods to recommend
a restaurant to its users. The main advantage using a knowledge-based system is
that there is no bootstrapping problem. Because the recommendations are based on
prior knowledge, there is no learning time before making good recommendations.
However, the main drawback of knowledge-based systems is a need for knowledge
acquisition for the specific domain which makes difficult the adaptation in another
domain and not easily adapted to the individual user as it is enhanced by predefined
recommendations.

2.4 Fundamental Problems of Recommender Systems

Cold Start Problem. The cold-start problem [42] is related to the learning rate curve
of a RS. The problem could be analyzed into two different sub-problems:
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e New-User Problem, i.e., the problem of making recommendations to a new user
[32], where almost nothing is known about his/her preferences.

e New-Item Problem, i.e., the problem where ratings are required for items that
have not been rated by users. Therefore, until the new item is rated by a satis-
factory number of users, the RS would not be able to recommend this item. This
problem appears mostly in collaborative approaches and could be eliminated with
the use of content-based or hybrid approaches where content information is used
to infer similarities among items.

This problem is also related, with the coverage of a RS, which is a measure for
the domain of items over which the system could produce recommendations. For
example, low coverage of the domain means that only a limited space of items is
used in the results of the RS and these results usually could be biased by preferences
of other users. This is also known as the problem of over-specialization. When the
system can only recommend items that score highly against a user’s profile, the
user is limited to being recommended items that are similar to those already rated.
This problem, which has also been studied in other domains, is often addressed
by introducing some randomness. For example, the use of genetic algorithms has
been proposed as a possible solution in the context of information filtering [44].

Novelty Detection—Quality of Recommendations. From those items that a RS
recommends to users, there are items that are already known to the users and items
that are new (novel) and unknown to them. Therefore, there is a competitiveness
between the desire for novelty and the desire for high quality recommendations. One
hand, the quality of the recommendations [38] is related to “trust” that users express
for the recommendations. This means that a RS should minimize false positive errors
and, more specifically, the RS should not recommend items that are not desirable.
On the other hand, novelty is related with the “timestamp—age” of items: the older
items should be treated as less relevant than the newer ones and this causes increase
to the novelty rate. Thus, a high novelty rate will produce poor quality recommen-
dations because the users will not be able to identify most of the items in the list of
recommendations.

Sparsity of Ratings. The sparsity problem [1, 22] is related to the unavailability
of a large number of rated items for each active user. The number of items that are
rated by users is usually a very small subset of those items that are totally available.
For example, in Amazon, if the active users may have purchased 1 % of the items
and the total amount of items is approximately 2 millions of books, this means
that there are only 20,000 of books which are rated. Consequently, such sparsity in
ratings degrades the accurate selection of the neighbors in the step of neighborhood
formation and leads to poor recommendation results.

A number of possible solutions have been proposed to overcome the sparsity
problem such as content-based similarities, item-based CF methods, use of demo-
graphic data and a number of hybrid approaches [9]. A different approach to deal
with this problem is proposed in [40], where the authors utilized dimension reduction
techniques, such as singular value decomposition, in order to transform the sparse
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user-item matrix R into a dense matrix. The SVD is a method for matrix factorization
that produces the best lower-rank approximations to the original matrix [29].

Scalability. RS, especially with large electronic sites, have to deal with a con-
stantly growing number of users and items [7, 51]. Therefore, an increasing amount
of computational resources is required as the amount of data grows. A recommen-
dation method, that could be efficient when the number of data is limited, could be
very time-consuming and scale poorly. Such a method would be unable to generate
a satisfactory number of recommendations from a large amount of data. Thus, it is
important that the recommendation approach be capable of scaling up in a successful
manner [37].

Lack of Transparency Problem. RS are usually black boxes, which means that
RS are not able to explain to their users why they recommend those specific items.
In content-based approaches [47, 48], this problem could be minimized. However,
in collaborative approaches, predictions may be harder to explain than predictions
made by content-based models [17].

Gray Sheep User Problem. The majority of users falls into the class of so called
“white-sheep”, i.e. those who have high correlation with many other users. For these
users, it should be easy to find recommendations. In a small or even medium commu-
nity of users, there are users whose opinions do not consistently agree or disagree with
any group of people [11]. There are users whose preferences are atypical (uncom-
mon) and vary significantly from the norm. After neighborhood formation, these
users will not have many other users as neighbors. As a result, there will be poor
recommendations for them. From a statistical point of view, as the number of users
of a system increases, so does the probability of finding other people with similar
preferences, which means that better recommendations could be provided [49].
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