Chapter 2
Unary Algebras

Abstract We introduce the definition of unary algebra as well as subclasses of it
called k-valued, strongly-k-valued and strongly-k-generated. Then we proceed with
the simplification algorithm that transforms each system of equations into a more
regular one at the expense of adding some definable constraints. Finally we give
computational complexity characterization of SysTermSat over three-element unary
algebras that depends on width of a special preorder constructed from given algebra.

Definition 2.1 We call an algebra A unary if all of its basic operations are unary or
constants.

Example 2.2 The algebra A = ({0, 1, 2}, f, g, h) with the following operations is
unary.

x| flg|h
0[|1{0{0
1{{0 1|0
210 (0|1

We have announced in Sect. 1.1 that considering terms, instead of polynomials,
is a more general approach. Since one can switch between terms and polynomials,
when necessary, we are going to use terms during the presentation in the rest of the
text.

The definition of 7 (V) over A is much simpler, when applied to unary algebras.
Any term over a unary algebra A = (A, F):

e is either a variable x from V,

e or has the form fi(f2(... fu(x)...)) for some variable x from V and some
sequence (f1, ..., fu) of basic operations from Fi,

e oris an element ¢ from Fy,

e or has the form fi(f2(... fu(c)...)) for some element ¢ from Fj and some
sequence (f1, ..., fu) of basic operations from F|.

Since we will be solving term equations, we are interested how values of terms
depend on valuation of variables. However, value of a term is defined by its term
operation, thus we are going to switch from terms to term operations. A term over
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14 2 Unary Algebras

A has one or no variable, but for convenience we will treat all of them as unary term
operations from Clo1(A).

Let 7 be a term over A. If  has one variable x then we replace ¢ by A (x), where
tA € Cloi(A).If t has no variable then we need a small discussion about replacement
that we make. The value of ¢ is constant, say ¢ € A. However, we can treat ¢ as a
term ¢ (x) with some variable x. This trick gives us that unary term operation that
takes only value ¢ belongs to Cloj(A). Since we are going to use only operations
from Cloj(A), we denote by ¢ the above unary term operation and call it a constant.
Then we finally replace ¢ with ¢ € Cloj(A), but without specifying a variable.

Given a term 7(x) we can compute its term operation A (x) in time O(|7]|A]).
Every unary term operation can be described by its table of size O(]A|). To com-
pute A we start with the identity operation and compose basic operations that form
sequence (f1, ..., fn) in t. Dealing with ¢ without a variable is even simpler.

We are going to show, that in problems that have terms on their input we can
replace them by unary term operations without essential change of the complexity. If
F1 is nonempty then the number of terms over A is infinite. However, if we consider
unary term operations, the situation is different. Every unary term operation is a
unary function over A, thus Clo(A) is finite. This happens because many terms
define the same term operations.

We compute the set Cloj(A) in time O(|A|*A1). Each unary term opera-
tion p(x) is generated by a term over A. Consider a shortest one, say 7,(x) =
fi(f2C .. fa(x)...)). As tp(x) is the shortest, terms of the form f;(... f,(x)...),
for i € {1...n} generate different term operations. As there are at most |A|4!
term operations, n < |A|'Al. We generate all such sequences of length at most
|A||A| and find 7, (x) for given p(x). Similarly we check all sequences of the form
J1(fa(... fu(c)...)), for c € Fy and n < |A|. As we never consider A as a part of
the input, the complexity of the above process is constant for us. A careful imple-
mentation of the idea described above gives algorithm working in O (]A|*!41) time.
Observe that Polj(A) is Clo1(A) expanded by all missing constant operations. On
the other hand Clo1(A) does not need to have all constant operations.

Example 2.3 Forthe algebra from the Example 2.2 the clone of unary term operations
Clo1(A) contains 9 elements. The identity operation, corresponding to a variable, is
denoted by id.

x|[id| fg|h[hk| fhR] FF] fo| fh
O[[O[1[0[0][O] T [O[1[1
|| t]oftlojo| 1 |1]o]1
2l 2]ofoft|o| 1 |1|1]o0

Observe that Clo1(A) contains two constant operations, hh and fhh. The clone
of polynomial operations Pol{(A) containts also missing third constant operation
equal to 2. The names of operations are not unique, as for example hh = hf but it
does not matter to us. For each particular element of Cloj(A) we can assign new
symbol or choose unique term string, that defines it.
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Lemma 2.4 For a fixed unary algebra A the problems of the form TERMSAT (A),
SYSTERMSAT(A), CSYSTERMSAT(A) are polynomially equivalent' to their
counterparts in which on input the terms are replaced by term operations. The same
happens with POLSAT (A), SYSPOLSAT (A) and CSYSPOLSAT (A).

Proof Since A is not a part of the input there is a transformation working in linear
time. Simply note that passing from a term 7 to A takes O(|z|) time and passing
from a term operation p to ¢, takes constant time 0(|A|2|A|). U

Lemma 2.4 allows us to switch between input representation by terms and term
operations in each of the problem we consider. Therefore, when dealing with terms
over unary algebras we will often denote by ¢ both a term and its corresponding term
operation. The same applies to polynomials and polynomial operations.

In view of all the remarks above, during the preprocessing of term equations given
on input, we replace terms by their term operations:

x — id(x),

ARG fu) ) = (o,

where now ( fl"‘ . f,?) is anelement of Clo1 (A) and therefore has length 1. Similarly
for a term without a variable we also remove unnecessary compositions and replace:

[HC fu@©..)) = (F .. M) € Cloi(A).

Summarizing, every member of 7'(V') over unary algebra A can be replaced by 7 (x),
wherex € Vandt € Cloj(A) orbyaconstantc € Cloj(A). Remember all constants
are expressible by polynomials, but not necessarily all of them by terms.

Definition 2.5 Given a unary term operation ¢ (x) we define: Var (¢ (x)) = {x}, while
given a constant unary term operation ¢ with unspecified variable, we put Var(c) = .
Moreover, for an equation r ~ s we put Var(t ~ s) = Var(¢) U Var(s). Finally, for
a set of equations S, we put Var(S) = |, Var(e).

After all the preparations we have just made, we are ready for the following
description of possible shapes of term equations.

Observation 2.6 With respect to left-right symmetry, each term equation has one
of the following forms:

e no-variable equation
— the equation has the form ¢| ~ ¢; for two constants cy, ¢z € Cloj(A),

e one-sided one-variable equation

IWe use here (and in the rest of the text) polynomial-time many-one reductions also known as
polynomial transformations.
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— the equation has the form f(x) =~ cforsomex € V, f € Cloj(A) and constant
c € Cloj(A),

e two-sided one-variable equation
— the equation has the form f(x) ~ g(x) for some x € V and f, g € Clo1(A),
e two-sided two-variables equation

— the equation has the form f(x) &~ g(y) forsome x,y € V,x # yand f, g €
Cloi(A).

At this moment we can easily see that solving systems of equations over unary
algebra is interesting only if the number of equations is unbounded. Since every
equation has at most two variables, we can solve every single equation in a quadratic
time of the size of an algebra. Even solving k equations, where & is not part of the
input, is polynomial in size of |A|. Therefore in the rest of the text we will only
consider systems of equations.

Let I1, I> be instances of either of the problems SYSTERMSAT (A), CSYSTERM-
SAT(A), SYSPOLSAT (A) and CSYSPOLSAT (A). We say I; and I, are equivalent if
I1 has a solution if and only if /> does. Since the size of all equations is uniformly
bounded, we define the size of an instance I, denoted | /|, as the number of equations.

For a finite set A and a permutation p : A — A there is k such that p*(a) = a
for all @ € A, indeed e.g. k = |A|! works. Now if p € Cloj(A), where A is an
algebra, p¥~! is a unary term operation and obviously p¥~! is the inverse of p. Thus
p € Clo(A) implies p~! € Cloj(A).

Definition 2.7 A unary term operation ¢ over a unary algebra A = (A, F) is:

o k-valued, if [t (A)| < k,
e generic, if 1 < |t(A)| < |A|, so that ¢ is neither a constant nor a permutation.

Definition 2.8 A set T of unary term operations is k-valued if every generic term
operation in 7 is k-valued.

Definition 2.9 A set T of unary term operations over a unary algebra A = (A, F)
is strongly-k-valued if there is D € A with |D| < k such that 1(A) € D for every
generict € T.

Definition 2.10 Let (A, F) be a unary algebra. A set C € Clo(A, F) is strongly-
k-generated if C = Clo{ (A, G) for some strongly-k-valued set G C C.

Definition 2.11 A unary algebra A is:

o k-valued if Clo(A) is k-valued.
e strongly-k-valued if Cloy(A) is strongly-k-valued.
e strongly-k-generated if Clo|(A) is strongly-k-generated.

Observation 2.12 Let A = (A, F) be a unary algebra. The following diagram
shows straightforward dependencies between properties defined in Definitions
2.8-2.11.
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F is strongly-k-valued A is strongly-k-valued
N {
A is strongly-k-generated
\
F is k-valued <~ A is k-valued

With the next two examples we see that the implications in the right column can not
be reversed.

Example 2.13 Let the algebra A = ({0, 1, 2,3}, F), with F = {p, f} be defined
by:

Then the set F' is strongly-2-valued. Therefore the set Clo1(A) = {id, p, f, pf}
is strongly-2-generated. Thus A is strongly-2-generated but not strongly-2-valued,
as | f(A)U pf(A)| =3.

Example 2.14 Letthe algebra A = ({0, 1, 2, 3}, F), with F' = { f, g} be defined by:

Then the set F is 2-valued and Cloj(A) = {id, f, g, fg} is 2-valued. Thus A is
2-valued but not strongly-2-generated.

2.1 Simplification Algorithm

Definition 2.15 Let A = (A, F) be aunary algebra. The set of definable constraints
over algebra A is the smallest set C(A) € P(A) such that:

o ift,s € Cloj(A) then{a € A : t(a) =s(a)} € C(A),
e if C1,Cr € C(A) then C;1 N Cy € C(A),
e if C € C(A)and s € Cloj(A) then t(C), t~1(C) € C(A).

Note that, for a unary algebra A the set C(A) is computable in O(JA)PA) time,
because there are at most |A|?/4! possibilities in each case of Definition 2.15.



18 2 Unary Algebras

Our next Lemma shows that each definable constraint is essentially expressible
by a set of equations.

Lemma 2.16 Let A = (A, F) be a unary algebra, C € C(A) be a definable con-
straint and x be a variable. Then there is a set Sc(x) of term equations over A, with
V = Var(Sc(x)) and x € V such that:

e ifv:V — Aisa solution of Sc(x) then v(x) € C,
e ifa € C then there exists a solution v : V — A of Sc(x) such that v(x) = a.

Proof We induct on the complexity of how C is built according to the definition of
CA).IfC ={a € A:t(a) =s(a)}thentheset Sc(x) = {#(x) =~ s(x)} satisfies the
Lemma.

If C = Cy N C; then first we rename all variables in Var(Sc, (x)) \ {x} so that
Var(Sc, (x)) N Var(Sc, (x)) = {x} and then we put Sc(x) = Sc,(x) U Sc,(x). The
required properties of solutions of S¢(x) are obvious.

Finally, let C = t’l(s(C’)) fort,s € Cloi(A). Since id € Cloi(A) this covers
the last possibility of building C. First note that the set C’ can be realized by a
set Scr(y) of equations in which x does not appear. Now put Sc(x) = S¢/(y) U
{t(x) ~ s(y)}. For short put V' = Var(Sc/(y)) and V = Var(Sc(x)) and note
that V = V' U {x}. First suppose that v : V — A is a solution of Sc(x). Then
vy is a solution of Sc/(y) and by the induction hypothesis we have v(y) € C’.
Since v satisfies also the new equation we get 7(v(x)) = s(v(y)), which implies
v(x) € t71(s(C")) = C. Now assume a € t~!(s(C")) so that t (a) = s(a’) for some
a’ € C'. Again by the induction hypothesis we get a solution v’ : V' — A of S¢/(y)
such that v'(y) = a’. Then the valuation v : V — A defined by:

V@, ifzeV,
v@ =1, if 7 = x,

satisfies all equations in S¢ (x) and moreover v(x) = a, as required. O

We are going to present a procedure that transforms each system of equations
into a more regular one at the expense of adding some definable constraints. More
formally, this Simplify procedure takes an instance I of SYSTERMSAT(A) to
remove equations during an iterative process. Finally it produces an instance I’ of
CSYSTERMSAT (A) where a constraint function C is allowed and I’ is supposed to
satisfy:

(1) I is equivalent to 1,

(2) all equations in I’ are of the form ¢(x) = r(y), where ¢, r € Cloj(A) and x, y
are different variables. Both g and r are generic and |g(C (x)) Nr(C(y))| > 1,

(3) C(x) € C(A) and |C(x)| > 1 for all x € Var(I').

The procedure also returns a boolean value, with False meaning that the instance
I has no solutions at all. The True value does not say however that / has a solution
but allows to replace I by its equivalent modification I’.
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1 Simplify (1)

2 V .= Var(])

3 C(x):=A for all x eV
4 I':=,C)
5
6
-
8

repeat
if exists (x €V, C(x)=0 ) then return False
for each e € I’ do

9 if e is ¢ =®d and c¢,d are different constants then
10 return False

11 if e is ¢ ®c¢ and ¢ is a constant then

12 remove e from I’

13 if e is t(x) ® ¢ then

14 remove e from I’

15 C(x):=Cx)nt~l(c)

16 if e is t(x) =~ s(x) then

17 remove e from I’

18 Cx):=Cx)N{ae A:t(a) =s(a)}

19 if e is s(x) = p(y) and x,y are different variables
20 and p is a permutation then

21 remove e from I’

22 t:= p"s

23 replace all occurrences of y in I’ with f¢(x)

24 Clx):=Cx) Nt~ C )

25 if e is t(x) ® s(y) and x,y are different variables
26 and 1(C(x)) N s(C(y)) =@ then

27 return False

28 if e is t(x) ® s(y) and x,y are different variables
29 and t(C(x)) N s(C(y)) ={c} for some ¢ € A then

30 remove e from I’

31 Cx):=Cx) Nt )

32 C(y):=C(y Ns~ 1)

33 until not changed(1I’)

34

35 return True

Looking at what is done in the repeat loop we easily see that each time the
instance I’ is transformed to its equivalent form. Only a few words are needed to
comment lines 19-24. The equation s(x) =~ p(y) is equivalent to p‘ls(x) ~y.
Therefore introducing r = p~!s and replacing all occurrences of y by 7(x) together
with updating the constraint for x by requiring 7(x) € C(y) transforms I’ to an
equivalent form. Since I’ is equivalent to I we get the answer for I by considering
I'. Actually one can transform any solution of I’ to a solution of I by remembering
the replacements for variables from the set V \ Var(I’).

To see that (2) is satisfied observe that repeat loop removes all no-variable
and one-variable equations. Suppose g (x) =~ r(y) is a two-variables equation with
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an operation, say ¢, that is not generic. If ¢ is a permutation then the equation
q(x) =~ r(y) is removed in line 21. Otherwise ¢ is a constant. However then
lg(C(x)) Nr(C(y))| < |g(C(x))| = 1 thus either False is returned in line 27
or the equation is removed in line 3 0. Finally, all two-variables equation that are left
in I’ satisfy |¢(C(x)) N r(C(y))| > 1 thanks to condition from line 29.

If I’ does not satisfy (2) then each run of the repeat loop either returns False
or removes at least one equation. Therefore there are at most |/| runs of the loop. On
the other hand each single run can be done in linear time so that Simplify works
in quadratic time.

To prove that |C (x)| > 1, first pick a variable x € Var(I’). Then observe that line 7
gives |C(x)| # 0. Suppose |C(x)| = 1 and take a two-variables equation from /' that
contains x. We immediately get |¢g(C(x)) Nr(C(y))| < |[g(Cx))| < |[Cx)| =1
which is a contradiction to the property (2).

The rest of the last property (3) is covered by the following Claim.

Claim 2.17 Whenever Simplify sets a value of the constraint function C for a
variable x we have C(x) € C(A). Moreover, if Simpli £y procedure returns False
then ¥ € C(A).

Proof We initialize the constraint function C in line 3 by putting the value A. Obvi-
ously A = {a € A:id(a) =id(a)} € C(A). During the main loop of Simplify
we change values of the constraint function C in five cases. We are going to show that
after every change C(x) € C(A). First time we make a change in line 15 by putting
C(x) := C(x) Nt~ (c) so that we need to argue that r ! (c) € C(A). However {c} is
the image of A by the constant term operation ¢ € Cloj(A) and then t ! (c) is defin-
able. Similar argument applies toline 18 with C(x) := C(x)N{a € A : t(a) = s(a)}
and to line 24 with C(x) := C(x) Nt~ (C(y)). The situation in lines 31-32 is very
similar to the one from line 15. Again we have to argue that {c} € C(A). This time
however, we do not know that ¢ is a constant expressible by a term operation from
Cloi(A). But we have {c} = r(C(x)) N s(C(y)), thus {c} € C(A), as required.

The Simplify procedure returns False in three cases. First time it happens
in line 7, after detecting x with C(x) = . Since C(A) contains all sets of the form
C(x) we have ¥ € C(A), as required. Next, in line 9 there is an equation ¢ &~ d with
¢ #d. However § = {a € A : c(a) = d(a)} € C(A). Finally False is returned in
line 27, after detecting that # = #(C(x)) N s(C(y)) is the intersection of images of
definable constraints. Thus ¥ € C(A). O

2.2 Three-Element Algebras

The first example of a finite algebra A such that SYSPOLSAT (A) is NP-complete goes
back to Cook, when he had shown that SATISFIABILITY problem is NP-complete.
This simply means that the boolean algebra (2, v, A, =) gives rise to NP-complete
TERMSAT, POLSAT, SYSTERMSAT and SYSPOLSAT. Many other such examples can
be derived from theorems of Chap. 1.
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Our first lemma shows that SYSTERMSAT remains NP-complete even for some
unary algebras (already with three elements).

Lemma 2.18 There are finite unary algebras for which the problem
SYSTERMSAT (A) is NP-complete.

Proof A similar argument can be found in [FMS04]. Let A = ({0, 1,2}, f, g, h) be
an algebra with the following operations:

We have already mentioned in Chap. 1 that SYSTERMSAT (A) belongs to NP. To
show that it is NP-complete we need the following version of the SATISFIABILITY
problem:

POSITIVE- 1-IN-3-SAT is a problem taking on its input a formula F = C1 A ...
A Cy, in which each clause C; is of the form (x Vv y V z), where x, y, z are (non-
negated) variables, and answering the question if there is a boolean valuation such
that in each clause exactly one variable takes value 1. For example for a formula
(xVyVzAEVEVY)A(VEV z) the positive answer can be witnessed by
OVvIVOAOVOVI)A@VOVO).Itiseasy to check by Schaefer [Sch78] result?
(see also Garey and Johnson [GJ79]) that POSITIVE- 1-IN-3-SAT is NP-complete.

Next we reduce POSITIVE-1-IN-3-SAT to systems of equations over the algebra
A. A formula F = Cy A --- A Cp, is transformed into 3n equations as follows:

i) = x
Ci=xVyVvz ~ glvi) ~y
h(v;) ~ z,
where vy, ..., v, are new variables not occurring in F.

It is easy to check that a solution of the equations exists if and only if the formula
F is satisfiable according to POSITIVE- 1-IN-3-SAT rules. If v; takes the value O (1 or
2) then only x (y or z respectively) takes boolean value 1 to make C; true. (]

The following Lemma shows that the essence of the complexity of solving equa-
tions is hidden in generic operations:

Lemma 2.19 For a unary algebra A = (A, F) with no generic operations in F the
problem SYSTERMSAT (A) is in P.

2 The relation defined by PosITIVE-1-IN-3-SAT is {(1, 0, 0), (0, 1, 0), (0, 0, 1)} and it is not closed
under any of the operations listed in Fact 1.15.
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Proof We apply Simplify procedure to an instance /. If we get False then there
is no solution. Otherwise, because no operation in F, and thus in Clo; (A), is generic,
the instance I’ computed by Simplify has empty set of equations. Thus I’ has a
solution. (]

Since two-element unary algebras have no generic operations we immediately get
from Lemma 2.19 that SYSTERMSAT over two-element unary algebras is in P.
For our main Theorem of this section we need to define the following:

Definition 2.20 We call a unary algebra A = (A, F) proper if there isnoa € A
with f(a) = a forall f € Cloj(A).

Consider SYSTERMSAT (A) over a unary algebra A = (A, F) that is not proper,
with a € A being a witness described in Definition 2.20. The valuation putting a for
all variables obviously satisfies all term equations over A. Thus the problem Sys-
TERMSAT (A) can be solved in a constant time, with positive answer for all instances.

For a unary algebra A = (A, F) and f € Clo1(A) by Ker(f) = {(x,y) € A%
f(x) = f(y)} we denote the kernel of f.

Definition 2.21 For a unary algebra A = (A, F) we define a preorder < on
Cloj(A) by putting f < g if and only if Ker(f) € Ker(g). We also put P(A) =
(Clo1(A), Q).

Example 2.22 1In the algebra A = ({0, 1, 2}, f, g, h), with the operations:

N = O =
O O O
oS = Ol

h
0
0
1

we have g < f, h < f while g, h are incomparable.

By the width of an ordered set (or more generally, a preordered set) P we mean
the largest number of pairwise incomparable elements of P.
For our next theorem we need two lemmas:

Lemma 2.23 For a proper unary algebra A with three elements the problem
SYSTERMSAT (A) is NP-complete if width (P(A)) = 3.

Proof To witness width 3 in the preorder P(A) the algebra A must have 3 term
operations fy, f1, f2 with pairwise incomparable kernels. Without loss of generality
we may assume that fy, f1, f2 act as follows (a; # b;):
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We are going to show that there are f, g, h € Cloj(A) and L # T in A such that
either P1 or P2 holds:

PI P2

x| flg|h x|l flo|h
OfTIL[T  offL[L[L
LTl 1T T|L
o|| LT 2f|T|LfT

e Case 1: There exists i € {0, 1,2} such thati # b;.

Without loss of generality we may assume that i = 0 and by = 1. Then for
f3:= f1fo € Clo1(A) we have:

— Subcase 1.1: {ay, b1} # {0, 1}. Then f3 f3, f> f1, f2 satisfy:

x|| L f3| fafi] fo x|| B3| Al

Ol| b | ap |ax or Ol| ap | by |ax
1 ar b2 ar 1 b2 ar (ap
2|l az | az |ba 2| by | by |by

i.e., P1 or P2 (with 0 and 2 interchanged) holds.

— Subcase 1.2: {ay, b1} = {0, 1}. Since we are not going to use fy any more, without
loss of generality we may assume? that a; = 0, b; = 1. Observe that if {ar, by} =
{0, 1} then f3, f1, f> satisfy either P1 or P2 (with O and 2 interchanged). Let
{az, by} # {0, 1} and put:

fa= fifa, ifby=2anda; =1,
T f3fZa ifb2=2anda2=0,

f _ f1f2, ifa) =2and b, =1,
5= s ifar =2andby =0,

3We will use only f1, f> and f3 for which the situation a; = 1, b; = 0 is symmetric.
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to get:
x| f1] /3] 2| fa| S5
01{O0] 1 ax||1]0
1[]1]0|axf|1]0
211010 [ba]| 0|1

Thus f3, f1, fa satisfy P2 (with O and 2 interchanged) or f3, f1, fs satisfy P1.

e Case 2: Foreachi € {0, 1,2} we havei = b;.
Without loss of generality we may assume that ag = 1, so that:

filfa
ay|ay
1 |ar
ap |2

N = O =
=] =

If a, = O then replacing f> by fo f> puts us into Case 1. If ap = 1 and a; =
2 then the term operations f1 fo, f1, f> put us into P2 situation (with 0 and 1
interchanged). Finally, if a = 1 and a; = 0 the term operations fy, f1, f1./2
again put us into P2 situation (with 0 and 1 interchanged).

Now we know that A has 3 term operations f, g, i satisfying either P1 or P2.

Being in situation P 1 we use the reduction of POSITIVE- 1-IN-3-SAT presented in
the proof of Lemma 2.18 to conclude that SYSTERMSAT (A) is NP-complete.

The reduction of POSITIVE- 1-IN-3-SAT in situation P2 is only a bit harder. First
we are going to show that if we are in P2 and not in P1 then a constant term
operation T belongs to Cloj(A). If {1, T} = {1,2} then ff = T € Cloi(A).
Assume {1, T} # {1, 2}.

e Case 1: T = 0. In this situation ff, g, h satisfy P1.

x| flg|h||ff
of[L[L]L][ 0
tjjolo|L]| L
2{|o|L]of| L

e Case 2: L = 0. Since A is proper, then there exists a term operation d such that
d(0) = dp # 0. We analyze below the term operation fdf:

x||flglh||ld|df|fdf
01/0|10|0]||do|do| T
1|[T|{T|0||di|d3| da
211 T{O|T||d2|d3| da
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Ifdy = Tthen T = fdf € Cloj(A). Otherwise ds = 0, thus fdf, g, h satisfy
P1.

A formula F = C| A - - - A Cy, is transformed into equations as follows. For each
variable x occurring in F we need additional two variables v, and x’ and 3 equations:

f(Ux) ~T
X~ gvy) = x
h(vy) ~ x’

Next, for each clause C; we need a variable v; and then C; is transformed into 3
equations as follows:

fvp) ~x
Ci=xVyvz ~ gv) =y
h(v;) ~ z

The equations for variable x force x’ to simulate the negation of x. Indeed, because
of the equation f(v,) &~ T the variable v, cannot be valuated to 0. If v, = 1 then
x = T and x’ = L, while for vy = 2 we have x = L and x’ = T. The equations
for the clause C; work as in the proof of Lemma 2.18. Indeed, if v; = O then x', y, 7
take value L and thus x take value T. If v; takes value 1 or 2 again exactly one of
the variables x, y, z takes value T.

Lemma 2.24 For a unary algebra A with three elements the problem SYSTERM-
SAT(A) is in P (in fact it is O(n?)) if width (P(A)) < 2.

Proof Givenaninstance I of SYSTERMSAT (A) we firstapply Simpli fy procedure.

As a result we get False, meaning that there is no solution of /, or an equivalent

instance I’ satisfying:

(1) All equations are of the form f(x) =~ g(y), where x # y, |f(A)| = 2 and
f(A) = g(A),

(2) |C(x)| > 1 for each x € Var(I').

Now we present the algorithm solving such simplified instance I’. We do a reduc-
tion into 2-SAT which is known to be polynomial (in fact O (n?), see e.g. Papadim-
itriou [Pap94]). We put V' = Var(I’) and T to be the set of generic operations from
Cloi(A). We define set of variables of 2-SATby V* = {X} :x € V' andt € T}.

Since |t (A)| = 2 for ¢t € T, so there is exactly one ¢; € A with |t_l(t(c,))| =1.
This means that for every a € A we have:

tla) =t(c) & a=c. (*)
With the use of ¢; our intended interpretation of 2-SAT variables can be described by:

X7 is valuated by 1 < x is valuated by ;.



26 2 Unary Algebras

We start our construction of the instance 7* of 2-SAT by transforming each equa-
tion of the form f(x) & g(y) into two 2-SAT clauses*:
X5 & X, if fep) = gley),
or (x%)
X% & —Xj, otherwise.
For term operations f, g € T and a variable x with C(x) = A we add clauses
which code the interaction between 2-SAT variables X ’} and X ;]‘ :

X)} = X;‘, if ¢y =cy,
or (xxx)
X); = —-Xg, ifcy #cy.

If C(x) # A then from (2) we know that |C(x)| = 2. We finish our construction
of I* by adding the following clauses for each such variable x and f, g € T:

—-X’)i-, whenevercy ¢ C(x),
X)} S Xg, ifcy =cgand{cy, ¢4} € C(x), (FAkx)
X’}@—-X;, ifcy #cgand{cy, ¢4} C C(x).

Take a solution v : V' — A of I’. We follow our intended interpretation to define
a valuation s : V* — 2 by:

1, ifv(x) =c¢,
Xy —
s(Xp) = 0, otherwise.

To see that s is a solution of /™ first take a clause C € I* (in fact a pair of 2-
SAT clauses) generated by (xx) for an equation of the form f(x) =~ g(y). We have
fw(x)) = g(v(y)) and two cases to consider:

o Case I: f(cy) = g(cy), so that C = (X)} & X_g). Thanks to (x) the following
equivalences hold:

s(Xp) =16 vE) =cr & fE) = flcp) & fx) =gy &
g () = g(cg) & v(y) = ¢4 & (X)) =1,

as required.

e Case 2: f(cy) # g(cy), so that C = (X)} & —|Xg). The proof is very similar to
Case 1. Remember that f(A) = g(A) and | f(A)| = 2. This time the following
equivalences hold:

4Obviously X < Y is a pair of 2-SAT clauses: =X v ¥ and X v —Y.
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s(Xp) =16 v =cr & fw) = flcr) & fx) # glcy) &

gw() # glcg) & v(y) # cg & s(Xy) =0,

as required.

The other clauses in /* were generated either by (xxx) or by (s**x). First choose a
variable x € V' with C(x) = A and take a clause C generated by (x*x) for f,g € T
to get:

e Case l: ¢y =cy,sothat C = (X’} = X;‘). We have:
s(Xp) =16 v) =cr = o) =¢5 & s(Xy) =1,

as required.
o Case2:cy # ¢y, so that C = (X7 = —X). This time we have:

s(X)}-) =lsvx)=cr=>v) #cyg & s(X;) =0,

as required.

Finally choose a variable x € V' with |C(x)| = 2. If cr ¢ C(x) for some f €T
then v(x) # cy and thus s(X ’}) = 0 as determined by the first type of clauses from

(#x%x). Suppose {cf, ¢g} € C(x) to get:
e Case 1: ¢y = ¢y, so that X)} =3 Xj]‘ € I"*. Similarly to the situation C(x) = A the
following equivalences hold:

s(X?) =1l vx) =crov@x)=c & s(X’gC) =1,

as required.
e Case 2: ¢y # ¢y, so that X’} & —-Xz]‘ € I*. This time thanks to |C(x)| = 2 we
have v(x) = ¢y & v(x) # ¢, thus:

SX5) =16 v@) =cp & v@) £ ¢y & 5(X2) =0,

as required.

Conversely, for a boolean valuation s : V* — 2 satisfying all clauses from I* we
define a valuation v : V' — A by:

v(x) = c;, for some ¢ € T such that s(X;) = 1, if such 7 exists,
" | a, suchthata # ¢, forallt € T, otherwise.

To see that v is well defined in the situation when s (X;) = Oforallz € T first assume

C(x) = A. Since width (P(A)) < 2, thereisa € A witha # ¢; forallt € T. Now

assume |C(x)| = 2. Since s is a solution of 7*, then /* cannot contain any clause of
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the form X’} & —-X;]‘ generated by (xxxx). Thus |{c; : t € T and ¢; € C(x)}| < 1
so there is @ € C(x) such that a # ¢; for all # € T, which we choose as a value
for x.

Claim 2.25 For each X; € V* we have s(X7) =1 & v(x) = ¢;.

Proof Assume to the contrary that s(X;) = 1 and v(x) # ¢;. By definition of v
there is ¢’ € T such that 9(X ;) = land v(x) = ¢y € C(x), so obviously ¢; # ¢y .
Since s(X7) = 1 then =X} ¢ I*, 50 ¢; € C(x) by (%xxx). Thus {c;, ¢/} € C(x) and
by (xxx) Or (3k*x) we get that the clause X7, = —X} isin I*. We get a contradiction
with s(X7) = s(X;) = 1.

Now take s(Xx) = 0 to show v(x) # c;. First observe that if ¢; ¢ C(x) then
obviously v(x) # c;. Now assume ¢; € C(x) to get two possibilities:

e Case 1: s(X "y =1forsomet’' € T and v(x) = ¢ € C(x) thus {cy/, ¢;} € C(x).
Since the clause X7, = Xj is not satisfiable then, by (xx*) or (xx*x), we get that
¢t # c¢p and thus v(x) # ¢;, as required.

e Case 2: s(X;)) = 0 for all t' € T. By the definition of v we get v(x) # ¢;. 0

To prove that v is a solution of I’ take an equation of the form f(x) ~ g(y)
from I’

e Case 1: f(cy) = g(cgy). Since s is a solution of /™ we get by (xx) that s(X ) =
1 s(X z) = 1. Thanks to Claim 2.25 and (x) the following equivalences hold.

fw@) = flcp) & vx) =cy & s(X )=1<% s(Xy) =1
v(y) =cg & g(u(y) = glcg) & gw(y)) = fcy).

Thus f(v(x)) = g(v(y)) as f(A) = g(A) has only two elements.
o Case 2: f(cy) # g(cgy), O thats(Xx) =1<% s(X ) = 0. The proof is very
similar to Case 1. This time the followmg equivalences hold:

f@) = flep) vx)=cr&s(Xp) =16s5X)) =0«
v(y) # ¢g © g(y) # glcy) © gw(y)) = flcy).

Thus f(v(x)) = g(v(y)) as required. g
Now we are ready to state the main theorem of this section.

Theorem 2.26 [Bro06] For a unary algebra A with at most three elements,
SYSTERMSAT(A) is in P (in fact it is O(n?)) if A is not proper or width (P(A)) < 2
holds, otherwise it is NP-complete.

Proof Note that width (P(A)) = 1 for any two-element algebra. On the other hand
on the two-element set all four unary operations are not generic, thus Lemma 2.19
gives us that SYSTERMSAT (A) is in P. For |A| = 3 we directly apply Lemmas 2.23
and 2.24. O
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2.3 Width and Complexity

‘We have seen in Theorem 2.26 that for three-element unary algebras A the complexity
of SYSTERMSAT (A) is fully characterized by the width of the corresponding preorder
P(A).

Unfortunately this characterization does not extend to larger algebras. We are
going to show that width and computational complexity are independent.

Observation 2.27 For the following algebra A = (A, F) with F = {f, g, h,r, s, 1}
defined by:

x|[flglh|r|s|1
0[{0[0]|0[0|0|1
1{{0]0]0|0]0|1
2(|0{0]|0[0|0|1
3(|0{0]|0[0|0|1
411 1(2]13|2(1|1
S5((2(3]|1]1]1]1
6([3]1]2[1|11

we have width (P(A)) = 1 and SYSTERMSAT (A) is NP-complete.

Proof First observe that Clo1(A) = F U {0, id}. Thus P(A) is a chain Ker(id) C
Ker(f) = Ker(g) = Ker(h) € Ker(r) C Ker(s) C Ker(l) = Ker(0), so that
width (P(A)) = 1.

Next consider the following system of term equations over A:

s(a) ~ 1
fla) = g(b)
f(a) =~ h(c)

and observe that there are only three possibilities for values of the quadruple
(a,r(a), r(b), r(c)) in the solutions of the above system:

r(a)|r®d)|r(c)
2 1 1
1 2 1
1 1 2

[o) R, TN RS

This allows us to make a reduction from POSITIVE-1-IN-3-SAT similar to the one
presented in Lemma 2.18. A formula F = C; A --- A Cy, is transformed into 6n
equations as follows:
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s(ai) ~ 1
flai) =~ g(b;)
f(aj) = h(c;)
r(a;) =~ x
r(bj) =y
r(c) ~z,

Ci=xVyVvz ~

where a;, b;, ¢; are new variables not occurring in F'.

It is easy to check that a solution of these 6n equations exists if and only if the
formula F is satisfiable according to POSITIVE- 1-IN-3-SAT rules. If a; takes the value
4 (5 or 6) then only x (y or z, respectively) is valuated by 2, while other two variables
from {x, y, z} are valuated by 1. Transforming 2 and 1 into true and false boolean
values we make C; true according to POSITIVE- 1-IN-3-SAT rules. O

To give examples of algebras A with arbitrarily large width (P(A)), but for which
SYSTERMSAT (A) is solvable in a polynomial time, we need the following Lemma:

Lemma 2.28 Let A = (A, F) be a unary algebra in which there is ay € A such
that for all non-constant f € F:

(1) f(agp) = ao.
2) |fYa)| < 1forall a # ay.

Then SYSTERMSAT (A) is in P.

Proof Given an instance I of SYSTERMSAT (A) we apply the Simp1li fy procedure
to get an instance I’ of CSYSTERMSAT (A). If Simpli fy procedure returns True
then we valuate all variables in V by ag. Observe that by (1) all generic operations
t € Cloi(A) satisfy 1 (ag) = ag. Since I’ has only equations with generic operations,
we get that all equations in I’ are satisfied. One can check that for all definable
constraints C such that |C| > 1 we have ag € C, so that the above valuation is a
solution of the instance I’ of CSYSTERMSAT (A). O

One consequence of Lemma 2.28 blocks a natural generalization of Theorem 2.26:

Observation 2.29 For each n there exists a proper algebra A, such that width
(P(A,)) = n and SYSTERMSAT (A,,) is in P.

Proof PutA,, = ({0, ...,n}, f1,..., fu, c), where:

x| fi| 2| f3]--- | fn]c
01{0]0[0]...|0]1
1[{]1]0]0f...|0|1
201011 [0f...|0 |1
31001 {...[0(1
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The algebra A,, is proper and satisfies (1) and (2) of Lemma 2.28 with ap = O.
Therefore SYSTERMSAT (A,,) is in P. On the other hand one can easily check that
width(P(A,)) = n. O

Note however, that the problem CSYSTERMSAT (A,,) for n > 3 is NP-complete.
It is because in CSYSTERMSAT we are allowed to use arbitrarily chosen constraints,
e.g. of the form C(x) = {1, 2, 3}. Such constraint makes possible a reduction simi-
lar to the one from Lemma 2.18 (from POSITIVE- 1-IN-3-SAT) with additional twist
given by putting C(v;) = {1, 2, 3} for each variable v;. Therefore we introduced the
concept of definable constraints, which prevents us from such situations when trans-
lating instances of SYSTERMSAT into instances of CSYSTERMSAT in the Simplify
procedure.

From Observation 2.27 we know that width 1 does not suffice to put SYSTERMSAT
into P. However an assumption stronger than width 1, namely that the algebra A has
exactly one non-constant operation is sufficient, as can be seen from the following
Lemma:

Lemma 2.30 For a unary algebra A = (A, F) with exactly one non-constant oper-
ation in F the problem SYSTERMSAT (A) is in P.

Proof Given an instance I of SYSTERMSAT (A) we apply the Simpli fy procedure
to get an instance I’ of CSYSTERMSAT(A). Denote by f the only non-constant
operation in F. Since in I’ we are left only with equations with generic operations,
all of the operations in I’ can be expressed by f*, for somei > 0. Now pick a variable
x € Var(I’) and choose minimal m such that ™ (x) can be found somewhere in I’.
This means that i > m whenever f I(x) occurs in I’. We replace every f I(x) with
Fi=™(x’) for a new variable x’ to get instance /. We also copy constraint function
from I’ to I” and then put C(x") := f™(C(x)) in I”. It is easy to check that I’ and
1" are equivalent and equal in size.

Now observe that at least one equation in I” contains id(x’), since m was cho-
sen to be minimal. Thus we can apply Simplify procedure once again, to get
instance smaller than I’ and repeat the above process. Whenever Simplify pro-
cedure returns False we know that there is no solution of the starting instance /.
Otherwise we will end up with empty instance meaning that the solution exists. The
number of steps is at most linear (in the size of 1), so that the whole algorithm works
in a polynomial time. O
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