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Abstract. In this paper, an Augmented Reality system for the Interactive and 
Connected TV is presented through the implementation of a Hypervideo  
platform. This platform consists of two modules that enable editors and viewers 
to enjoy an AR experience on current generation Interactive TVs. 

Two modules are introduced: the first provides the producers tools to  
manage the audiovisual content and points of interest, while the other is used by 
the viewers, in order to play the audiovisual production and obtain additional 
information about the points of interest that appear on the video. 

This work presents an innovative way to mix these three technological  
concepts: interactive video, augmented reality and connected TV. 
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1 Introduction 

A Hypervideo, or “interactive video” [1], is defined as an audiovisual content stream 
that is offered to the user with a non-linear navigation. The viewer is able to interact 
with the content through hyperlinks, which are complemented with other mechan-
isms, such as searching, additional information, sequence or content skipping, etc. all 
focused to improve the access to the information and with the goal to bring the viewer 
from a passive to an active state [2]. 

When mixing the hypervideo concept with real images, we are approaching to 
augmented reality (AR) applications. AR is the term used to define a direct or indirect 
vision of the real world, whose elements are combined with virtual elements to create 
a mixed reality. 

In this paper, the development of an interactive video platform, the Hypervideo 
Platform, is presented with the objective of delivering an AR experience to the view-
er, through current generation Interactive TV solutions, such as HbbTV [3], Android 
TV [4] or Samsung Smart TV [5], including both processes of authoring and visualiz-
ing the Hypervideos. 

In the following chapters, following a technological review, the Hypervideo structure 
is presented, and the process needed to create and view a Hypervideo is shown, as well as 
the modules developed to enable that are also described in detail. Finally, this paper ends 
proposing some future work ideas, and the conclusions extracted from doing this work 
are presented. 
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2 Technological Situation 

One of the first implementations performed of a hypervideo [6], the links between the 
scenes of the video let the spectator choose the scene change. In successive studies 
[7], [8], a change in the link behavior is proposed: these can be used to obtain  
additional information about the content being played at that moment, taking a step 
towards AR. 

The design and evaluation of “Hvet” [9], a hypervideo environment for teaching 
veterinary surgery, show the potential of these kind of environments in education 
systems. 

The LinkedTV project [10] suggests a hypervideo platform based on industry web 
and broadcast specifications (HTML, HbbTV), assimilating additional information 
automatically accessing the data available in the WWW through LinkedData. 

The current trend is the interactive media, as interactive image services show, such 
as Thinglink [11], or interactive video, such as Wirewax [12], although only a few 
technological platforms that aimed for interactive audiovisual content creation could 
be detected. 

This situation and the lack of hypervideo productions with educative, promotional 
or informative purposes motivated the creation of this project: specify and develop a 
platform destined to interactive audiovisual content production, distribution and visu-
alization on current generation TV technologies. 

3 The Hypervideo Solution 

In this project, a hypervideo solution based on video streaming has been chosen, mak-
ing use of a triple reality: 

 An audiovisual track. 
 A collection of points of interest. 
 The markers that represent these points of interest over the audiovisual track. 

3.1 The Audiovisual Track 

First, the real world vision is represented in an indirect way through the visualization 
via streaming of audiovisual content through the Internet. This video track drives the 
user through the points of interest (PoI). 

The audiovisual content can be made on purpose as well as an existing product can 
be used, taking into account that it has to represent adequately the points of interest. 

3.2 The Collection of Points of Interest 

Next, the additional information shown in this hypervideo matches the data collected 
from the points of interest (PoI) represented in the video track: 
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 Textual information: name and description. 
 Typological information: category. 
 Visual information: pictures. 
 Complementary information: web page, GPS location. 

All this data should be gathered before starting the hypervideo creation, in order to 
assure a better organization. 

3.3 The Markers 

Finally, the hyperlinks of our hypervideo approach are also called markers. They are 
always associated with a point of interest and they accomplish a double function: 

 As markers or hot-spots, they indicate the point on the screen where a point of 
interest appears. 

 As hyperlinks, they enable the user to browse to the additional information related 
to a certain point of interest. 

4 Hypervideo Platform 

In this section, the hypervideo content creation, publishing and visualization platform 
architecture is presented. As shown in Figure 1, the proposed architecture is com-
posed of two modules that interact with a server, which stores and serves the needed 
data to create and play hypervideo productions. 
 

 

Fig. 1. Hypervideo platform general architecture diagram. 

These two modules are described below, and will be further explained in the  
following sections. In this section, the data model used by the platform is presented, 
as well as the communications of these modules with the hypervideo server. 
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4.1 Creation Module 

The creation module comprises the tools needed to create a hypervideo, starting by 
managing the audiovisual repository and inserting new data in the points of interest 
catalogue. 

Once these steps have been completed, the spatiotemporal metadata needed to link 
the PoIs identified in the media with their markers position is generated. 

4.2 Visualization Module 

The visualization module is represented by a hypervideo player application, which is 
able to playback the video track via streaming, represent the markers over it and show 
the additional information of the chosen points of interest. 

A multiplatform development has been followed, being implemented in HbbTV, 
Android TV and Samsung Smart TV technologies. 

4.3 Data Model 

The information used by the platform –audiovisual content, points of interest and 
markers– is stored in a MySQL database, following the data model shown in Figure 2, 
detailed below: 

The Hypervideo class stores the basic information to identify and playback the  
audiovisual content. The video attribute contains the video track path to be streamed. 

The Poi class represents, together with the next two classes, the additional informa-
tion related with a point of interest. In this class, textual –name and description– and 
complementary –website and latitude, longitude and zoom_lvl– information is stored. 

The Category class groups the points of interest according to a certain criteria,  
representing the typological information of a PoI. The icon attribute contains the  
image used to represent the markers whose related PoI belongs to a certain category. 

The Picture class stores the visual information of a point of interest. Note that a 
PoI can have more than one picture. 

 

 
Fig. 2. Hypervideo platform data model. 
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Finally, the appearances of the points of interest on the hypervideo are expressed in 
the Marker class, pointing out the position (x,y) tracking through the lifetime of a 
marker of a PoI. Also note that the same point of interest can appear independently on 
multiple hypervideos. 

4.4 Server and Module Communication 

The hypervideo server acts as an intermediary between the creation and visualization 
modules with the database. The Apache server gets the HTTP requests of both mod-
ules: the first stores the data with HTTP POST requests, while the second gets that 
data with HTTP GET requests in JSON format. 

While the HTTP POST requests from the creation module are pretty straightfor-
ward, the HTTP GET requests from the visualization module responses are more 
complex and are shown next. 

Three HTTP GET requests are performed from the visualization module: 

 Hypervideo list request 
 Hypervideo metadata request 
 PoI additional information request 

The hypervideo list request response body is encoded in JSON format. The  
hypervideoList key contains an array of hypervideos. Each of these have the proper-
ties defined in the data model –id, title, description, thumbnail and video–. 

The metadata is the information required to play a hypervideo. In the hypervideo 
metadata request, the hypervideo property defines an object, whose keys can be put  
in 4 groups: 

 Audiovisual content location: title and video properties. 
 Category list: the categories property contains an object, whose keys are the iden-

tifiers of the categories of the PoIs that appear in the production. For each of these 
categories, its name and icon are provided. 

 Points of interest and their category: the pois key contains an object, whose keys 
are the identifiers of the PoIs that appear in the production. For each of these points 
of interest, the identifier of its category is provided. 

 Marker tracking: the markers key contains an object, whose keys match the 
seconds where a marker has to be rendered on the screen. For each of these 
seconds, another object is defined, whose keys are the identifiers of the points of 
interest that marker represents. For each of these, an object is defined, containing 
the x and y properties that specify the point on the screen where the marker has to 
be rendered. 

Finally, the PoI additional information request response body is encoded in JSON 
format, and as the PoI typological information is already known, the following data is 
received as properties of the poi key: 
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 Textual information: name and description properties. 
 Visual information: the pictures property defines an array of picture URLs. 
 Complementary information: the website property contains the PoI webpage URL, 

which is also encoded in a QR code, using base64 in png format and stored in the 
qr property. The location key defines an object, with latitude, longitude and 
zoom_lvl properties, used to display a map. 

5 Creation Module 

The goal of this module is enable the user to create hypervideos through three steps: 
manage the audiovisual content repository, create the point of interest catalogue and 
edit the placements of the markers. 

5.1 Audiovisual Content Repository 

In order to guarantee compatibility with the specifications used in the visualization 
module –HbbTV 1.0 [13], Android  [14] and Samsung Smart TV 2012 [15]–, multi-
media content must meet the following specification: 

 Video codec H264/AVC 
 Audio codec HE-AAC 
 Container MP4 

This multimedia file is uploaded to the platform through the audiovisual repository 
management interface, enclosing descriptive information about the hypervideo. 

5.2 Point of Interest Catalogue 

The PoI catalogue is based on categories. First, categories are created as needed 
through the category management interface, attaching its name and icon. 

The category icon must be in PNG format with transparent background, and its size 
must be 36x72px. In the first half of the image the “inactive” category icon will be 
placed, while the “active” icon will be placed in the lower half. 

Once needed categories are created, the editor inserts the new points of interest in 
the platform. The form is filled with the PoI data: name and description (textual  
information), category (typological information), pictures (visual information), web 
page URL and location, selected with an interactive map (complementary  
information). 

5.3 Marker Edition 

The markers purpose is to position the points of interest over the video images. In 
order to ease the marker edition, a tool inside the creation module is developed and 
shown in Figure 3. 
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This tools lets the producer browse the media content, select the temporal intervals 
where a point of interest appears, and specify its position, pointing out as many key 
positions as needed. 

 

 
Fig. 3. Hypervideo marker edition interface. 

Once the positions are defined, intermediate positions are generated through lineal 
interpolation, at a position per second frequency. If it is needed, the editor is able to 
correct these automatically generated positions. 

The result of specifying the markers is stored in the database as the temporal track-
ing of the markers as a tuple, described in (1): in function of the hypervideo h, the 
second t and the PoI p, what position (x,y) relative to the video size a marker has. 

 f(h,t,p) = (x,y) (1) 

6 Visualization Module 

The visualization module is represented by the Hypervideo player, developed as a 
multiplatform application for the following interactive TV technologies: HbbTV 1.0, 
Android 4.0 and Samsung Smart TV 2012. 

These technologies introduce a type of application known as “Web Application” [16] 
or “Javascript Application” [17] that eases multiplatform development. Having all the 
TV technologies using similar development model makes it suitable to code a single 
application logic, with an abstraction layer for every TV technology. The individual 
web technologies that this module makes use of are shown in Table 1. 

Table 1. Web technologies used by Interactive TV. 

 
Interactive TV technology 

HbbTV 1.0 Android WebViewSamsung Smart TV
Markup CE-HTML [18] HTML5 

Style CSS TV Profile 1.0 [19] CSS3 
InteractivityECMAScript (Javascript) Javascript 
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Fig. 4. Sequence diagram of the module states. Dotted transitions denote backwards transitions. 

6.1 Application States 

The hypervideo player states sequence is shown in Figure 4 and the behavior of the 
application in each of these states is described next: 
In the first state, hypervideo list request, an HTTP GET request is done to the server 
via the XMLHttpRequest object [20]. When the application gets the response, the 
hypervideo menu is built and the application enters the next state. 

In the second state, hypervideo menu, the user can select which hypervideo wants 
to play, heading into the metadata request state. 

The application asks the server for the selected hypervideo metadata in the third 
state, named metadata request. This is done as before, through an HTTP GET request 
via the XMLHttpRequest object. When the reponse arrives to the application, the data 
structures needed to play the hypervideo are prepared and the application state 
changes to ready. 

The fourth state, ready, shows the user that the hypervideo streaming can be played 
when it presses the play key, entering the next state. 

In the fifth state, marker position update, the streaming playback is going on while 
the markers are shown over it. Their position is calculated synchronously via linear 
interpolation ten times per second, in order to smoothen their movement. 

As shown in Figure 5, the current position is calculated from the position for the 
current second and the position for the following second. 

While in the fifth state, the user is able to filter the markers that appear by their 
category, through the category menu. In order to select a point of interest, following 
the link of a marker, the user first has to press the pause key, entering the next state. 
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However, when recording content in the interiors, with steady filming conditions, 
an alternate technique can be used: object contour detection and shape tracking. Ex-
amples of points of interest can be artwork in a museum. In order not to detect every 
object in the content, a picture of the desired PoIs needs to be supplied. 

When applying any of these techniques, a reviewing process has to be introduced 
so as not to make the user experience worse. 

In order to improve user interaction with the audiovisual creations, non-linear 
hypervideo navigation through their points of interest is presented: 

 Intra-hypervideo navigation: a PoI links to a related PoI in the same content,  
enabling the user to explore other points of interest of the same topic. 

 Inter-hypervideo navigation: a PoI links to its apparition in other hypervideo,  
enabling the user to look into that point of interest from another topic. 

Currently, visualization module has been developed in three interactive TV tech-
nologies: HbbTV, Android TV and Samsung Smart TV. It is planned to make it com-
patible with more platforms and devices, such as Internet browsers and tablets, 
through its implementation in HTML5, iOS and other technologies. 

One of the interactive TV technologies used, HbbTV, allows the development of 
live broadcast-based applications. It is wanted to deliver the audiovisual content 
through the broadcast channel and enabling marker selection and the PoI information 
window over it. It is being studied whether to pause the video track when selecting a 
PoI and then continue via streaming or not doing so, in conjunction with next propos-
al. 

A common trend among interactive TV applications is the introduction of a 
second-screen application [25]. This application has many different uses, from replac-
ing remote controller to social networking. The requirements for the hypervideo 
second-screen application are focused on a multi-user model: 

 Obtain the additional information of a PoI: the PoI information window will be 
represented in the mobile application, so as not to disturb other users pausing the 
video and with additional information of a PoI that is not of their interest. 

 Share the additional information of a PoI: the PoI information window goes back 
to the TV, so a user can share its experiences. 

 Complementary information access: the user is able to access the additional infor-
mation of the PoI directly from its device. 

 Social networking: like and share hypervideo content, such as content snapshots or 
points of interest. 

Finally, 360-degree video [26] support is being studied, largely improving user in-
teractivity with the content. 

7.2 Clonclusion 

The results of the preliminary testing stage between audiovisual producers and uni-
versity students has been very positive, emphasizing the added value of hypervideo 
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productions destined to educative, promotional or informative purposes. Two key 
aspects were identified: 1) the importance of the audiovisual sources, revealing the 
need write down a filming script, listing the points of interest that are wanted to be 
displayed, and 2) it is essential keeping in mind the user perception in the visualiza-
tion of a hypervideo: the time interval while the markers are alive has to be long 
enough to allow the users to see them and these cannot appear too piled up. These 
aspects ensure the system usability, easing the user to focus on the markers and tell 
them apart. 

A test amongst users, University students, has been very successful, two factors  
being: 1) the increase in interest for making use of audiovisual content in an  
interactive way, and 2) the valuation of links between hypervideos, proving that the 
navigation through topics of interest via the points of interest is accepted and  
understood by the user. 

An in-depth usability study will be conducted in the future, to assess the effectivi-
ty, efficiency and satisfaction perceived by users of both modules. 
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