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Abstract. Harten’s Multiresolution has been developed and used for
different applications such as fast algorithms for solving linear equa-
tions or compression, denoising and inpainting signals. These schemes
are based on two principal operators: decimation and prediction. The
goal of this paper is to construct an accurate prediction operator that
approximates the real values of the signal by a polynomial and estimates
the error using ¢*-norm in each point. The result is a non-linear multires-
olution method. The order of the operator is calculated. The stability of
the schemes is ensured by using a special error control technique. Some
numerical tests are performed comparing the new method with known
linear and non-linear methods.

Keywords: Statistical Multiresolution - Multiscale decomposition - Sig-
nal processing + Generalized wavelets

1 Introduction

During the past few years multiresolution analysis (MR) has been widely used
in several applications as signal processing (see, e.g., [16-18]). Harten in [24]
designed a MR framework based on two operators: decimation and prediction
defining them as the composition of two functions: discretization and recon-
struction. The discretization represents the nature of the data. The study of
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this function can be found in, for example, [9,10,20]. However, the extensive lit-
erature is dedicated to the construction of an accurate reconstruction operator
using different techniques, linear (see, e.g., [11,12]) and non-linear. In particular,
Arandiga and Donat in [7] use the Essential Non-Oscillatory (ENO) technique in
order to obtain a more adapted prediction operator. Belda et al. extend it intro-
ducing Weighted ENO techniques (see [5]). Also, non-linear techniques based on
Piecewise Polynomial Harmonic (PPH) are used obtaining interesting results for
signal compression and adaptation to edges (see [2]). Recently, in order to design
a new prediction operator statistical tools (see, e.g., [15,19,25,26,28]) have been
considered as learning processes (see [6]) and approximation by local polyno-
mial regression (LPR) (see, e.g., [12]). In this context, three variables determine
the problem. First, the degree, r, of the chosen polynomials. Afterwards, the
weight function which assigns a value to each point depending on the distance
to the approximated point. Finally, the loss function, L(z,y). Typically, the ¢2-
minimization norm is used (see [11]). In this context, we extend the method
substituting L(x,y) by the ¢!-norm which is introduced in the formulation of
the problem. Then, a non-linear problem is obtained. Therefore, the order and
the stability have to be studied. The order is a measure of the accuracy of the
prediction operator. The stability is crucial for MR compression processes since
in order to reduce the number of elements to store, we have to truncate several
values. Thus, a control on the final error obtained a priori between the original
signal and the approximate signal is necessary, several papers in the literature
have already dealt with this (see, e.g., [3,4,8,18]).

It is not difficult to prove that the order does not depend on the loss function.
However, the stability, in this case, is not ensured. In this paper, the error control
strategy presented by Harten et al. (see, e.g., [1,7,24]) is used.

The paper is organized as follows: we review Harten’s MR and local poly-
nomial regression in Sects.2 and 3. Subsequently, the error control method is
presented in Sect. 4. Finally, some numerical results are displayed, some conclu-
sions are presented and future research is described.

2 Harten’s Interpolatory Framework

Harten in [23,24] developed a MR scheme based on four operators: discretization,
reconstruction, decimation and prediction. Let F be a locally integrable function
space and V* a discrete vector space, being k the level of the resolution, then the
discretization function, Dy, : F — V¥, represents the nature of data. Typically,
in signal processing is used a point-value method which consists in considering
a signal as the values of a function in a grid. Therefore, let us indicate a nested
set of uniform dyadic grids on the interval [0, 1], as X* = {xf}, xf =j- hg,
j=0,...,J, Ji-hp = 1, with J, = 2¥Jy and where .J; is some integer. Then
ft= {ij}}]io with fF := (Dy(f)); = f(2¥). We need to take into account that,
as x?‘l = xlgj, then kaj = ff_l. Thus, in this case, we define the decimation
operator which combines two levels of the MR, DZ_I (VR S VR g

(D) = 177 = 1) = flaby) = foy 0<5 < .
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It must be linear. The reconstruction operator, Ry : V¥ — F can be viewed as
an interpolating or approximating function. In the literature (see [7,24]), this
operator is usually defined using the following sequence: Let r be the degree of
the polynomial, s the number of points chosen for the interpolation and

z(z) e I (R) = {g|g(z Zcmx ,Cm € R, ¥Ym}
m=0
such that z(xf;ln) = ﬁ_é form = —s,...,s — 1; with r + 1 = 2s. Then, we

define:

(Rie—1f*")(@) = 2(x).
Therefore, we define the prediction operator to obtain the values on the level k
as P,f_l =D Ri_1, then

(Perf )5 = De(Ri-1 1) = (Di(2)); = 2(a5). (1)

These operators should be consistent following the equation: Dy~ 'PF | =
Tj_1, where T}, is the identity function defined in the space V*. When the dis-
cretization based on point-value is chosen then it is easy to prove that this
property is satisfied replicating the odd-values from the low level, as a conse-
quence

(P Dy = £ (2)

From standard 1D interpolation results we obtain that:

ng 1) Zﬁl ot 1+ )

where the coefficients (§; are

821:51:%7

3:2$ﬂlz%aﬁ2:_17167 (3)
150 25 3

s=3= 1= 55,02= 555,03 = 555~

Observe that ef; = f5,—(Pr_, f571)2; = f]k*1 —ffﬁl = 0. Then, if we define
d¥ = f5 1 — (PE_yf* 1)2j—1 we have that the two sets {f*} and {f*~!, d"}
which are equivalent: From {f*} we obtain ffﬁl = f§ and d¥ = fF | —
(PE_1 ¥ 1)2j-1. Also, from {f*1,d*} we obtain f§;, | = (Py_y f*1)oj 1 +d}
and kaj = ffﬁl.

Then, the multiscale decomposition algorithm is:
Algorithm 1 (f¥ — MfL = (f°,d%,...,d"))

for k=L:1
f’~c Y= fh =0 Jus W
f23 1 (Pé—lfk71)2j71 i=1:Jdp1
end
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And the multiscale reconstruction algorithm is:

Algorithm 2 (M fL = (f°,d*,...,d*) — MM fL)

for k=1:L
f2] 1= (Pk 1fk Do 1+d j=1:Jx 1 %)
fQJ_fji J=0:Jk

end

Thus, {f*} < {{f°},{d'},...,{d*}}. The compression is obtained when
the values d°,...,d" are close to zero or zero. The key of these schemes is
to construct an accurate prediction operator. Then, when the decomposition
algorithm is used, a truncation or quantization technique is applied to the result.
It is important to control the a priori error (see Sect.4). In the next section we
extend the method developed in [11] using £*-norm minimization.

3 Design of LPR MR Prediction Operator: Brief Review

In this section, a family of prediction operators is constructed using statistical
tools. In particular, we will review the principal components marked in [11].

Therefore, we consider the values of a signal in a determined level of MR
it = {f’C 1}J’° ! with ffﬁl = f(gc?*l) and $§71 = jhy_1.

For a fitting point on level k, a:’;jfl, we approximate the value f§j71 with a
curve based on the points included in an interval centered in x%fl with length
fixed, (2s—1)hg_1, with s > 1 constant, non-necessary integer. In order to assign
a weight to each value f/~! such that 2} =" € [w’gj_l —(2s = 1)hy, :r’;j_l + (25 —
1)hg] we define a kern function that will be denoted by K, as:

Koy ) = w(_> (6)

where hy, is a slight perturbation of the value hg. In [11] the value hy = (1 +
€)h, with € = 2 - 1072 is taken to unify the notation with the interpolation
method. And w(z) is a non-negative symmetric function (see [26]). We show
these functions in Table 1.

Table 1. Kernel functions

1, <1
1—Jul|ul <1
1—u? jul <1
1 —u?)? |u <1
(
(

rect w(u

tria w(u

1—[ul)? Jul < 1
1—[ul?)* Jul <1

tcub w(u

(
(
epan w(u
(
(
trwt w(u

)=
)
)=
bisq w(u) =
)
) =
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Let z(z) be a polynomial of degree r, z(x) € II5 (R). We choose a loss-function
L(z,y) which measures the distance between the real values on the level k—1 and
the approximation. In [11] the chosen function is L(x,y) = (x — y)%. Then, the
classical least-squares method is obtained. For this paper, we propose a robust
LPR with

L(z,y) = |z —yl.
Hence, the problem is the following:

Jr—1

55]'71(95) = argmin Z Ks(mgjfuxfil)lf(fzkflvZ(xéﬁl))
z(z)e}(R) |2,

(7)

Jkr71 T

arg min Z Ks(xéjfl,xffl) l’“*l - Z cm(xffl)m

cm ER,m=0,...,r =0

ngfl
m=0

and we define Ry_1(z) = 25;_,(x). Consequently, by Egs. (1) and (2) we have
that:

{ (Pe_1f* D21 = De(Ri—1 f*")aj1 = (Dr(25;_1))2j—1 = 25,1 (5;_1),
(PE_ " N2y = f7 71

Remark 1. We consider as 2§j_1 the polynomial used to calculate the approxi-
mation to fgkj_l. Notice that we need a different polynomial for each estimation.
It is proved in [11] that the prediction operator is independent of the level k and
of the point j. In Sect. 3.1 more details are explained.

Remark 2. If r + 1 = 2|s] (where |-| is the function that rounds a number to
the nearest integer less than or equal to it) then the obtained method is the
method based on piecewise polynomial interpolation, Eq. (3), independently of
the weight and the loss functions that have been chosen.

3.1 Optimization Problem and Non-linearity of the Operator

The choice of the loss function is crucial for the applications. The distance
between the real values and the approximation is calculated with this opera-
tor. It is easy to prove that if we choose the £2-norm, then the resulting problem
is the classical least-square minimization. In this section, we explain the method
using ¢'-norm minimization.

By using weight functions such that w(u) = 0, |u| > 1, we have that

Ks(mgjfl,x?;ll) £01if —[s| <1< [s] -1,
and our problem can be rewritten as:

ls]-1
2§j_1(x§j_1) = argmin Z Ks(xgj_l,z;?;ll)

k—1 k—1\m
4l Z ) ‘
m=0
(8)
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For fixed r, j and s, problem (8) can be written as follows:

Let ff‘l = f__fsJ,..., j',:LISJ_l)T, the 2[s| x (r + 1) matrix
Lo, (@)
7Ll 7Ll

-1 - T
1 L5 sy (fjﬂsjﬂ)

X = ; (9)
k-1 ket r
1 T =1 (xj+LsJ71)
and the matrix 2|s] x 2|s]|
k k—1
F2j-17%5— s
z’;._lfz}?:i H—l) 0
0 w5
W, = ( (25.—1)hk | . . (10)
. zg —.zk71
J—1 i+ |s]—1
0 0 ...w(i(%ii)ﬁk )

Then, our problem is to calculate

c’gj,l = argmin ||W2]€j71(X(co,...,cT)T—ﬂk71)|\1. (11)
(corrmer)ERTH1
Therefore, we have that 25, ,(z%; ;) = Aq(z§;_,)Tc5; |, where A,(z) =
(1,,...,2") and consequently

(Pr_yf* 1 )2j1 = ;g Ar(ah; )7,
(P fE Yoy = 170
In order to solve the ¢*-norm approximation problem, Eq. (11), different
methods can be used (see [14]). In this paper, we reformulate it as a linear
program in a convex optimization context (see more details in [13]):

minimize (1,..., )Tt

. 12
st —t W3 (X(co,..he0)" — fJ’? hy <t (12)

where =< is the componentwise inequality between two vectors.

In the numerical experiments (Sect. 5), we obtain the solutions using a Matlab
[27] package, called cvx, designed by M. Grant et al. in [21,22].

A measure of the prediction operator’s accuracy is the order. It is defined in
the following section.

3.2 Order of the Scheme Using ¢!-LPR

Definition 1. Let be p(x) € IIT(R) an arbitrary polynomial of degree less than
or equal to r. Then, the order of the prediction operator is r if

Pl]j—l(Dk—lp) = Dyp, (13)

i.e., the prediction operator is exact for polynomials of degree less than or equal
tor.
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In [11] is proved that the order of the scheme for LPR MR using least squares
is equal to the order of the polynomial taken to approximate the real values.
Analogously, in this case with L(z,y) = |z — y|, we have the same consequence.
Therefore, we prove the following theorem.

Theorem 1. The order of the MR scheme using LPR of degree r is, indepen-
dently of the weight and the loss functions chosen, r.

The proof is a direct consequence of the Eq. (7). If the discrete signal f* is the
discretization of a polynomial of degree r then the polynomial that minimizes
the functional is exactly the same. Also, the distance between the approximation
and real values is 0.

4 Error Control Strategy and Data Compression

In applications as data compression, the details, {d’C }] 1k =1,...,L are
reduced by means of truncating or quantizing to keep a lower number of values.
Thus, if we denote as dk |dk\€ being

Kl Jif |d¥| > e

d5le = { 0, if \d£| <eE. (14)

with 7 =0,...,Jg, k=0,...,L and ¢ the introduced threshold parameter, then

the error between the approximation and the real values has to be controlled,
ie.

"= fHlly < Ce p=12,00 (15)

where fL is the signal obtained after applying the Algorithm 2 and after trun-
cating the details, and C is a constant.

In order to satisfy this error, the linearity of the operator is an essential
ingredient (see, e.g., [7,9,12]). In our case, a non-linear prediction operator is
designed using ¢'-norm minimization. Therefore, a modification of the encoding
procedure is necessary to ensure stability. We use the strategy showed in [1,7,10]
based on a change of the algorithm. The algorithmic description of the modified
encoding is as follows:

Algorithm 3

for k=L:1
=0k i=1: 0k

end

Set fO I

for k=1:L

fo =1y (16)
for j=1:J;1
Wi f2kj71 (Pk 1fk 1)2J 1, d \dk|s
kajfl = (Pllgflfk 1)2]—1 +dj7 f2] f]k !
end

end
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With this modification it is not difficult to prove the following proposition.

Proposition 1. [Arandiga and Donat [7]] Given a discrete sequence fL and a
tolerance ¢, if the truncation parameters €j in the modified encoding algorithm
(Alg. 8) are chosen so that
Er =€
then the sequence fL = M‘l{fo,dl,...,ciL}, with M~ defined in Eq. (16),
satisfies R
15 =l <& p=1,2,00, (17)

5 Numerical Experiments

We apply the new method to compress signals. The MR, schemes in the point-
value framework using reconstruction operators obtained from Lagrange poly-
nomial interpolatory techniques are considered. Also, we compare our algorithm
with the non-linear method designed by Amat et al. (see [2]) and with the scheme
using ¢2-norm presented in [11]. Each MR scheme is identified by an acronym.
The equivalences are as follows:

PV: Point-value using interpolation techniques with four centered points, Eq.
(3), s = 2. The predictor operator is:

(PE_1 " 1)2y = ff_l,
_ 9 _ _ 1
(PEAP s = U8 1150 = U+ 21500

PPH: This scheme introduced by Amat et al. [2] is a nonlinear stable algorithm
which consists in modifying the PV scheme:

(Pr_1 " 12y = ff_la

(Phoal™ asa = (7 50 — oph(@rE i)

where de’c 1 - j+1 — 2fk 4 fk and pph is the function

([ (sign(z) + sign(y)\ 2|z||y] .
pph(z,y) = ( 5 ot ol Va,y € R\ {0};

pph(x,0) =0,Vx € R;  pph(0,y) =0,Vy € R.

kern? ;: LPR MR method, where kern is a weight function showed in Table 1;
p is the loss function used, p = 1,2; the degree of polynomial is r and the
parameter s is the bandwidth of the LPR, i.e., the number of points used to
construct the approximate polynomial.
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Fig. 1. Functions: (a) f1, (b) f2

Table 2. TV of the original function, f1, and TV of the reconstructions using different
weight functions and £* loss functions, with p = 1,2

Method S PV PPH trial ; - epanzl’,&5 tcub] 5 - trwt] ;s
p=1 9.360 15.288 9.360 9.360
p=2 9.433 10.157 9.350 13.818 15.428 13.648 12.014

We use different functions to analyze the discrete data. It consists of the
point-values of the functions: f; (Harten function, see [9,10]) and f2 on the
finest grid (see Fig. 1).

—wsin(3a?), -l<z< -3,
fi(z) = 6(x — zg65) + < |sin(27z)], |lz| < 1,

2z — 1 —sin(37z)/6, + <z < 1.

Fol) = sin(2rx), 0<x<1/3,
2\ = —sin(27x), 1/3 < x < 1;

Firstly, we perform some experiments to check that the use of the ¢!-norm
reduces considerably the Gibbs phenomenon at the discontinuities. We take Jy =
256 and Jr = 1024, i.e., L = 3 and we define a measure of oscillations, called
Total Variation (TV) of a function as:

Jr

TV =D 1 = £l (18)

=1

We compare the reconstructions obtained using different methods with the TV
of the original function fixing the bandwidth for all the cases, r =1, s = 3.5
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Fig. 2. Reconstructions obtained using different MR schemes: (a) PV, (b) PPH,
(c) tcub}’gf, and (d) tcubigf)

without keeping any details. In Table2, we can see that when ¢'-norm is used
then the oscillations are reduced independently of the weight function chosen.
The same rate than in the PPH case is obtained. However, when p = 2, the TV
ratio is higher because of Gibbs phenomenon as we can observe in Fig. 2.

Afterwards, we present some tests to compress the discrete functions. We use
the error control algorithm (Sect. 4) for each method.

In order to reduce the signals, the details are truncated following the strategy
presented in the last section, i.e., ch = |d§|6 with 5 = 0,...,J; and ¢ the
constant introduced in Eq. (14). We measure the error in the ¢F discrete norm
with p = 1,2, 00 defined by:

1 2 1 R .
B A Bam [ S B B
J J
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Fig. 4. Errors vs the number of details NNz using MR schemes to compress the function
fi with PV (dashed line) and kernf 5 5 with p =1 (solid line) and p = 2 (dotted line):
(a) Ex, (b) B2 (c) Ee
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Table 3. Function fi. Errors and number of details obtained with various compression
schemes.

Ey E, Ew NNZ 7

PV  441-10°1.11-10 24.98-10 % 60 0.940

PPH 1.35-10724.56-10724.99-10" 22 0.978
triaj s 1.34-1077 1.74- 1077 4.32- 10~ 21 0.979
epan; ;5 1491072 1.92- 107> 4.90 - 107> 58 0.942
toub) 35 1.33-1072 1.73- 1072 4.32- 1072 21 0.979
trwtigs 1.07-107% 1.44- 1072 4.97-1072 22 0.978
triajss 9.29-107° 1.29-1077 4.97-10"° 96 0.905
epan; 4 5 9.68 107 1.33-1072 4.70- 107> 99 0.902
tcub? 55 1.09-107% 1.39- 1072 4.94- 1072 73 0.928
trwt] 55 9.87-107° 1.26- 1072 3.97- 1072 70 0.931

Fig. 5. Errors vs the number of details NNz using MR schemes to compress the function
fi with PV (dashed line) and trwti 35 (solid line) and PPH (dotdashed line)

Table 4. Function f;. Errors and number of details obtained with various compression
schemes.

Fq Es> Fe NNZ 7.
PV  441-10 °1.11-10 74.98-10 % 60 0.940
PPH 1.35-10724.56-10724.99-10"! 22 0.978
trwthgs 1.13-10 2 1.54-10 2 4.89- 10 37 0.963
trwtigs 1.07-107% 1.44- 1072 4.97- 1072 22 0.978
trwty s 5 3.51-107° 8.05- 1072 5.00- 1072 55 0.945
trwtdgs 4.41-107° 1.11-1072 4.98-1072 60 0.940
trwtsgs 5.11-107° 7.82-107% 3.20- 1072 61 0.939
trwth s 5.25-107° 8.00- 1072 3.15- 1072 61 0.939

The number of details different to zero, NNz, is displayed. Also, to measure
the compression capabilities of each scheme, the following factor is defined:
_Jp—Jo — | D]

c 19
r JL _ JO ( )
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Table 5. Function f2. Errors and number of details obtained with various compression
schemes.

E FEs F NNZ 7.

PV 250-10 °4.02-10 °>9.99-10 ° 461 0.543

PPH 265-10724.10-107%9.97- 1072 425 0.578
triai g5 2.91-10 ° 4.35-10 2 9.97-10 ° 385 0.618
epan; ;- 2.89-107% 4.34-107° 9.98 - 107" 384 0.619
teub] 35 2.93-107° 4.37- 1072 9.97 - 107* 378 0.625
trwti g s 2.81-107% 4.27-107% 9.97- 1072 398 0.605
triaj s 2.81-107° 4.22-107° 9.98 - 10~° 384 0.619
epan; 4 2.75-107% 4.16 - 107 9.99 - 10~° 387 0.616
teub? 55 2.76 - 107% 4.20- 1072 9.99 - 10~* 387 0.616
trwt? 55 2.76 - 107° 4.18 - 1072 9.99 - 10~* 393 0.610

where D, = {(j,k) : |ci§| = |df]c > 0}. If [Dc| = 0 then the compression is
maximum and 7. = 1. When r, = 0 then the algorithm does not produce any
compression.

We set the number of points used to approximate the curve and analyze three
aspects: the degree of the polynomial, the weight function (Table 1, [26], we only
use the most representative one) and the chosen loss function, p = 1, 2.

In the next experiment, we take Jy = 64 and J;, = 1024, thus L = 4. We
compare the errors obtained using different weight function using four points
(similar to PV), i.e., s = 2.5 and the number of details NNz stored for each MR
scheme. The degree chosen for this example is r = 1. In this case, Fig. 3, we
can observe that the results obtained are similar when tria and epan kernel
functions and tcub and trwt are used. It is interesting to remark that, when
p = 1, the errors obtained with our method versus the NNz are smaller than
those obtained with every LPR methods.

In the following experiments, we take Jy = 16 and J;, = 1024, thus L = 6.
In order to analyze the advantages of increasing the number of point without
increasing the degree of polynomial used, we fix the bandwidth s = 3.5. In
Table 3, we can see that when we use the LPR MR with ¢'-norm we reduce the
number of values different to zero. Indeed, better results are obtained when tria,
tcub and trwt are used, being the latter the one that produces a most accurate
prediction operator (see Fig.4). It is significant that PPH considerably reduces
the non-zero elements obtaining similar results as LPR methods with ¢'-norm.
However, the value of Ej is reduced with trwt] ;5 (1.44-1072) in comparison
with PPH (4.56 - 1072). It is displayed in Fig.5. When ¢?-norm is introduced,
the LPR algorithms do not improve the results of the linear methods, as we can
see in Fig. 4.

In Table4, we show the results when the degree of polynomial change, r =
1,...,5. When the degree is 3 or bigger than 3, the results are similar to using
the linear method. It is quite interesting that when a constant (r = 0) is used
to approximate, the results are better than using PV method.
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In the last experiment, with the function fs (Table5), in order to make a more
realistic example, we suppose our measuring is not correctly produced. Therefore,
we introduce a Gaussian noise with standard deviation ¢ = 1072 in each value
of fo. Taking into account that the signal is quite difficult to compress, with
LPR MR we obtain a more accurate prediction operator. Therefore, the number
of non-zero elements decreases considerably preserving F, with p =1,2,00. In
this case, the PPH method slightly improves the results obtained using the PV
method.

In conclusion, the predictor operator using as loss function the ¢!-norm
improves the results in comparison with the use of other methods, obtaining
a high compression rate. However, we have to calculate the approximation in
each point. Therefore the runtime increases.

6 Conclusions and Future Research

In this work, we extend the method developed by Arandiga et al. in [11] based on
Harten’s framework [24] replacing the minimization of the ¢*- norm by a robust
norm ¢!. The linearity of the method is lost, therefore, the stability has been
ensured by the modification of the direct algorithm. The order of the method has
been calculated and it has been used to compress signals with some conclusions:

i. The method obtains a high compression rate in signals with slight noise that
are difficult to compress.
ii. The prediction operator adapts point to point.
iii. A bigger number of points can be used to approximate the real value without
enlarging the order of the polynomial used.
iv. The weight function is an essential variable in these examples.

Several possibilities can be studied as the stability (without using error con-
trol), the use of the different weight functions depending on the signal or the set
of functions to approximate the curve. Also, this method can be used in image
processing as compression or denoising.
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