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Abstract. Reliability has become an issue to the Tianhe supercomputer series
with the scaling of the system. Proactive fault-tolerance based on failure pre-
diction turns into an effective way to improve the system’s fault tolerance
ability. Data collection is the basis of the failure prediction which has a great
impact on the prediction accuracy, while current data collection methods for
failure prediction only got limited data with large overhead. This paper presents
DDC data collection framework for failure prediction in Tianhe supercomputers.
DDC adopts a distributed data collection architecture which can fully collect the
data related to the compute nodes’ health with high efficiency. Through
the testing for DDC which ran on TH-1A, the results indicated that DDC had the
advantage of low cost and good scalability.
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1 Introduction

Reliability wall has been one of the main obstacles to the roadmap of supercomputers
toward Exascale [1]. Supercomputers typically have hundreds of thousands of com-
ponents, for example, Tianhe-2 supercomputer has 16,000 compute nodes, meaning a
total of 3.12 million compute cores. With the amount of components increasing
quickly, the MTBF (Mean Time Between Failure) of the system decreases from days to
hours [2]. Therefore, for long-running parallel applications it becomes difficult or
impossible to complete without confronting failures on supercomputers. MPI (Message
Passing Interface) which is the main parallel pattern of scientific applications uses
message passing mechanism which could cause the entire application failure as long as
one process failing, and this is becoming a major performance impediment for su-
percomputers due to the work loss.

Checkpoint/Restart(CPR), a typical passive fault-tolerance technology, is currently
the most common fault-tolerance method which periodically stores all the compute
nodes status and recovers from the failure through the rollback approach after the
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failure’s occurrence [3, 4]. However, owing to the shorter MTBF and mismatched I/O
performance compared to the larger scale of supercomputer computing systems, the
significant performance loss of CPR is non-trivial, and this may cause new perfor-
mance problem with larger systems toward exscale computing.

Proactive fault-tolerance technology which can predict the system failure using
prediction model and take protection measures with low overheads in advance is now
becoming a new research hotspot. Prediction model is the key of the proactive
fault-tolerance technology, meanwhile the prediction accuracy determines the avail-
ability of the whole proactive fault-tolerance system. The prediction model based on
data driven is suitable for large-scale systems and has good accuracy. So the funda-
mental problem is to obtain the system status data related to failure which are used for
the prediction model.

To deal with the problem which MTBF decreasing rapidly in Tianhe supercom-
puters, we are trying to establish a proactive fault-tolerance system in which data
collection for failure prediction is an important part. This paper presents a Distributed
Data Collection Framework (DDC) to solve the data collection problems in large-scale
systems. The paper is structured as follows. Related work is provided in Sect. 2.
Section 3 presents the multiple data sources combined prediction model and the DDC
design in Tianhe-1A. Section 4 gives the evaluation of DDC and Sect. 5 draws the
conclusions and outlines our future work.

2 Related Work

Currently the data which the failure prediction model uses fall into two types: one is the
RAS-based (Reliability, Availability, and Serviceability) log data which the super-
computer monitor system provides; the other is the compute node hardware status data
and running status data.

RAS log data collected by the monitor system are the records of the RAS related
events that occur across the machine. These data include hard errors, soft errors,
software problems and machine checks. The researchers of Rutgers University and
IBM company [5-7], Lan research team [8—10], Oliner research team [11-13] and
some other researchers [14—17] built failure prediction model based on RAS log data.
RAS data which record the system hardware and software events have two flaws:
firstly, RAS data are incomplete due to the event logging mechanism which cannot
record the full-time status variation of the hardware and software, and this may lead to
false negatives. Secondly, owning to the complexity of the system, the definitions of
log events cannot be completely accurate which are easy to produce false positives.
Based on the above reasons, the accuracy of the failure prediction model based on RAS
data is limited due to the characteristics of the RAS data themselves.

The compute node hardware status data include hardware temperature, voltage, fan
and power related status data. Scott [18], Nagarajan [19] and Rajachandrasekar [20] did
the research on the failure prediction model using the hardware status data through
IPMI (Intelligent Platform Management Interface). The compute node running status
data typically refer to the CPU, memory, network and I/O-related status data, such as
CPU load, memory usage, network statistics, /O bandwidth and so on. Since most
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compute nodes of supercomputer are isomorphic on which running are the similar
scientific applications, so the data obtained from the compute node operating system
may reflect the health status of the nodes. Sahoo [11] proposed failure prediction model
using data sets consisted of log records and the compute node running status data. The
research of failure prediction model using the compute node running status data is not
so much due to the difficulties on data collection. Existing cluster monitor tools like
PARMON [21], Ganglia [22] and Ovis-2 [23] have the function of data collection
which cannot meet the actual needs owing to the small number of data attributes,
nontrivial collection overheads.

From the present research it is easy to find that the data used for failure prediction
for supercomputers have the following characteristics which are the motivations for the
DDC development.

e One-sidedness: The existing data collection methods are mostly committed to
collect the data of a particular aspect of the system which cannot accurately reflect
the overall status of the target system.

e Discreteness: Data used now for failure prediction are discrete and bursty, which
cannot fully record the status of the computing system and significantly affect the
prediction accuracy.

e High Overhead: The overheads of data collection mainly consist of three parts, CPU
overhead, network overhead and storage overhead. CPU overhead can be ignored
due to the little CPU overhead itself versus to more powerful CPU performance. But
with the increasing scale of the supercomputer, network overhead and storage
overhead are the true blocks to the data collection.

3 The DDC Design

3.1 Tianhe Supercomputer Series

DDC was designed for Tianhe supercomputer series which were developed by National
University of Defense Technology. This series of supercomputers including Tianhe-1,
Tianhe-1A and Tianhe-2, are typical MPP (Massive Parallel Processing) systems which
have the same features as follows.

e Using accelerator/co-processor technology. Tianhe-2 is using Intel Xeon Phi pro-
cessors to speed up computation while Tianhe-1A, upgraded from Tianhe-1, is
using NVIDIA GPUs to accelerate computation.

e Proprietary high-speed interconnection network. Tianhe supercomputer series adopt
high-radix Network Routing Chips (NRC) and high-speed Network Interface Chips
(NIC) to implement proprietary network protocol based on fat-tree topology.

e Parallel file system based on Lustre. Tianhe-1A uses the Lustre file system as the
parallel file system while Tianhe-2 adopts H2IO(Hybrid and Hierarchy I/O stack)
based on Lustre and I/O nodes.

e Monitor system based on dedicated Ethernet.
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DDC applies to all Tianhe supercomputers which have the similar architecture. This
paper describes DDC in Tianhe-1A supercomputer which can also run in Tianhe-2 by
parameter configurations. Figure 1 shows the Tianhe-1A architecture in detail. There
are 140 cabinets in Tianhe-1A, including 112 compute cabinets, 8 service cabinets, 6
communication cabinets, and 14 I/O cabinets. Each compute cabinet contains 4 com-
pute frames and each frame contains 16 compute nodes.
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Fig. 1. Tianhe-1A architecture

3.2 Multiple Data Sources Combined Prediction Model

The failure prediction model which is the key of the whole proactive fault-tolerance
system has obstacles in acquiring the valid data related to the health status of the
compute nodes, and this can be solved by the DDC framework.

Based on the architecture of the Tianhe supercomputer series, this paper presents
the multiple data sources combined prediction model as the Fig. 2 shows. This pre-
diction model has two tiers. The first tier includes two different real-time prediction
models which provide real-time failure prediction respectively. The second tier pro-
vides the intelligent prediction model based on the results from the first tier in order to
give the optimal prediction results. All these models are based on the data collected
from the system as the figure denotes. This paper focuses on the data collection method
for failure prediction, the prediction models will be detailed in another paper.

3.3 An Overview of the DDC Design

Data collection which is the foundation of the entire procedure of failure prediction has
two functions: The first is to provide data set for the training of prediction model, where
the training data set includes not only the initial training set in the establishment phase
of prediction model but also the incremental data set in the upgrade phase of prediction
model. The second is to provide real-time data to prediction model for real-time failure
prediction.
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Fig. 2. Multiple data sources combined prediction model. DDC provides the data for the failure
prediction model

Figure 3 presents an overview of the design of DDC framework. The DDC
framework consists of collector manager, ES collector (collecting hardware status data
for compute node), RS collector (collecting running status data for compute node) and
FS collector (collecting failure state record for compute node).

DDC ES collector: collecting hardware
status data for compute node

Collector RS collector: collecting running
Manager status data for compute node

FS collector: collecting failure

Configuration
state record for compute node

Fig. 3. An overview of DDC framework. Besides configuration files DDC incorporates four
units, collector manager, ES collector, RS collector and FS collector

Collector Manager. Collector manager is used to control the operation of the entire
data collection system whose main functions are as follows:

e Basic control and configuration. Collector manager is used to start or end the data
collection, and configure operating parameters, such as data collection character-
istics, collection time interval, data store path and so on.

e Monitoring the operating state of each data collection module. Collector manager
periodically checks the logs of each data collection module to handle exception and
keep the modules running normally.

ES Collector. ES collector is used to collect and record the hardware status data for
compute node. These data mainly denote hardware status related to compute node
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which reflect the real-time physical status of the hardware components such as tem-
perature, voltage, current, fan speed and so on.

There is a dedicated Ethernet in the monitor system of Tianhe-1A which used for
system control and maintenance, whose central hardware is SMC (System Management
Controller). Each compute cabinet of Tianhe-1A is comprised of 4 frames, and each
frame which includes 16 compute nodes is equipped with one SMC as shown in Fig. 1.
SMC is not only responsible for internal monitoring of a frame but also provide
external access interface by using a fixed IP address.

ES collector is designed to collect the compute node hardware status data through
SMC in parallel using multiple threads based on dedicated Ethernet. As the Fig. 4
shows, ES collector has the following characteristics: firstly, it is efficient to collect all
the 16 compute nodes data through once access to the corresponding SMC using
client-server method. Secondly, the programming methods of TCP/IP socket and
multi-thread optimize the access efficiency, reduce the access overhead and avoid
making the manager node become a bottleneck. Thirdly, this method is fast and almost
no overhead to the applications running on the compute nodes due to using dedicated
Ethernet.

m Server
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anager
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m Server
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—» Collector Thread |—»

Fig. 4. ES collector collects the hardware status data for compute node using multiple threads
based on dedicated Ethernet

RS Collector. RS collector is designed to collect and record the compute node running
status data which is related to the system activity commonly referred to as SAR
(System Activity Report) data. SAR data are the status data and statistical data of all
parts of the system typically including CPU, memory, network, I/O and so on. Com-
monly compute nodes of supercomputer have the same configuration, therefore the
SAR data can effectively reflect the system running status of compute nodes in real
time.

With the increasing scale of the supercomputer, it means more overhead to collect
much data from more compute nodes through critical path like interconnection and
shared storage. Large scales of frequent data transmission and storage operations not
only consume the system performance, but also affect the system stability.

To solve this problem, RS collector adopts a distributed data collection architecture
which can greatly reduce the amount of data needed to be transmitted and stored. The
main considerations are as follows:
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e Every compute node has a data collection process which is responsible for data
collection, transmission and store.

e All of the compute nodes are divided into groups wherein the nodes probe each
other and collect data in the way like a one-way circular linked list. In any group
each node not only collects and stores its own data but also sends the data to the
next node in the linked list. In other words each node backups the t, time length
data of the previous node and the node itself in the linked list.

e The data set consists of two parts: When a node fails, the next node in the linked list
will transmit the backup data to the shared storage as the failure node status data.
The normal node status data are stored from the selected normal node according to
the configuration which is only a small part of all the normal status data.

e The prediction model based on the compute node running status data is sent to each
compute node to perform real-time failure prediction respectively.

Figure 5 shows the distributed architecture of the RS collector with the details
related to data collection method, data transmission and storing method. The dashed
lines represent the logical relationship of data transmission among the nodes, while the
solid line arrows are the actual physical data transmission path.
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Fig. 5. RS collector collects the compute node running status data using distributed architecture

Data Collection. RS collector gets the running status data effectively through ana-
lyzing the/proc file system which is a virtual file system and part of the linux kernel./
proc provides a dynamic interface which can view the running information of the
operating system, such as process information, CPU information and so on. In order to
improve the efficiency of data collection and analysis, RS collector reads the/proc
related files in parallel and then integrates the data to a complete record. The data
collection interval of this way can be reduced to milliseconds with little overhead.

By analyzing the files or folders in the /proc of Tianhe-1A compute node such as
cpuinfo, slabinfo, uptime, net/, sys/, scsi/ and so on, the selected 136 data attributes
which are closely related to the node running status are collected.

Data Storing and Transmission. That is still a small probability event for the compute
node failure, so most of the data collected from the compute node are normal status
data which don’t need to transmit and store. For failure prediction model, a balanced
training set consists of approximately equal numbers of normal and failure status
records.
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RS collector uses a loop-based data storing and transmission method like one-way
circular linked list. This method can greatly reduce the network and I/O overhead since
it only transmits and stores the running status data of the failed compute node and little
data of normal compute node.

RS collector manager is used to configure and monitor the status of the running
status data collection including node grouping, joining, leaving and so on.

The compute nodes are divided into several groups wherein nodes are from dif-
ferent cabinets to avoid the same failure event like power outage and so on. Nodes in
the same group form a logical loop structure like one-way circular linked list through
sorting the nodes by id numbers. Let us use ;4 to denote the id number of each node,
and i, 1s the first node of the system. Suppose a is the grouping coefficient, so the
Ngroup (node grouping number) can be divided using the following formula:

NGrowp = (Tia — Tinitiar) o0t (1)

There are a total of 7168 compute nodes in Tianhe-1A supercomputer with initial
node id 0. Suppose that the grouping coefficient is 64, so the whole system is divided
into 64 groups and each group has 112 nodes when all the nodes are on line. In
Tianhe-1A each cabinet contains 4 frames with total 64 compute nodes, so the nodes in
each group are not in the same cabinet when the grouping coefficient is 64.

As shown in Fig. 6, the node collects the running status data and stores it in
duplicate for one copy locally in memory and another copy to the next node in the
loop. When a node fails or shuts down, the FS collector records the event and notifies
RS collector. RS collector performs deleting operation to notify the related previous
and next node to complete the node deleting operation and failure status data saving
operation. Figure 7 shows the procedure of a node receiving the data of the previous
node. If receiving data from previous node within the timeout limit, the node stores the
data in memory and waits for the next data transmission. If the data reception exceeds
the timeout limit, the node will probe the previous node by sending a message. The
abnormal signal will be sent to the FS collector or not according to the ACK reply. The
state of the abnormal node will be judged by the FS collector. If the node failure is
confirmed, the delete operation will be trigged. When a new node is added, RS col-
lector will perform inserting operation to update the relevant group list and insert the
node to the data collection loop.

FS Collector. FS collector is used to collect and record the failure state data of
compute node through integrating three kinds of data including RS collector alarm
data, SLURM (Simple Linux Utility for Resource Management) data and maintenance
staffs records.

RS collector alarm data denote to the abnormal signals which have been mentioned
in the last section. When one node probe the previous node without the ACK reply, the
node will issue the abnormal signal related to the previous node to the RS collector
manager. And this record will also be sent to FS collector.

SLURM is an open-source resource manager designed for Linux clusters which
provides a framework for starting, executing and monitoring work on a set of allocated
nodes. SLURM also records the node state variations including ALLOCATED,
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DOWN, IDLE and so on. There is a problem that the node state which SLURM
recorded is not timely or completely accurate.

The staffs who maintain the machine record the compute node state accurately but
not timely. Based on the above, FS collector integrates the three methods to determine
the node state as the Table 1 shows.
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Table 1. Node state determination method of FS collector

RS SLURM Maintenance FS collector
collector staffs
Alarm Normal No Normal, if SLURM state of the node turned to
abnormal then change the node state to failure
Alarm Abnormal No Failure
Normal Abnormal No Normal, if the RS collector state of the node
turned to abnormal then change the node state to
failure
Any Any Abnormal Failure
Remark Abnormal states in SLURM includes DOWN(*) and ERROR(*), while others are
normal states.

4 Evaluation

This section focuses on the evaluations of DDC data collection framework. The
Tianhe-1A supercomputer which the DDC runs on is detailed in Table 2.

Table 2. Specifications of Tianhe-1A

Item Configuration

CPU Xeon X5670 6C 2.93 GHz

Compute nodes 7168

amount

Memory 229,376 GB

Interconnect Proprietary(optic-electronic hybrid fat-tree structure, point to point
bandwidth 160 Gbps)

Storage Lustre(Lustre*4, total capacity 4 PB)

Operating system
SMC amount
Data collection
interval

Kylin Linux
448
10°s

4.1 Hardware Status Data

Tables 3 and 4 show the data of ES collector collected from the sensors on the
components of Tianhe-1A supercomputer including fans, communication board of
frame (NRM), communication board of compute node (PDP), power supply, compute
node mainboard and so on.
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Table 3. Data collection from a single compute node

Attributes name Type Value | Unit
12V Voltage 1198 | V
Vbat Voltage 328 | V
ICH-1.5 V Voltage 1.52 | V
IOH-1.1 V Voltage 1.13 | V
5V Voltage 510 | V
5Vsb Voltage 508 | V
33V Voltage 333 | V
3.3Vsb Voltage 330 | V
CPUO core Voltage 090 | V
CPUO DR3-1.5 V Voltage 1.54 | V
CPUO Temp Temperature | 29.00 | C
CPU1 core Voltage 095 | V
CPU1 DDR3-1.5 V| Voltage 155 | V
CPU1 Temp Temperature | 27.00 | C
Thrm Temperature | 28.00 | C
PDP-3.3 V Voltage 33 |V
PDP-2.5 V Voltage 25 |V
PDP-1.8 V Voltage 1.8 \Y%
PDP-1.5V Voltage 1.5 v
PDP-1.2 V Voltage 12 | V
PDP-Temperature | Temperature | 40 C

4.2 Compute Node Running Status Data

The selected 136 data attributes collected by RS collector are divided into the following
four parts: CPU related, Memory related, Network related and I/O related showed in
Table 5.

4.3 ES Collector Overhead

ES collector collects and stores the hardware status data using dedicated Ethernet rather
than Tianhe-1A high-speed interconnection network, so there is no overhead to the
applications running on the compute nodes. Therefore, we tested the ES collector’s
performance overhead to the manager node by running the ps and vmstat command
repeatedly and averaging the results. Table 6 shows the overhead of the manager node
when ES collector collected data from 448 SMC servers (all of the Tianhe-1A SMCs).
Figure 8 shows the overhead variation of ES collector with the different system scale
for data collection. It is easy to find that the ES collector has little impact to the
manager node and good scalability.
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Component | Attributes name | Type Value | Unit

Fan Fan0O ~ Fan25 | Fan 5763 |RPM

Remark In one frame 3 fan groups and 6 fans in each
group

NRM 12V Voltage 1194 |V
33V Voltage 333 |V
STB3.3 V Voltage 333 |V
Temp Temperature | 20.00 |C

Remark One NRM in each frame used for
interconnection

Power Supply | Temp Temperature | 48.00 |C
Fanl Fan 1950 |RPM
Fan2 Fan 2100 |RPM
Input voltage Voltage 222.00 |V
Input current Current 259 |A
Output voltage | Voltage 1197 |V
Output current | Current 40.00 |A

29

Remark Four power supplys in each frame

SMC 1.8V Voltage 1.85 |C
STB3.3 V Voltage 332 |V
5V Voltage 501 |V
12V Voltage 12.06 |V
Board Temp Temperature | 20.00 |C
Inlet Temp Temperature | 20.38 |C
Outlet]l Temp | Temperature |33.13 |C
Outlet2 Temp | Temperature |21.94 |C

Remark One SMC in each frame

4.4 RS Collector Overhead

Table 7 presents the data collection overhead of RS collector on each node which is the
average results by running ps command several times. When the data collection process
collected or transmitted data, the average CPU utility rate was less than 0.6 %. The
process did not take up CPU resources in the collection interval, so the average CPU
utility rate was 0.06 % for each collection circulation. Data collection process of RS
collector used 9.0 MB virtual memory, 1.1 MB physical memory and less than 1 ms to
transmit the data to the next node. So the average bandwidth taken up by data trans-
mission in 10 s is approximately 0.14 KB/s.

The data volume of each data collection for compute node running status data is
about 700B. According to 10 s collection interval and the operation of deleting more
than 3 h data every hour (t, = 3 h, t; = 1 h), the maximum amount of stored data is
approximately 2 MB (1 MB for node itself, while 1 MB for backing up the previous
node). All these overheads were at a low level.
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Table 5. The compute node running status

Item Attribute category Amount
CPU CPU utilization 12
related Task creation and system switching activity 2
Interrupt statistics 1
Queue length and load averages 6
Memory Paging statistics 9
related Memory statistics 13
Network network statistics (devices, EDEV, SOCK, IP, EIP, ICMP, 78
related EICMP, TCP, ETCP, UDP)
I/O related I/O and transfer rate statistics 5
Status of inode 4
Lustre statistics 6
Table 6. ES collector overhead of the manager node
CPU(%) | PhyMem(MB) | VirMem(MB) | I/O(MB/s)
0.4 5.8 67.5 3.8
Table 7. RS collector overhead of the compute node
CPU(%) PhMem | VirMem |Data Bandwidth | Memory usage
(MB) (MB) transmission (KB/s) for data storage
time(s) (MB)
Collecting < 0.6 |1.1 9.0 <0.001 0.14 2
Collection
interval = 0
10 —————— T 16 ————————————T——— 16
124 =412
06 4 104 410
O 044 ./l 1 £6 162
-/ 4 A/// 44
0.2 -/ E ././
24 42
00 —— T 0 77— 0
50 100 150 200 250 300 350 400 450 50 100 150 200 250 300 350 400 450
SMC SMC

Fig. 8. Scalability test of ES collector
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5 Conclusions and Future Work

This paper presents DDC data collection framework for failure prediction in Tianhe
supercomputers. DDC adopts a distributed data collection architecture which can fully
collect the data related to the compute nodes’ health with little overhead. Through the
testing for DDC which ran on TH-1A, the results indicated that DDC had the advantage
of low cost and good scalability.

In the future, we will focus on the work related to data preprocessing and failure
prediction model optimization. We will run the entire proactive fault-tolerance system
firstly in Tianhe-1A.
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