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Abstract. This paper describes a parallel version of the PC algorithm
for learning the structure of a Bayesian network from data. The PC
algorithm is a constraint-based algorithm consisting of five steps where
the first step is to perform a set of (conditional) independence tests
while the remaining four steps relate to identifying the structure of the
Bayesian network using the results of the (conditional) independence
tests. In this paper, we describe a new approach to parallelisation of the
(conditional) independence testing as experiments illustrate that this is
by far the most time consuming step. The proposed parallel PC algorithm
is evaluated on data sets generated at random from five different real-
world Bayesian networks. The results demonstrate that significant time
performance improvements are possible using the proposed algorithm.
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1 Introduction

A Bayesian network (BN) [9,11] is a powerful model for probabilistic inference.
It consists of two main parts: a graphical structure specifying a set of depen-
dence and independence relations between its variables and a set of conditional
probability distributions quantifying the strengths of the dependence relations.
The graphical nature of a Bayesian network makes it well-suited for represent-
ing complex problems, where the interactions between entities, represented as
variables, are described using conditional probability distributions (CPDs). Both
parts can be elicited from experts or learnt from data, or a combination. Here we
focus on learning the graphical structure from data using the PC algorithm [17]
exploiting parallel computations.

Large data sets both in terms of variables and cases may challenge the effi-
ciency of pure sequential algorithms for learning the structure of a Bayesian net-
work from data. Since the computational power of computers is ever increasing
and access to computers supporting parallel processing is improving, it is natural
to consider exploiting parallel computations to improve performance of learning
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algorithms. In [7] the authors describe a MapReduce-based method for learning
Bayesian networks from massive data using a search & score algorithm while [5]
describes a MapReduce-based method for machine learning on multicore comput-
ers. Also, [16] presents the R package bnlearn which provides implementations
of some structure learning algorithms including support for parallel computing.
[3] introduces a method for accelerating Bayesian network parameter learning
using Hadoop and MapReduce. Other relevant work on parallelisation of learn-
ing Bayesian network from data include [4,6,7,10,14]. In this paper, we describe
a parallel version of the PC algorithm for learning the structure of a Bayesian
network from large data sets on a shared memory computer using threads. The
proposed parallel PC algorithm is inspired by the work of [13] on vertical par-
allization of TAN learning using Balanced Incomplete Block (BIB) designs [18].
The results of an empirical evaluation shows a significant improvement in time
performance over a purely sequential implementation.

2 Preliminaries and Notation

2.1 Bayesian Networks

A BN N = (X , G,P) over the set of random variables X = {X1, . . . , Xn} consists
of an acyclic directed graph (DAG) G = (V,E) with vertices V and edges E and
a set of CPDs P = {P (X |pa(X)) : X ∈ X}, where pa(X) denotes the parents
of X in G. The BN N specifies a joint probability distribution over X

P (X ) =
n∏

i=1

P (Xi |pa(Xi)).

We use upper case letters, e.g., Xi and Y , to denote variables while sets of
variables are denoted using calligraphy letters, e.g., X and S. If the Bayesian
network contains continuous variables that are not discretized, then we assume
these to have a Conditional Linear Gaussian distribution.

We let D = (c1, . . . , cN ) denote a data set of N complete cases over vari-
ables X = {X1, . . . , Xn} and we let I(X,Y ;S) denote conditional independence
between X and Y given S. When learning the structure of a DAG G from data,
we use a test statistic to test the hypothesis I(X,Y ;S) using D.

2.2 PC Algorithm

The task of learning the structure of a Bayesian network from D amounts to
determining the structure G. The PC algorithm of [17] is basically:

1. Determine pairwise (conditional) independence I(X,Y ;S).
2. Identify skeleton of G.
3. Identify v-structures in G.
4. Identify derived directions in G.
5. Complete orientation of G making it a DAG.
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Step 1 is performed such that tests for marginal independence (i.e., S = ∅)
are performed first followed by conditional independence tests where the size of S
iterates over 1, 2, 3, . . . taking the adjacency of vertices into consideration. That
is, in the process of determining the set of conditional independence statements
I(X,Y ;S), the results produced earlier are exploited to reduce the number of
tests. This means, that we stop testing conditional independence of X and Y
once a subset S has been identified such that the independence hypothesis is
not rejected. When testing the conditional independence hypothesis I(X,Y ;S),
the conditioning set S is restricted, e.g., to contain only potential neighbours of
either X or Y , i.e., a variable Z is excluded from S, if the independence test
between X (or Y ) and Z was previously not rejected. This is referred to as the
PC∗ algorithm by [17], but we will refer to it as the PC algorithm.

Steps 2 to 5 use the results of Step 1 to determine the DAG G. We will
not consider Steps 2 to 5 further in this paper as experiments demonstrate that
the combined time cost of these steps is negligible compared to the time cost of
Step 1. The reader is referred to, e.g., [17] for more details.

2.3 Balanced Incomplete Block Designs

[13] describes how BIB designs can be applied to learn the structure of a TAN
model from data by parallelisation using processes on a distributed memory sys-
tem. Here, we will use BIB designs to control the process of testing for marginal
independence on a shared memory computer using threads.

This section provides the necessary background information on BIB designs
to follow the presentation of the method proposed. A design is defined as:

Definition 1. (Design [18]) A design is a pair (X, A) s.t. the following proper-
ties are satisfied:

1. X is a set of elements called points, and
2. A is a collection of nonempty subsets of X called blocks.

In this paper, we only consider cases where each block is a set (and not a mul-
tiset). A BIB design is defined as:

Definition 2. (BIB design [18]) Let v, k and λ be positive integers s.t. v >
k ≥ 2. A (v, k, λ)-BIB design is a design (X, A) s.t. the following properties are
satisfied:

1. |X| = v,
2. each block contains exactly k points, and
3. every pair of distinct points is contained in exactly λ blocks.

The number of blocks in a design is denoted by b and r denotes the replication
number, i.e., how often each point appears in a block. Property 3 in the definition
is the balance property that we need. We want to test each pair exactly once and
therefore require λ = 1. A BIB design is symmetric when the number of blocks
equals the number of points. This will not be the case in general.
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Example 1. Consider the (7, 3, 1)-BIB design. The blocks are (one out of a num-
ber of possibilities):

{123}, {145}, {167}, {246}, {257}, {347}, {356}, (1)

where {abc} is shorthand notation for {a, b, c}. This BIB design is symmetric.

There is no single method to construct all BIB designs. However, a difference
set can be used to generate some symmetric BIB designs.

Definition 3. (Difference Set [18]) Assume (G,+) is a finite group of order v
in which the identity element is 0. Let k and λ be positive integers such that
2 ≤ k < v. A (v, k, λ)-difference set in (G,+) is a subset D ⊆ G that satisfies
the following properties:

1. |D| = k,
2. the multiset [x+y : x, y ∈ D,x �= y] contains every element in G\{0} exactly

λ times.

In our case, we are restricted to using (Zv,+), the integers modulo v. If D ⊆ Zv

is a difference set in group (G,+), then D + g = {x + g|x ∈ D} is a translate
of D for any g ∈ G. The multiset of all v translates of D is denoted Dev(D)
and called the development of D [18, page 42]. It is important to know that BIB
designs do not exist for all possible combinations of v, k, and λ.

The concept of a difference set can be generalized to a difference family.
A difference family is a set of base blocks. A difference family can be used to
generate a BIB design similarly to how difference sets are used to generate BIB
designs. Table 1 shows a set of difference families for BIB designs on the form
(q, 6, 1), which we will use later.

Table 1. Examples of difference families for a set of (q, 6, 1) BIB designs.

BIB design Difference family #(base blocks) b = v · #(base blocks)

(31,6,1) {(1, 2, 7, 19, 23, 30)} 1 31

(91,6,1) {(0,1,3,7,25,38),
(0,5,20,32,46,75),
(0,8,17,47,57,80)}

3 273

(151,6,1) {(1, 32, 118, 7, 73, 71), . . .} 5 755

(211,6,1) {(0, 1, 107, 55, 188, 71), . . .} 7 1477

(271,6,1) {(1, 242, 28, 9, 10, 232), . . .} 9 2439

The base blocks in Table 1 have been generated using SageMath1. The value
q = 6 is chosen for practical reasons as difference families for generating the
blocks need to be known to exist and we need to be able to store the corre-
sponding count tables in memory.
1 http://www.sagemath.org.

http://www.sagemath.org
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3 Parallelisation of PC Structure Learning

Improving the performance of the PC algorithm on large data sets can be
achieved in a number of ways, see, for instance, [10,14,16]. Here we consider
an approach where the tests for (conditional) independence are performed in
parallel. We use two different approaches based on threads. When testing for
marginal independence the set of tests to be performed are known in advance
and we use BIB designs to obtain parallization by threads. For the higher order
tests we create an edge index array, which the threads iterate over to select the
next edge to evaluate for each iteration. The edge index array contains all edges
that has not been removed at an earlier step and it is sorted in decreasing order
of the test score. Step 1 of the PC algorithm is implemented as three steps:

1. Test all pairs X and Y for marginal independence.
2. Perform the most promising higher-order conditional independence tests.
3. Test of conditional independence (X,Y ;S) where |S| = 1, 2, 3.

In [17] bounding the order of the conditional independence relations is suggested
as a natural heuristic to reduce the number of tests. Experiments show that by
far the most edges are removed for low order tests and statistical tests become
increasingly unreliable as the size of the conditioning set increases. For these
reasons, the size of the conditioning set is limited to three in the implementation.
In Step 3 of the process of testing for conditional independence between X and
Y given S, we select S as a subset of the potential neighbours of X (except Y ).

3.1 Test for Marginal Independence

The tests for pairwise marginal independence I(X,Y ; ∅) for all pairs X,Y should
be divided into tasks of equal size such that we test exactly all pairs X,Y for
marginal independence. This is achieved using BIB designs on the form (q, 6, 1)
where q is at least the number of variables. The blocks of the BIB design are
generated using a difference family (e.g., Table 1). Blocks are assigned to threads
using the unique rank of each thread. A thread with rank r iterates over the
block array and considers only blocks where the array index modulus t equals r

X1 X2 · · · X7 · · ·X19 · · ·X23 · · ·X30 · · · Xn

X1 X2 X7X19X23X30 · · ·

X1 X2 X7X19 X7X19X23X30 X1 X2X23X30 · · ·

X1 X2 X1 X7 X1X19 · · ·

Fig. 1. Example illustrating the use of (q, 6, 1) and (3, 2, 1) designs.
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where t is the number of threads (the uniqueness means that there is no need for
synchronization). When a thread has selected a block, it performs all pairwise
independence tests using a (3, 2, 1) BIB design (all pairs) where the 6-block is
marginalized to three blocks with four variables each (in this case each point
corresponds to two variables). The table of four variables are marginalized down
to all pairs for testing where the first pair is ignored producing a total of

(
6
2

)
= 15

tests. Figure 1 illustrates this principle. Notice that q = 6 represents 15 pairs
and we should, in principle, obtain a speed-up of a factor 15 compared to just
computing all pairs individually.

3.2 Extra Heuristics

Once the testing for marginal independence is completed, a new step compared
to the traditional PC algorithm is performed. This step performs for each edge a
set of the most promising tests, i.e., tests with high likelihood of not rejecting the
independence hypothesis. At this and the following steps of the conditional inde-
pendence testing we do not know in advance which tests we are going to perform
(since we are using previous results to reduce the number of tests performed).

For each edge (X,Y ) the set of best candidate variables to include in the
conditioning set S are identified using the weight of a candidate variable Z. The
weight w(Z |(X,Y )) is equal to the sum of the test scores for (X,Z) and (Y,Z).
We create an array of best candidates. This array contains up to five variables,
which are all neighbours of X (or Y ), i.e., the independence hypothesis has been
rejected so far. The main reason for limiting the size to five variables is to make
sure that the count table fits in memory. If variables have many states, then the
number of candidates is reduced. This array is sorted by the sum of the edge
weights. The threads iterate over the sorted edge index array. A thread performs
all tests for a selected edge (with the size of S running from one to three) from
the table of up to seven variables. For the table of counts all possible tests are
performed generating subsets using the combinatorial number system [12].

The extra heuristics step is responsible for finding a significant number of
the independence relations. In combination marginal independence testing and
the extra heuristics step usually find by far the highest number of independence
relations meaning that higher order tests mainly ensure that no further indepen-
dence relations can be found. The tests performed for each edge are stored.

3.3 Higher Order Testing

Once testing for marginal independence and the testing based on extra heuristics
are completed, the remaining higher order tests for each edge are performed
(unless independence has been established at a previous step). The algorithm
iterates over |S| from one to three stopping when an independence hypothesis
I(X,Y ;S) is not rejected. The threads iterate over the sorted edge index array.
Candidate variables to be included in the conditioning set S are determined as
potential neighbours of either X or Y . This list of edges (the candidate and its
potential neighbour X or Y ) is sorted as described above and all possible subsets
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are generated again using the combinatorial number system in order to perform
the most promising tests first.

In an iteration, each thread selects an edge and performs all conditional
independence test for |S| = i and writes the result to the edge index array.
There is only synchronization on the edge index array when a thread decides
which edge to test and when writing to the array as we need to ensure that
two threads do not select the same edge to test and that a thread does not try
to read the array when another thread is writing its results to the array. This
synchronization is also performed in the previous step.

Table 2. Networks from which data sets used in the experiments are generated.

Data set |X | Total CPT size

Ship-Ship [15] 50 130,478

Munin1 [1] 189 19,466

Diabetes [2] 413 461,069

Munin2 [1] 1,003 83,920

Sacso [8] 2,371 44,274

4 Empirical Evaluation

Random samples of data have been generated from the five networks of different
size listed in Table 2. Three data sets are generated at random for each network
with 100,000, 250,000, and 500,000 cases. All data sets used in the empirical eval-
uation are complete, i.e., there are no missing values in the data. The empirical
evaluation is performed on a Linux computer running Red Hat Enterprise Linux
7 with a six-core Intel (TM) i7-5820 K 3.3 GHz processor and 64 GB RAM. The
computer has six physical cores and twelve logical cores. The parallel PC algo-
rithm is implemented employing a shared memory multicore architecture. All
data is loaded into the main shared memory of the computer where the process
of the program is responsible for creating a set of POSIX threads to achieve
parallelisation. In the experiments, the number of threads used by the program
is in the set {1, 2, 3, 4, 6, 8, 10, 12} where the case of one thread is considered the
baseline and corresponds to a sequential program.

The average computation time is calculated over five runs with the same data
set. The computation time is measured as the elapsed (wall-clock) time of the
different steps of the parallel PC algorithm. We measure the computation time of
the entire algorithm in addition to the time for identifying the skeleton (Step 2),
identifying v-structures (Step 3) as well as identifying derived directions (Step 4)
and completing the orientation of edges (Step 5) combined.

Figure 2 (left) shows the average run time in seconds (left axis) and speed-up
factor (right axis) for ship-ship using 500,000 cases. Notice that the computation
time is low for the ship-ship network even with one thread meaning that the
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(a) ship-ship 500,000
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(b) Munin1 250,000

Fig. 2. Average run times for ship-ship with 500,000 cases and Munin1 250,000 cases.
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(a) Diabetes 250,000
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(b) Diabetes 500,000

Fig. 3. Average run times for Diabetes with 250,000 and 500,000 cases, respectively.
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(a) Munin2 250,000
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(b) Munin2 500,000

Fig. 4. Average run times for Munin2 with 250,000 and 500,000 cases, respectively.
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(a) sacso 250,000
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(b) sacso 500,000

Fig. 5. Average run times for sacso with 250,000 and 500,000 cases, respectively.

Table 3. Average run times in seconds for Steps 2 to 5.

Data set Skeleton (Step 2) v-structures (Step 3) Orientation (Steps 4 and 5)

Ship-Ship 0 0 0

Munin1 0.005 0 0.001

Diabetes 0.001 0.004 0.002

Munin2 0.006 0.002 0.034

Sacso 0.051 5.692 0.502

potential improvement from parallelisation is limited as the evaluation shows.
Figure 2 (right) shows the average run time and speed-up factor for Munin1 using
250,000 cases where the speed up deteriorates for six or more threads illustrating
the principle of diminishing returns. The additional threads adds overhead to the
process and we expect that the increase in time cost is due to the synchronisation
on the edge index array.

Figure 3 (left) and (right) show the average run time and speed-up factor
for Diabetes using 250,000 and 500,000 cases, respectively. The speed up factor
increases smoothly for both 250,000 and 500,000 cases.

Figure 4 (left) and (right) show the average run time and speed-up factor for
Munin2 using 250,000 and 500,000 cases, respectively. For 250,000 cases there
is a smooth improvement in speed-up whereas for 500,000 cases the speed up
factor drops slightly using ten or twelve threads.

Figure 5 (left) and (right) show the average run time and speed-up factor for
sacso using 250,000 and 500,000 cases, respectively. The experiment on sacso
using 500,000 cases is the task with the highest number of variables and cases
considered in the evaluation. This task produces an average speed-up of a factor
6.46 with average run time dropping from 737 to 114 s. The experiment on Dia-
betes using 500,000 cases is the task taking the longest time to complete. This
task produces an average speed-up of a factor 6.36 with average run time drop-
ping from 3084.65 to 484.65 s. Table 3 shows the average time cost of identifying
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the skeleton (Step 2), identifying the v-structures (Step 4), identifying derived
directions (Step 4) and completing the orientation to obtain a DAG (Step 5). It
is clear from Table 3 that the costs of Steps 2 to 5 are negligible compared to
the total cost.

5 Discussion

This paper introduces a new approach to parallelisation of learning the structure
of a Bayesian network from data using the PC algorithm. The approach is based
on the use of threads with all data cases stored in shared memory. The PC
algorithm consists of five main steps where the focus of this paper has been on
performing the independence tests in parallel as the results in Sect. 4 clearly
demonstrate that the total time cost of Steps 2 to 5 are negligible compared to
the time cost of Step 1.

Step 1 of the PC algorithm consists, as presented in this paper, of three steps.
In the first step the tests for marginal independence are performed. Parallelisa-
tion of this step is based on the use of difference sets and families where the tests
to be performed are known in advance as all pairs are to be tested for marginal
independence. In the second step a set of the most promising higher order tests
are performed whereas in the third step tests for conditional independence are
performed using conditioning sets of size one, two and three, respectively.

The edge index array is the central bottleneck of the approach as it is the only
element that requires synchronization. Synchronization is limited to selecting
which edge to test and does not include synchronization of the counting and
testing. The counting usually being the most time consuming element of testing
for conditional pairwise independence.

The PC algorithm is known to be sensitive to the order in which the condi-
tional independence tests are performed. This means that the number of threads
used by the algorithm may impact the result as the order of tests is not invariant
under the number of threads used. This is a topic of future research.

The results of the empirical evaluation of the proposed method on a Linux
server with six physical cores and twelve logical cores show a significant time
performance improvement over the pure sequential method. For most cases con-
sidered there is a point where using additional threads does not improve perfor-
mance illustrating the principle of diminishing returns. In a few cases, where the
number of variables is low, the number of cases is low, or both increasing the
number of threads used may increase time costs.

There is some variance in the run time measured. This should also be expected
as the evaluation is performed on systems serving other users, i.e., the experi-
ments have not been performed on an isolated system.
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