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Abstract. Over 10 billion hours of video are watched each month on
the Internet, what, together with high definition television broadcast-
ing and the rise in high quality video on demand makes the task of
quality assessment a key one in the global multimedia market nowadays.
Automating quality checking is currently based on finding major audiovi-
sual artifacts. The Monitoring Of Audio Visual quality by key Indicators
(MOAVI) subgroup of the Video Quality Experts Group (VQEG) is an
open collaborative project for developing No-Reference models for mon-
itoring audiovisual service quality. The purpose of this paper is to report
the development of the audiovisual part of this project, which includes
the detection of lip synchronization (also known as lip sync) artifacts.
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1 Introduction

Automating quality checking is currently based on finding major video and audio
artifacts. The Monitoring Of Audio Visual quality by key Indicators (MOAVT)
subgroup of the Video Quality Experts Group (VQEG) is an open collaborative
project for developing No-Reference (NR) models for monitoring audiovisual ser-
vice quality. MOAVT is a complementary, industry-driven alternative to Quality
of Experience (QoE), used as a subjective measure of a viewer’s experiences.

Current NR QoE models, like the reported in related research work [11],
followed the less useful Full-Reference (FR) models (e.g. [4]), address measuring
quality of networked multimedia, using objective parametric models. Still, these
models might have slight problems in predicting overall audiovisual QoE. MOAVI
can be used alternatively to automatically measure audiovisual quality by using
simple indicators of perceived degradation.

The goal of the project is to develop a set of key indicators (including blocki-
ness, blur, freeze/jerkiness effects, block missing errors, slice video stripe errors,
aspect ratio problems, field order problems, interlace, lip synchronization, also
known as lip sync, mute, and clipping [2]) describing service quality in general
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(the list is not closed, but the major artifacts are presented), and to select sub-
sets for each potential application. Therefore, the MOAVTI project concentrates
on models based on key indicators contrary to models predicting overall quality.

The video signal needs some signal processing to be performed on. Quality
checking can be conducted before, during, and/or after the encoding process.
However, in MOAVT, no Mean Opinion Score (MOS) is provided. A binary indi-
cator for each artifact is provided instead showing its presence or absence.

Figure 1 shows the concept of MOAVI. The audio or video stream (only video
for video artifacts, only audio for audio artifacts, and both of them together if
the artifact is an audiovisual one) is the input to the system. The metric of
each artifact is used to determine the level of impairment that the media to
be analyzed suffers. These results are converted into binary indicators using a
threshold that would determine if the artifact is in a noticeable level in the video
or if it is not. In that way, MOAVI obtains a key indicator for each artifact.
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Fig. 1. Concept of monitoring of audiovisual quality

This paper is organized as follows. Section2 describes measuring the key
audiovisual indicator — presence of lip sync. Section 3 presents the video database
for the assessment of the metrics. Sections4—6 describe the algorithms and the
obtained results. Section 7 concludes the paper and summarizes the results.

2 Measuring Lip Sync Artifact

In the present research the process followed for the detection of audiovisual
artifacts is exposed. Therefore, this paper includes the description of both the
algorithm, implementation and results of three different metrics. These metrics
were developed to indicate the presence or the absence of the most frequent
audiovisual problem affecting an audiovisual signal, which is lip sync problem.

Lip sync is a key parameter in interactive communication. In the case of video
conferencing, streaming and television broadcasting, the uneven delay between
audio and video should remain below certain thresholds, recommended by several
standardization bodies. However, further research has shown that the thresholds
can be relaxed, depending on the targeted application and use case [9)].
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In multimedia systems, synchronization is needed to ensure a temporal order-
ing of events. For single data streams, a stream consists of consecutive Logical
Data Units (LDU). In the case of an audio stream, LDU are individual samples
or blocks of samples transferred together from a source to one or more sinks.
Similarly with video, one LDU may typically correspond to a single video frame
and consecutive LDU — to a series of frames. These have to be presented at
the sink with the same temporal relationship as they were captured giving so
called “intra-stream”. The temporal ordering must also be applied to related
data streams, where one of the more common relationships is the simultane-
ous playback of audio and video with lip sync. Both media must be “in sync”,
otherwise the result will not be adjudged as satisfactory.

In general, “inter-stream” synchronization involves relationships between all
kinds of media including pointers, graphics, images, animation, text, audio and
video. In the following discussion, “synchronization” always refers to “inter-
stream” synchronization between video and audio.

Some facts about the problem of lack of lip sync:

— The most common origin for lip sync artifact is the jitter produced in the
transmission stage.

— Different languages make no big difference in the task of synchronizing media.

— Different languages make no big difference in the task of detecting lip sync
artifact, both for human perception and for automatic detection.

— In [10] it is also stated that professional video editors and TV-related technical
personnel showed a smaller level of skew tolerance. When they detected an
error they could correctly state if audio is ahead of or behind video.

— Watermarks or fingerprints embedded in audio signal have been used in broad-
casts to avoid this problem. However this fingerprints are not suitable for
multimedia streaming through the internet.

Regarding detection thresholds, [9] refers to the large amount of different ones
that authors have determined. Some authors and research groups have concluded
that audio may be played up to 305ms ahead of video and conversely video
displayed up to 190 ms ahead of the audio. Both temporal skews are noticed,
but can be accepted by the user without any significant loss of effect. Some
authors however report a tolerance of only 4-16 ms to be acceptable.

Figure 2 shows a graphical representation of the different audio/video delay
and lip sync thresholds of detectability as identified by several standard bodies
and already conducted research by independent studies. The thresholds used
for the metric of lip sync artifact in MOAVI are set to 100 ms when audio is
delayed with respect to video and 140 ms when video is delayed versus audio.
These thresholds are based on the research work we refer here [10].

3 Video Database for Assessment of Metrics

The development of experiments with the objective of analyzing the behavior
and measuring the accuracy of the different metrics in this section requires the
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Fig. 2. Different audio/video delay and lip sync thresholds of detectability

storage of a small database of videos and some key information about them. It
is a set of 15 video sequences with lengths between 13 and 37 s, coming from
all kinds of media. The videos are all taken from frontal view, although some
of them include several frames in which there is a profile view. Usually only the
face and the shoulders are visible. Finally, only one person is seen and listened
to in each video.

Some of the sources of videos are TV news shows, others come from inter-
views. A small group of them are videos uploaded directly to the internet.

Table 1. Characteristics of the video database for the assessment of the metrics

Video Length (s) | View Visible Movement
ABERCROMBIE | 19,8 FRONTAL | HALF BODY | MEDIUM
ANGIE 21,6 FRONTAL | SHOULDERS | LOW
AYALA 13,9 FRONTAL | SHOULDERS | LOW
BECKHAM 18,2 FRONTAL | SHOULDERS | LOW
DICAPRIO 18,3 FRONTAL | HALF BODY HIGH
FOXNEWS 14,3 FRONTAL | SHOULDERS | LOW
GOOGLE 27,7 FRONTAL | SHOULDERS | LOW
HAYS 25,4 FRONTAL | SHOULDERS | MEDIUM
LARRYPAGE 24,4 FRONTAL | HEAD LOW
LISA 26,2 FRONTAL | HEAD MEDIUM
MORRIS 24,1 FRONTAL | SHOULDERS | LOW
RESUME 25,3 FRONTAL | SHOULDERS | MEDIUM
STOSSEL 22,2 FRONTAL | HALF BODY | LOW
USAJOBS 17,9 FRONTAL | SHOULDERS | LOW
USAJOBS2 19,9 FRONTAL | SHOULDERS | LOW
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The most important characteristics of each of the videos are shown in Table 1.
The audio files extracted from the videos have been stored and analyzed too, in
order to use them for the tests of Voice Activity Detection (VAD).

MOAVT’s indicator for lip sync is based on the lip sync metric that is explained
in the next sections. In the first of the sections, the audio part of the metric is
explained. Signal processing used to implement a VAD algorithm is described in
this first section. In the second section, the part of the metric regarding video
is exposed. The combination of techniques used to detect the movement of the
lips are explained. In the third and last section, the algorithm that compares
the audio and visual information between each other is described. Every section
includes a results subsection and a further research subsection too that will
complete the approach to the method developed to detect the delay between a
visual media and an audio media.

4 Voice Activity Detector

Developing an indicator that analyzes if the audio and the video is synchronized
is a challenging goal. Nevertheless, if the process is divided into small parts, it
is simplified. Therefore, the first algorithm to develop is a VAD.

4.1 Algorithm

In lip sync, processing the signal in utterances consisting of speech, silence,
and other background noise is needed. The detection of the presence of speech
embedded in various types of non-speech events and background noise is called
endpoint detection, voice detection, or VAD.

The VAD algorithm consists on basically two steps. The algorithm for the
detection of voice is represented in Fig.3. The two detectors are used comple-
mentarily to obtain better results than applying just one of them.

-

VOICE
ACTIVE
SAMPLE

MED
Discriminator

Voice detector

N

Fig. 3. Algorithm for the detection of speech instants artifact

The first step is the signal processing leading to detect the endpoints of the
voice in the audio. An algorithm based on [8] was developed in MATLAB.
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The second step is the analysis of the Minimum Energy Density (MED)
feature which is a key distinction between music and similar waveforms and
speech waveforms. The algorithm is described in the related research work [5]
and based on that algorithm, the MATLAB code has been completed.

In [8], a VAD for variable rate speech coding is decomposed into two parts,
a decision rule and a background noise statistic estimator, which are analyzed
separately by applying a statistical model. A robust decision rule is derived
from the generalized likelihood ratio test by assuming that the noise statistics
are known a priori. To estimate the time-varying noise statistics, allowing for
the occasional presence of the speech signal, a novel noise spectrum adaptation
algorithm using the soft decision information of the proposed decision rule is
developed. The algorithm is robust, especially for the time-varying noise.

In [5], MED is used in discrimination of audio signals between speech and
music. This method is based on the analysis of local energy for local subsequences
of audio signals. The subsequences in the proposed method will be the ones in
which voice activity has been detected in the first detector. An elementary analy-
sis of the probability density for the power distribution in these subsequences
is an effective tool supporting the decision making. It is very intuitive to try
to discriminate speech and music based on shape of signal’s energy envelope.
As Fig. 4 shows, speech signal has characteristic high and low amplitude parts,
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Fig. 4. Comparison between a music waveform (up) and a speech waveform (down)
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which represent voiced and unvoiced speech, respectively. On the other hand,
the envelope of music signal is more steady. Moreover, it’s known that speech
has a characteristic 4 Hz energy modulation, which matches the syllabic rate.

Considering these characteristics, a decision is taken to discriminate between
speech and music subsequences using for that issue the probability density func-
tion of short time frame energy inside some time window, which we refer to as a
normalization window. The window has to be long enough to capture the nature
of the signal. The value of the length of the window chosen is 200 ms, when the
subsequence of speech after the first discriminator is longer than that value.

As it has been explained, these two algorithms work together to make the
resulting combination more robust and to improve the accuracy of the metric in
order to provide a better information which will be later compared with infor-
mation coming from video, and finally will provide a lip sync artifact indicator.

4.2 Results

Regarding the results of the developed VAD for MOAVI, the output of the
metric would be like the one presented in Fig.5. As it can be seen, the metric
provides an accurate classification of samples. Every subsequence of 50 ms is
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Fig. 5. Example of detection of voice
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classified into two different values: voiced (1) or unvoiced (0). Thus, a binary
vector is constructed to be compared with the information coming for video
about endpoints of speech. The final goal would be the calculation of the delay
that one of the signals may have with respect to the other. The binary vector
coming from the VAD metric described above is stored.

These results have been compared with the ground truth prepared by lis-
tening to the 15 audio files and developing a small database for each sound in
which every instant is classified between voiced or unvoiced with a precision of
50 ms. Table 2 shows the Hamming distance, the precision, the accuracy and the
F1 metric for each of the video files stored.

Table 2. Accuracy results of the VAD algorithm in each video from the database

Audio Hamming Distance | Precision | Accuracy | F1 Metric
ABERCROMBIE | 4 0.98 0.98 0.99
ANGIE 33 0.82 0.85 0.90
AYALA 14 0.96 0.90 0.94
BECKHAM 28 0.91 0.85 0.91
DICAPRIO 24 0.96 0.87 0.92
FOXNEWS 6 0.96 0.96 0.98
GOOGLE 32 1.00 0.88 0.93
HAYS 14 0.97 0.94 0.97
LARRYPAGE 22 0.95 0.91 0.95
LISA 15 0.94 0.94 0.97
MORRIS 4 0.98 0.98 0.99
RESUME 22 0.94 0.91 0.95
STOSSEL 8 0.99 0.96 0.98
USAJOBS 16 0.96 0.91 0.94
USAJOBS2 7 0.97 0.97 0.98

Table 3 shows the same parameters describing the performance of the metric
as the Table 2, but this time the data shows the results for all the videos together.
It has to be highlighted that the VAD algorithm has an accuracy of 92.17%
and an F1 metric of 95.47 % regarding the measurements made based on the
database.

Table 3. Accuracy results of the VAD algorithm in the whole video database

Total Frames | Hamming Distance | Precision | Accuracy | F1 Metric
3182 249 0.95 0.92 0.95
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5 Lip Activity Detector

This section exposes the sub-metric of the lip sync metric based on video analysis.
The combination of techniques detecting the frames with lip motion is explained.

5.1 Algorithm

In this research the video metrics are developed in OpenCV, a cross-platform
library of programming functions mainly aimed at real-time computer vision.

The reason to use an OpenCV implementation is the easy and fast imple-
mentation, the fast execution of high level metrics based on optimization for
multi-core systems and the advance vision research by providing not only open
but also optimized code for basic vision infrastructure.

The algorithm to track and detect lips activity in this environment is explained
in Fig. 6. It can be observed that for every frame, the algorithm classifies it into
two different groups, e.g. frames in which the lips are moving and frames in
which they are not. The block diagram represents the following algorithm:

— From the video file to analyze, the next frame is read. In case it is the first
one, two frames have to be read.

— In that frame, a Haar cascade is used for the detection of the mouth region
based on OpenCV implementation of Viola and Jones algorithm for face detec-
tion. The Viola and Jones object detection framework is the first object detec-
tion framework to provide competitive object detection rates in real-time. It
was proposed in 2001 by Viola and Jones [12]. Although it can be trained
to detect a variety of object classes [1,6], like for the mouth region in this
algorithm, it was motivated primarily by the problem of face detection. The
mouth region will be our Region Of Interest (ROI).

— In the ROI of the frame, we measure the motion that has appeared between
the previous frame and the new one. The algorithm for estimating the amount
of motion will be explained in detail in the next figure.

Mouth Moti
Region otion
Tracking measure

\ Lip movement detector

LIP
MOTION
FRAME

Motion
Threshold

Fig. 6. Algorithm for the detection of lip movement
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A motion threshold will be compared with the calculated motion to determine
if the output of the metric is lip-active. This threshold has been optimized for
the final output of the metric, which is the audiovisual delay.

The first of the two frames is released and the last frame read is used to
compare with the next one, until we reach the end of the video file.

Figure 6 describes the algorithm in general. However, the key block for the

detection of lip movement is the one named “motion measure”. Figure 7 explain
in more detail the process carried out to determine the amount of movement
between two frames in the mouth ROI. The algorithm is described here:

The inputs of the block are two consecutive frames in which the mouth region
has been located.

The optical flow between them is calculated. The implementation is based on
the algorithm exposed in the related research work carried out by Farneback
[3]. Optical flow estimates the quantity and direction of the motion in every
corresponding point of the two consecutive frames the algorithm receives
Once the direction and intensity of motion is estimated, the next step is to
discriminate between movement of all the face and movement of the lip region
independently. This has been achieved by the calculation of the edges of the
optical flow output. This stands for knowing the laplacian of the motion field,
and analyzing the borders. If the border is in the mouth ROI, we consider it
as an indicator for the independent movement of the lips.

The last step is to “count” how much edges of the optical flow have been dis-
covered in the mouth region. The number of these edges is strongly correlated
with the amount of lip motion in the frame.

The whole information coming from the OpenCV metric is loaded into MAT-

LAB in order to process it and continue with the comparison with the informa-
tion coming from the audio part. This means only the video part of the lip sync
algorithm is implemented in OpenCV. Future plans include the full implemen-
tation of the metrics included in this research into C++ and OpenCV.

\

2 MOUTH
REGION Optical Edge Flow Edges MOUTH
CONSECUTIVE Flow estimation calculation REGION
MOTION

FRAMES

Motion Measure Block

- /

Fig. 7. Detailed block diagram for motion measure
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5.2 Results

The output of the algorithm for Lip Activity Detection (LAD) should be a binary
vector showing the instants in which the video information analysis provides
evidence of lip movement. This binary vector should be compared with the binary
vector obtained with the VAD algorithm. The comparison will be carried out
using the delay calculation algorithm which will be explained in next section.

| LIP MOTION MEASURE |

Fig. 8. Graphical output of the LAD algorithm

Being a video metric has the advantage of having the possibility of showing
its behavior in an image, something not possible for audio metrics. Figure8
shows the graphical output for a frame of the LAD metric for MOAVI. It is a
frame coming from one of the audiovisual sequence, named “STOSSEL”, that
is included in the MOAVI database. All elements presented by OpenCV can be
seen in this capture. The green rectangle shows the position of the mouth and
defines the ROI of the frame. The optical flow is calculated and the edges of
its output are drawn in the black and white square on the right. In the middle
of the figure, it can be seen the graphical representation of the output of the
metric.

In this results subsection of the LAD, some graphs of the outputs that the
metrics described above provide are shown. The typical output of the motion
measure block is represented in the upper graph of the Fig. 9. The binary vector
determined from that information is shown in the graph situated under it. This
binary vector, based on the threshold for the amount of motion, indicates which
of the frames are considered active in terms of lip movement.
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Fig. 9. Example of detection of lip activity

6 Delay Calculation

The goal of the previous algorithms, VAD and LAD, was to provide a binary
vector coming from the audio information and another one from the video infor-
mation. In a second step, they have to be compared with each other to obtain
the delay that one of them has with respect with the other. This section explains
the algorithm to carry out this comparison and shows the obtained results.

6.1 Algorithm

Some delay estimation algorithms have been implemented in time-domain. For
example, the primitive but well-known delay estimation based on cross-correlation
method has been tried in this application, without good results. Most advanced
time delay estimation algorithms are implemented in frequency-domain; for
example the generalized cross-correlation method. The problem that comes out
when using frequency domain is the lack of accuracy in the spectral estimation
in case of short signal segments. The delay algorithm needed in this synchroniza-
tion stage will have the goal of estimating the time shift of audio with respect
to video, and it must be possible to be used in short audiovisual sequences like
the ones stored in the database described above.
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Fig. 10. Block diagram for delay estimation

For this reason, the estimation algorithm found in [7] is a time-domain imple-
mentation that satisfies the needs of this application. The proposed information
theoretic delay criterion is used. The basis of the proposed algorithm relays
in a time-domain implementation of the maximum likelihood method. Usually
numerically motivated convergence criteria are used but in the proposed method,
statistically motivated convergence criterion was used instead.

The delay algorithm is outlined in the block diagram (Fig.10). The imple-
mentation has been done in MATLAB. The first input of the delay estimator is
the binary vector from the VAD. The second input is the binary vector from the
LAD. Both vectors are going to have the same length to compare them and to
adjust which of the possible delays makes maximum the likelihood between the
two signals. The process followed in the present algorithm is described here:

— First, a covariance matrix is constructed based on the possible delays that are
assumed. In this metric, the possible delays were set to +2 s.

— In a second step, the criterion is build up. The goal is to establish a statistically
motivated convergence criterion to make the decision.

— Finally the maximum of the criterion is calculated. The estimated delay will
be the shift that corresponds to that maximum.

One of the problems of this method is that it’s assumed that the audio
activity and the video activity are perfectly synchronized. It’s supposed that
when a person is talking and the lips are visible, the viewer can see the lips
moving only when some sound can be heard.

Obviously, this is not an accurate approach. The first example of lack of
audiovisual speech correlation can be the noisy, unvoiced motion of the lips,
such as smiling, or wetting lips, which are impossible to discriminate using this
algorithm, although some differences are accepted and still the estimated delay
will be accurate. There is luckily another example of the problems that can
be easily corrected. That is the lack of complete synchronization between lip
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activity and voice activity even when the lip sync artifact has not occurred. It
can be observed that lip activity usually starts around 300 ms in average before
the voice activity starts to be perceived. This is a stationary delay that can
be perfectly corrected just by taking into account this 300 ms in the estimated
delay. In the next section, the results show this artificially added gap.

6.2 Results

As it can be seen in the other results sections of the lip sync indicator, the
accuracy of the previous metrics is quite high. There are some specific situations
in which the VAD method is not able to perfectly discriminate between human
speech and other sounds, and the same happens in a few situation in the case of
LAD method with lip motion for speaking and other kinds of lip motion.

In these circumstances, it is obvious that the two binary vectors used as
inputs for the Delay Estimation Algorithm are not going to be active (value =
1) in the same instants, even if no delay is introduced. This is the reason why
the goal of detecting Lip Sync artifact is challenging. On the other hand, this is
the reason why an advanced delay estimation algorithm is used and the results
of estimating the delay with this algorithm are presented in this subsection.

It is important to understand that, being the Delay Estimation Block the
last of the stages for the Lip Sync Artifact Key Indicator Determination, the
output of this block is going to be the Key Indicator. Therefore, if the estimated
delay is over the thresholds that were determined in previous sections (140 ms),
the determined Lip Sync Artifact Key Indicator will be active.

Delays of 0, 300, 500 and 800 ms are artificially introduced to analyze the
delays that the metric determines. The absolute error is also calculated. An
average gap of 154.8 ms is calculated for the 60 estimations carried out for the
experiment. Moreover, in 80 % of the test audiovisual sequences, the binary key
indicator is correct. Thus, in the 80 % of the times, this key indicator determines
correctly not only if the lip sync artifact is present and the threshold is overcame
if the audio is delayed with respect to the video or vice versa.

7 Limitations and Future Research

As limitations, we can list a few main aspects that would be important to improve
as further research.

With respect to VAD, some sounds that should not be detected as speech
because they appear without any correlation with video information are actually
detected as voice active. Examples of this sounds could be speakers that are not
visible in the scene (more and more frequent in today’s films), background music
with voice are not detectable. Further research will include audio signal process-
ing in terms of speaker recognition to discriminate between different speakers.

With respect to LAD, some noisy lip movement that should not be detected
as speech because they appear without any correlation with audio informa-
tion are actually detected as lip active. Examples of this lip movements could
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be people smiling or wetting lips, which are impossible to discriminate using
this algorithm. Further research will include video signal processing in terms of
speaker recognition to discriminate between different people in the scene.

With respect to Delay Estimator, further research will expect to be capable
of detecting both senses of delays, not only audio delayed with respect to video.
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