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Abstract This paper systematically presents the Swarm Intelligence (SI) methods
for optimization of multiple and many objective problems. The fundamental differ-
ence of Multiple and Many Objective Optimization problems have been studied very
rigorously. The three forefront swarm intelligence methods, i.e., Ant Colony Opti-
mization (ACO), Particle Swarm Optimization (PSO), and Artificial Bee Colony
Optimization (ABC) has been deeply studied to understand their ways of solving
multiple and many objective problems distinctly. A pragmatic topical study on the
behavior of real ants, bird flocks, and honey bees in solving EEG signal analy-
sis completes the survey followed by discussion and extensive number of relevant
references.

1 Introduction

Multiple and many objective optimization problems are alarming of high importance
in recent scientific and the industrial world [1]. Some of the practical optimization
problems include flight rescheduling [2], shape optimization [3], mobile network
design [4], and minimization of shooting failure probability in the weapon target
assignment [5], etc. In practice, the number of objectives in a multiple optimiza-
tion problem are restricted with <3. However, number of objectives are at least 4 in
the case of many objective optimization. Irrespective of the number of objects i.e.,
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whether multi or many the objectives are conflicting in nature. Therefore, in current
intelligent computational era several evolutionary [6] and swarm based meta heuris-
tic algorithms [7] (simulating natural phenomenon) have been proposed to give a
Pareto optimal solution. These Pareto optimal solutions achieve a tradeoff. They are
solutions for which any improvement in one objective results in worsting of at least
other objectives. A decision vector dv € S, where S is decision space, is said to be
— —
Pareto optimal when there is no other dv’ € S, that dominates dv € S. An objective
vector ov € OV is said to be Pareto optimal when there is no other ov’ € OV, that

dominates (;,)/ . The Pareto optimal solution consists of a set of solutions known as a
Pareto optimal set. It presents a complete set of solutions for a multi objective prob-
lem. A plot of entire Pareto sets in the design space by considering design objectives
as axis it gives a Pareto front. All the Pareto optimal points are non-dominated, so
they are also termed as non dominated points. In case of many objective optimization
problems, the set of non dominated solutions increases, so the Pareto front becomes
very hazy, hence it becomes very critical for handling such huge number of solu-
tions. Hence, recently there is a growing interest in the community of many objective
optimization researchers for designing of efficient methods to handle large number
of non-dominated solutions during optimization.

On the other hand, swarm based techniques for optimization problems are leaping
forward by modeling the swarming behavior of animals in the nature. Their self-
adaptive, self-organized, and full of vigor with vitality attracts researchers of many
disciplines [8, 9] to apply diversified domain. In this paper, we discuss on the swarm
based approaches to handle the multi and many objective problems.

Now-a-days high density EEG systems are available at an affordable costs, with
which large number of attributes involve and create opportunities for effective analy-
sis. Most of the methods of analysis explicitly/implicitly follows a pattern recognition
tasks. These analysis have important applications in Brain Computer Interface (BCI),
epileptic seizure identification, monitoring of sleep disorder and patients in critical
condition in the ICUs, etc. However, automated analysis of EEG signal in different
situations is a great challenge because of the volume of dataset and dynamic nature
of the signals with high temporal resolutions. Further, the automated analysis of EEG
signal can be viewed as a multiple objective problems. In contrast to non-population
and non-stochastic based approaches, swarm intelligence strives to achieve better
compromised results by balancing both exploration and exploitation of large search
space in a tolerable amount of time. This paper puts a light on the use of swarm based
techniques for analyzing EEG signals which is one of the BCI agents.

1.1 Outline of Swarm Intelligence

On the set of probabilistic meta-heuristic approaches, swarm intelligence is attracting
lot of attentions [6, 7]. The swarm intelligence (SI) algorithm is functioning by the
collective behavior of decentralized, and self organized agents. The term swarm is
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used in a general manner to refer to any restrained collection of interacting agents
or individuals. The classical example of swarm is ants, birds flocks and honey bees
swarming around their hive. Swarm intelligence works on two basic principles: self
organization and stigmergy (e.g., Fig. 1).

i. Self organization: This can be characterized by three parameters like structure,
multi stability and state transitions. In swarms, Bonabeau et al. [1], interpreted
the self-organization through four characteristics [10]: (i) positive feedback,
(ii) negative feedback, (iii) fluctuations, and (iv) multiple interactions.

ii. Stigmergy: It means stimulation by work. Stigmergy is based on three principles:
(1) work as a behavioral response to the environmental state; (ii) an environment
that serves as a work state memory; and (iii) work that does not depend on specific
agents.

According to Millonas in 1994 [9] five principles have to be satisfied by a swarm
in order to be useful in any optimization problem.

i. The proximity principle: The swarm should be able to do simple space and
time computations, to understand and conceptualize information more quickly.
ii. The quality principle: The swarm should be able to respond to quality factors
in the environment such as the quality of foodstuffs or safety of the location.
iii. The principle of diverse response: The swarm should not allocate all of its
resources along excessively narrow channels and it should distribute resources
into many nodes.
iv. The principle of stability: The swarm should not change its mode of behavior
upon every fluctuation of the environment.
v. The principle of adaptability: The swarm must be able to change behavior
mode when the investment in energy is worth the computational price.

However, it is to be noted that the above principles are applicable for single, mul-
tiple, and many-criteria optimization. The description of different swarm inspired
techniques like Wasp Colony Optimization (WCO), and Termite Colony Optimiza-
tion (TCO), Bacteria Foraging Optimization (BFO) can be obtained in [11-13].
Though there are several numbers of swarm based algorithm [14], are developed, but
the first three algorithms enlisted in Table 1 is quite mature, so we concentrate our
study on those algorithms.

’ Stigmergy

Fig. 1 Basic principles of swarm intelligence
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Table 1 Swarm inspired algorithms
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Name of the algorithm | Pioneer Year of development | Motivation

ACO M. Dorigo 1992 Ant colonies

PSO J. Kennedy 1995 Group of birds

ABC D. Karaboga 2005 Honey bees

WASPCO P. Pinto 2005 Wasp

TCO M. Roth and S.Wicker | 2003 Termite

BATCO Xin-She Yang 2010 Bat

BFO K. M. Passino 2002 E. Coli and M. Xanthus

1.2 Multi-objective versus Many-objective Optimization

An optimization problem can be classified as a single, multi and many objective
optimization problems based on the number of objectives. Again, we can classify the
optimization problem in to two categories like constraint based and unconstrained.
A single objective optimization problem can be stated as:

A solution x is a vector of n decision variables: X = (x, x2, .

Problem with Constraint

Minimize/Maximize f (X)

Subject to,
g (X) >0,j=1,2,3,...,p
h(X) =0,j=1,2,3,....q
xfgxigxi“;izl,Z,?s,...,n

Problem without Constraint

Minimize /Maximize f (Y)

xffx,-fx}‘;i:l,l&...,n

(D

(@)

.., X). In the

case of problem with constraint, (e.g., Eq. 1) there are p inequality and q equality
constraints associated and the terms g (x) and /i (x) are called constraint functions.
Although the inequality are treated as > types, the < constraints can also be consid-
ered in the above formulation by converting those to > types simply by multiplying
each constraint function by — 1. However, there are problems, e.g., Eq. 2 which makes
free from constraints but sometimes difficult to optimize, because of multi-modality,
concavity, discrete, etc.

A multi-objective optimization problem can also be stated as constraint and uncon-

strained. (e.g., the general form is presented in Eqgs. 3 and 4.
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Problem with Constraint
Minimize/Maximize f(X) = {f1(x), f2(x), f3(x)}
Subject to,

g (X)>0,j=1,2,3,....p

(X)) =0,j=1,2,3,....q

<xi<xi=1,23,....n 3)

X, =

Problem without Constraint
Minimize/Maximize f(X) = {f1(x), f2(x), f3(x)}

Py <xi=1,2,3,...,n “)

X

In multi-objective optimization, the three objective functions of F (_x>) = {fi(x),
f2(x), f3(x)} can be either minimized or maximized or both. Like single objective
optimization, the problem may have constraints or free from constraints. However,
in this case, there is no single global optimal solution, rather a set of Pareto optimal
solutions.

A multi-objective problem can be addressed broadly in three approaches, the first
approach is weighted aggregated approach. In this case, we convert multi-objective
problem into single objective problem, moreover, the most important concern is
assignment of weights to the objectives, which is purely subjective. The second
approach is known as a lexicographic approach. In this approach, specification of
tolerance threshold and the corresponding degree of confidence for each objective is
subjective and arbitrary. A third approach used is known as Pareto based approach,
in this a trade-off of solutions known as non-dominated solutions are present on a
front known as Pareto front. In this case, the user has his utmost autonomy to select
the solution.

Most multi-objective optimization algorithms use the concept of domination to
obtain a set of non-dominated solutions. The concept of domination is described in the
following definitions (assuming, without loss of generality, the objective functions
to be minimized).

Definition 1 Given two decisions or solution vectors X and ?), we say that decision
vector X weakly dominates (or simply dominates) the decision vector 7) (denoted
by X < 7) if and only if f,-(?) < f,~(_y)) for Vi = 1,2, 3 (i.e., the solution X is
no worse than ? in all objectives) and f,~(_x)) < f,-(_y)) for atleastonei € 1,2,3
(i.e., the solution x is strictly better than y in at least one objective).

Definition 2 A solution X strongly dominates a solution ? (denoted by X < 3),
if solution X is strictly better than _y> in all 3 objectives. However, if a solution X
strongly dominates a solution, Yy, the solution X also weakly dominates solution
?, but not vice versa.
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Definition 3 The decision vector X € P (where P is the set of solutions or decision
—

vectors) is non-dominated with respect to set P, if there does not exist another x' € P
such that £, (X) < fi(X).

Definition 4 Among a set of solution or decision vectors P, the non-dominated set
of solutions or decision vectors P’ are those that are not dominated by any member
of the set P.

Definition 5 A decision variable vector X € P where P is the entire feasible region
or simply the search space is Pareto optimal if it is non-dominated with respect to P.

Definition 6 When the set P is the entire search space, the resulting non-dominated
set P/ is called the Pareto optimal set. In other words, P’ = {X € P|X is Pareto
optimal}. The non-dominated set P’ of the entire feasible search space P is the global
Pareto optimal set.

Definition 7 All Pareto optimal solutions in a search space can be joined with a
curve (in two-objective space) or with a surface (more than two objective space), or
with a pattern (with more than three objectives). This curve or surface is termed as a
Pareto optimal front or simply Pareto front. In other words, PF = {f(X)| X € P'}.

Now-a-days, many of the optimization problems are associated with more than
three number of objectives. Any optimization problem which involves more than
three number of objectives is known as many objective optimization problems. These
objectives are also conflicting in nature. It states that many objectives need to be
addressed simultaneously in an optimization problem.

Generally, a many-objective optimization problem is written as follows:

Problem with Constraint
Minimize/Maximize f(X) = {fi(x), f2(x), f3(x), ..., fu(x)}
where, m > 3.
Subject to,
gj(X)=>0,j=1,2,3,...,p
h(X) =0,j=1,2,3,....q

Xfixiix,'»’;izl,2,3,...,n 5)

Problem without Constraint
Minimize/Maximize f(?) ={filx), L(x), 3x), ..., fm(x)}

xffxifx;‘;izl,2,3,...,n (6)

where F(X) is the m-dimensional objective vector, f; (X) is the ith objective to be
minimized, X is the decision vector and £2 is the feasible search space. A many-
objective based problem can be solved broadly in two approaches.



Swarm Intelligence in Multiple and Many Objectives Optimization ... 33

Preference ordering approach: This approach addresses the approximation/
optimization of many objective problems by including the techniques like reducing
the number of non-dominated points and assigning different ranks to non-dominated
points, without avoiding user preference information.

Objective Reduction Approach: In this approach by using linear or nonlinear
algorithms, the objectives are reduced from many to multi-objective. This leads to
higher search efficiency and lower computational cost.

As preference ordering approach is widely popular among the research commu-
nity, so our survey mostly concentrated on this approach only. This approach can be
broadly classified into two categories Pareto dominance based approach and non-
Pareto dominance based approach. The Pareto dominance based approach includes
the techniques like:

Modification of Pareto dominance: In this approach the selection pressure is
increased over the Pareto front by using the epsilon-dominance approach. The detail
procedure can be obtained from [15-18].

Introduction of different ranking method: In this method different ranks are
assigned to the non-dominated solutions by establishing different relations among
them. In this technique, different approaches like favour relation, average ranking
method, epsilon-dominance and fuzzy pareto dominance methods are widely used
[19-23].

Non-Pareto dominance based approach include techniques like indicator func-
tion [24-26, 28-30, 175], scalarizing function (a kind of weighted sum approach)
[31-37], and preference information [27, 38—44]. Out of the above three approaches
indicator function approach is widely used. There are a number of performance indi-
cator available to measure the quality of approximation to true Pareto front, such as
hyper volume, Ap, and R2. Hypervolume [45, 176] and Ap indicators are associated
with the drawback of high computational cost as the number of objective increases.
R2 indicator is associated with less computational cost. Therefore, our main concern
is to focus on this operator [46, 47]. R2 [48] indicator is defined as:

max

1
R2ND, U) = =07 > {w@@)) (7)
ueUnj eND

where, ND contains set of non-dominated solutions, U is set of utility functions. As
utility function is defined over the weight vector, hence further we can replace U
with W.

1 ni—zf
R2(ND, W) = —pp; (Zwew (’%”QND Tiellm Wi | T ))

_ 1 __max __max =g
=W (ZWeW ( menp | iell.,myWi | Zrad_x (8)
1

‘1
R
= W

Cmin(W) = —max(—W))

)

ni—z;

3T

™

min max R
Wew (;;E,VD ie(l,...myWi
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where, 7 is a lower bound of all the objective functions, zl'.’“d is an upper bound of
each objective function. The size of a weight vector and reference vector is equal to
number of objectives.

Now the non-dominated sorting can be done based on the utility function adopted.
The main objective is to group solutions that optimize the set of chosen utility func-
tions and place such solutions as top rank.

Such points then be removed and the 2nd rank will be formed. In this case

no-Pareto dominance is used. Now, the resultant rank equation is:
| o

where, By = {U, Rank,|d > 2,i < x < d} is the union of solutions with the lowest
ranks.

The computational steps which are used to measure the quality of a Pareto front
is given below.

*
ni_Zl'

Zrad —

— min max .
Rankd = UT’V) {ie{l,‘..,m}wl
i

eWTeND/B,

Steps:

1. Archive Pareto optimal set.

2. Define Utility function by defining weight vector.

3. Call Tchebycheff(); /I Tt calculates Tchebycheff value

4. Compare(); /I Comapair Techbycheff value of each optimal solution
with weight vector.

5. Rank solutions.

A small numerical example is illustrated to understand its efficiency and efficacy.

Problem (Weapon Target Assignment): In this problem the objective is to mini-
mize simultaneously the probability of shooting failure and the number of weapons
(or resources).

Figure 2, illustrates a typical Pareto front obtained to satisfy both the objectives.
Let us see the influence of R; indicators for ranking solutions.

The non-dominated solutions of the Pareto front are enumerated as ND =
{(1,25), (2,19), (3, 17), (4, 12), (5,9.5), (6, 8), (7,7.45), (8,6.35)}. Let take
weight vector W = {(0.1, 0.9), (0.4, 0.6), (0.6, 0.4), (0.9,0.1)}. The value of
z; and z;‘”d derived from the ND as (1, 6.35), and (8, 25) respectively. The
optimum Tchebycheff value of each solution calculated as: {0.1, 0.1285, 0.2284,
0.1817,0.1520, 0.0795, 0.0857, 0.1} (reported in Table2).

Now the ranking of the Pareto optimal solutions is made by comparing the Tcheby-
cheff value and the weight vector. Since, solution n; and ng has the same value,
therefore, the ranks of these two solutions can be computed using Manhattan norm.
For example n and ng has the same Tchebycheff value as 0.1, so by calculating the
Manhattan norm, we find that n8 has a lower value than n;. So, ng is better than n;.
If we see the Tchebycheff value from the Table2, we can assign Rank 1 to ng, n7 as
they are near to the weight vector value.
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Table 2 Tchebycheff value of Pareto optimal set

35

Pareto optimal set (ND) | Number of The probability of | Optimum
weapons (F) shooting failure (F,) | Tchebycheff value
n 1 25.00 0.1000
ny 2 19.00 0.1285
n3 3 17.00 0.2284
ny 4 12.00 0.1817
ns 5 09.50 0.1520
ne 6 08.00 0.0795
ny 7 07.45 0.0857
ng 8 06.35 0.1000

The rest of the paper is set out as follows: Sect.2 discusses the optimization
process of swarm intelligence in multiple conflicting objectives. A frame-work for
optimizing many objectives based on swarm intelligence is discussed in Sect. 3. The
study of swarm intelligence in EEG signal has been made in Sect. 4. Discussion and

future research direction are made in Sect. 5.

2 Swarm Intelligence for Multi Objective Problems

In this section, we discuss the effectiveness of ACO, PSO, and ABC for optimizing
multi-objective problems in Sect.2.1, 2.2, and 2.3 respectively.

w
(=]

25 1

Failure
[~ R ]
o w o

w
L

Probability of Shooting

o

4 5 6
Number of Weapons

Fig. 2 Pareto front of weapon-target assignment
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2.1 ACO for Multiple Objective Problems

Ant Colony Optimization [75] is a probabilistic metaheuristic technique in which
a colony of artificial ants cooperates in finding better solutions to any optimization
problem. Cooperation is the key element in the ACO. ACO algorithm can be used to
solve both static and dynamic combinatorial optimization problems. Static problems
are those problems in which the characteristics of the problems remain unchanged
throughout its solution procedure. Dynamic problems in which the instance data,
such as objective function values, decision parameters, or constraints, may change
while solving the problems. ACO algorithm can be used to solve a multi-objective
problem, in that case instead of one objective function two or three objectives func-
tions evaluates competing criteria of solution quality. The steps to be followed while
solving a problem using ACO can be enumerated as below:

Computational Steps:

1. The problem should be realized in the form of a weighted graph or sets of com-
ponents and transitions on which ant can build the solutions.

. Pheromone trails should be defined.

. Heuristic preference for the ant should be defined while constructing the solution.

. Choose a specific ACO algorithm and apply to the problem being solved.

. Tune the parameter of the ACO algorithm.

[ B SN OSI S

The quality of the solution explored by ACO depends on the probability of pro-
portion to the concentration of the pheromone. Where proportion of the pheromones
leads to the length of the route. Concentration of the pheromones shows the number
of ants used the route. The overall length of the route and the number of ants used
the route influence the amount of pheromones accumulated on the route. Table3
enumerates some of the variants of basic ACO algorithms.

Solving multiple-objective optimization problem (i.e., the number of objectives
<3) using ACO is known as a Multi Objective Ant Colony Optimization (MOACO).
On the other hand, solving problem with more than objectives (i.e., number of objec-
tives >3) is popularly known as many objective optimization problems. Let us discuss
some of the variants of MOACO.

In the last few years, many variants of algorithms are developed for handling
the multi-objective problem by using ACO. While going through the literature it
has noted that most of the multi objective algorithms are using the concept of Ant
Colony System, Max-Min ant system, AQ ant system, etc. A generalized framework
for MOACO is presented below:

Framework of MOACO:

. Initialize ‘n’ pheromone matrices by using Initialize Pheromone trails ().

. Make the archive of non-dominated solution empty at the beginning i.e., A =¢.
. Execute Build solution once for each ‘m’ number of ants.

. ‘m’ solution obtained at ‘t’ iteration is stored in s (t).

. Update the Archive by considering s (t) and A and executing Archive update().

DN B W N =
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Table 3 Variants of ACO algorithms
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Name of | Authors and | Pheromone Technique adopted Application
the ACO | year update rule area
variant
Ant Dorigoetal. |7 = 1. Local pheromone update | Travelling
colony 1991 [201] (I —@)tij + @70 | technique. 2. Diversity in salesman
systems the search performed by problem
(ACS) subsequent ants during (TSP)
iterations. 3. Pseudo
random proportional rule
Max-min | Stutzle [179, |7; = 1. The best ant only update | Quadratic
ant 180] Tij + Azif;,f” the pheromone trials. assignment
systems 2. Value of the pheromone | problem
is bounded. Zmax and Zmin
that is lower and upper
bounds are decided on the
basics of analytical
consideration
Elitist ant | Colornietal. | 7;;(z +1) = Global solution deposits Quadratic
system 1992 [202] pTij(t) + Atij + | pheromone on every assignment
Ar;;. iteration along with all problem
other ants
Ant Q Gambardella | 79 = It involves multiple agents. | Irregation
et al. 1999 ymax ;i {rij} | These agents communicate,
[54] exchange information in the
form of AQ-values
Rank Bullnheimer | 7;; (¢t + 1) = Solutions are ranked TSP
based ant | et al. 1997 pTij(t) + At + | according to the density of
system [203] At;; the pheromone deposited
for each solution
Best- Cordonetal. |7; = 7;; + At;; | It uses pheromone TSP
worst ant | 2000 [204] evaporation and best-worst
system pheromone updating

6. As per the new set ‘A’ of non-dominated solution, all the pheromone matrices are
updated by considering objective values. Finally, after max iterations the archived
set of non-dominated solution returned and can be found on the Pareto front.

In ACO, a MOP can be handled broadly in two different ways in ACO approach,
by using multiple colonies or by using single ant colony [49, 152, 171, 173, 174,
177]. In later case, the pheromone matrix can be a single matrix for all objectives or
multiple matrices. If they use multiple matrixes then an aggregation operation has to
be carried out by weighted sum approach or weighted average or random approach.
On the other hand if a multi-objective problem is handled using multiple ant colony
then all the colonies can have a common pheromone information or according to
the number of objectives each colony will have to be provided with that number of
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| MOACO |

Deals with
v A 4
Single Ant Colony Multiple Ant Colony
v
A 4 ¥ A 4
single Matrix Multiple Matrices One Pheromone Multiple pheromone
(Aggregate Information to all information to each
Pheromone) colonies colony
L 4 h 4
Weighted Weighted Random

Sum Average

Fig. 3 Pictorial representation of different ways to handle MOP in ACO

pheromone information. A pictorial representation of handling a MOP in ACO is
given in Fig. 3.

Most of the MOACO algorithms differ w.r.t. techniques adopting for pheromone
trails updating, and definition of heuristic factor. Chaharsooghi and Kermani [50],
have proposed a MOACO for handling multi objective resource allocation prob-
lem [181], in this algorithm they have increased the learning of ants and updated
pheromone rules by simplifying probability calculations. Mariano and Morales
[51, 178], have developed a MOACO by incorporating the reward mechanism in
AQ ant algorithm for design of water distribution irrigation network. By, consider-
ing the pheromone updating technique Iredi et al. [52], have proposed a MOACO
known as Bicriterion ANT for handling vehicle routing problem. Doerner et al. [53]
proposed a Pareto based ACO algorithm for handling MOP known as P-ACO, he
handled the MOP under the category of Pheromone trail matrix. Gambardella et al.
[54] proposed a MOACO for handling vehicle routing problem with time window, in
this they used the rank based approach with respect to the objectives, the MOACO is
known as MACS-VRPTW. To handle multi-objective issues in a network MONACO
is also proposed. Doerner et al. [55] proposed a COMPET ants MOACO to handle
transportation problem. Gravel et al. [56], have suggested Multiple Objectives ACO
Metaheuristics (MOACOM) for handling scheduling problems. Ali et al. [57], have
proposed a MOACO for load balancing of distributed systems based on multiple
ant colony optimization. Lopez-Ibanez and Stutzle [58, 59], have proposed a general
framework by considering some MOACOs, which facilitates automatic configuration
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of algorithms for handling multi-objective problems. Few frequently used MOACO
algorithms are analyzed and summarized in Table 4.

While discussing several MOACO algorithms in the literature, it has found that
there are some key parameter exists which can take different values at different situa-
tions. One of such parameter is heuristic matrix this can take a single or multiple value
in an algorithm. If the MOACO uses an aggregation method for pheromone update
then it can take the form of weighted product, weighted sum or random. The setting
of the weights can be done in a dynamic manner while solving the problem or it can
be taken fixed value throughout the process. Evaluation of the solution can be Pareto
based or non Pareto based. The archive Pareto can be maintained offline, online,
or elitist. Some algorithms also don’t maintain an archive. The pheromone matrix
used by the ant can be a single matrix or multiple matrices. Individual pheromone
updating can be done for each ant or global updating procedure can be adopted.

2.2 PSO for Multiple Objective Problem

Particle Swarm Optimization [172, 197] is a population-based search algorithm based
on the simulation of the social behavior of birds within a flock. Kennedy and Eberhart
[60] originally proposed the PSO algorithm for single objective optimization. As a
basic principle, in PSO, a set of randomly generated particles in the initial swarm
are flown (have their parameters adjusted) through the hyper-dimensional search
space (problem space) according to their previous flying experience. Changes to the
position of the particles within the search space are based on the social, psychological
tendency of individuals to emulate the success of other individuals. Each particle
represents a potential solution, to the problem being solved. The position of a particle
is determined by the solution, it currently represents. The position of each particle
is changed according to its own experience and that of its neighbors. These particles
propagate towards the optimal solution over a number of generations (moves) based
on larger amount of information about the problem space that is assimilated and
shared by all members of the swarm. The PSO algorithm finds the global best solution
by simply adjusting the trajectory of each individual toward its own best location
(pbest) and the best particle of the entire swarm (gbest) at each time step (generation).
In this algorithm, the trajectory of each individual in the search space is adjusted
by dynamically altering the velocity of each particle according to its own flying
experience and the flying experience of the other particles in the search space.

The position and velocity vector of the ith particle in the d-dimensional search
space can be expressed as Y? = (X1, Xj2, ..., Xijq) and 71) = Vi1, Vi2s -+, Vid)
respectively. According to a user defined fitness function, the best position of each
particle (which corresponds to the best fitness value obtained by that particle at

time t) is E) = (pi1, Pi2, - - - » Pid), denoted as pbest and the fittest particle found
so far in the entire swarm is ﬁ; = (Pg1, Pg2+ - - -» Pgd), denoted as gbest. Then the

new velocities and the new positions of the particles for the next fitness evaluation
are calculated at time ¢ + 1 using the following two self-updating equations:
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via(t + 1) = wviq(t) + crrand; ) (pia () — xiq(t) + corandr () (pga(t) — xiq(t))
(10)
and,
Xig(t +1) = x;q(t) + via(t) (1T)

The pseudo-code for a basic PSO algorithm for single objective optimization is
illustrated below:

Begin
Parameter settings and initialization of swarm.
Evaluate fitness and locate the leader (i.e., initialize ppes; and gpest)-
I=0 /I'T = Tteration count
While (the stopping criterion is not met, say, I < Imax)
Do
For each particle
Update velocity (flight) and position as per Egs. 10 and 11.
Evaluate fitness
Update Pbest
End For
Update leader (i.e., gpesr)
I++
End While
End

First, the swarm is initialized. This initialization includes both positions and veloc-
ities. The corresponding ppess of each particle is initialized and the leader is located
(the gpesr solution is selected as the leader). Then, for a maximum number of itera-
tions, each particle flies through the search space updating its position (using equa-
tions) and its ppes and, finally, the leader is updated too. Based on the nature of the
problem (Discrete/Continious), influence of parameters (towards exploration and
exploitation), number of swarms, and combination with other heuristic methods, the
PSO algorithms are classified as follows:

Discrete/Binary PSO: Kennedy and Eberhart [60, 154] immediately after propos-
ing the framework for particle swarm optimization have given an alternative algo-
rithm to operate on discrete binary variables. In this binary version, the trajectories
are changes in the probability that a coordinate will take on a zero or one value.
The binary PSO can handle the discrete optimization problems. There are different
types of Binary PSO available in the literature like PSOLS, DPSO, CPSO, PBPSO
(Table5).

Adaptive PSO: Shi and Eberhart [61] after doing an empirical study over PSO,
by using four different benchmark functions suggested a self-adapting strategy for
adjusting the inertia weight to overcome the disadvantage that PSO may fail to find
the required optima in cases when the problem to be solved is too complicated and
complex. There are different types of adoptive PSO’s like APSO, MPSO, AsCFPSO,
APSO, ACPSO, etc. are reported in the literature (Table 6).
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Table 5 List of discrete/binary PSO
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Authors Year Algorithm Application area
Lio et al. [182] 2005 Particle swarm Flow shop
optimization using local scheduling
search (PSO-LS)
Correa et al. [183] 2006 Discrete PSO (DPSO) Attribute
selection
Wang [184] 2007 Discrete PSO (DPSO) Knapsack
problem
Jarboui et al. [185] 2007 Combinatorial PSO Resource
constraint project
scheduling
Zhen et al. [186] 2008 Probability based binary WEGD problem
PSO (PBPSO)
Table 6 List of adoptive PSO
Authors Year Algorithm Technique
Carlsie and Dozier | 2000 Each particle to reset its record of its

[187]

best position as the environment

changes

Zhang and Liu [188] | 2005 APSO

Adjusts the parameters automatically,
based on the fitness values of
particles during the optimization
process.

Zhen et al. [189] 2007 Modified PSO (MPSO)

Present a new adaptive mutation
particle swarm optimizer, which is
based on the variance of the
population’s fitness

Adaptive simple PSO
with constriction factor

Used the concept of chaotic map

Used the concept of elitist learning

Chunxia and 2008

Youhong [190]
(AsCFPSO)

Zhan et al. [191] 2009 APSO

Hongwu [192] 2009 Adaptive chaotic PSO
(ACPSO)

Applies a short term chaotic search to
the best particle in the iteration

Multi-swarm PSO: Bergh and Engelbrecht [62], have proposed a variation on
the traditional PSO algorithm, called the cooperative particle swarm optimizer, or
CPSO, employing cooperative behavior, to significantly improve the performance of
the original algorithm. This is achieved by using multiple swarms to optimize the
different components of the solution vector cooperatively. Different Multi-swarm
PSO are CPSO, Dual PSO, and MSBPSO (Table 7).

Hybrid PSO: This method combines different techniques to make the PSO
algorithm more smatter. Some the hybrid PSO algorithms are: DPSO, SCEPSO,

PSOwSA, OPSO, NF-PSO, ESCA (Table 8).
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Table 7 List of multi-swarm PSO

Authors Year Algorithm Technique
Bergh and 2004 Cooperative particle swarm Potter’s technique
Engelbrecht [62] optimizer (CPSO)
Jian et al. [193] 2008 Dual PSO The stochastic ranking
algorithm is employed

Li and Xiao [194] 2008 Multi-swarm and multi-best Aggregation

particle swarm optimization

(MSBPSO)

Table 8 List of hybrid PSO
Authors Year | Algorithm Basic components Application area
Ling et al. [195] 2005 | DPSO DPSO + SA Vehicle routing problem

Pan et al. [196] 2006 |SCEPSO & |EA + PSOPSO + | Bench mark functions
PSOwWSA SA

Tian and Li [198] |2009 | NFPSO FLC 4 PSO System performance
Lung and 2009 | ESCA EA + PSO Moving peaks
Dumitrescu [199] benchmark (MPB)

Mousa et al. [200] | 2012 | Hybrid PSO |LS 4 GA + PSO Bench mark functions

The relative simplicity of PSO and the population-based technique as well as the
information sharing mechanisms associated with PSO, makes it a natural candidate
for solving multiple and many objective problems by redefining the notion of the
guide. Let us discuss PSO for multi-objective optimization problem.

The two basic PSO equations restrict additional heuristics related to the real-world
problem to be incorporated into the algorithm. Thus, PSO in its basic form will not
perform well in searching complex multi-objective solution spaces, which are the
case for many complex real world scenarios. Changing a PSO to a MOPSO requires
a redefinition of guide, in order to obtain a front of optimal solutions (Pareto front).
In MOPSO, the Pareto optimal solutions are used to determine the guide for each
particle. In order to apply the PSO strategy for solving multi-objective optimization
problems, the original scheme has to be modified. The algorithm needs to search
a set of different solutions (the so-called Pareto front) instead of a single solution
(as in single objective optimization). We need to apply (MOPSO) to search towards
the true Pareto front (non-dominated solutions). Unlike the single objective particle
swarm optimization, the algorithm must have a solution pool to store non-dominated
solutions found by searching upto stopping criterion (say, upto iteration /max). Any
of the solutions in the pool can be used as the gbest particle to guide other particles
in the swarm during the iterated process. The plot of the objective functions whose
non-dominated solutions are in the solution pool would make up for the Pareto front.
The basic MOPSO algorithm can be stated as below:
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Begin

Parameter settings and initialize swarm

Evaluate fitness and initialize leaders in a leader pool or external archive

Archive the top best leader from the external archive through evaluation of some sort
of quality measure for all leaders.

I=0 //' T = Iteration count
While (the stopping criterion is not met, say, I < Imax)
Do

For each particle
Select leader in the external archive
Update velocity
Update position
Mutate periodically /*optional */
Evaluate fitness
Update pbest
End For
Crowding of the leaders
Update the top best into the external archive
I=1+1.
End While
Report results in the external archive
End

In the above general MOPSO algorithm, first the swarm is initialized. Then, a set
of leaders is also initialized with the non-dominated particles from the swarm. This
set of leaders is stored in an external archive. Later on, some sort of quality measure
is calculated for all the leaders in order to select, usually one leader for each particle
of the swarm. At each generation, for each particle, a leader is selected and the flight
is performed. Most of the existing MOPSOs apply some sort of mutation operator
after performing the flight. Then, the particle is evaluated and its corresponding
Prest 18 updated. A new particle replaces its pbest particle usually when this particle
is dominated or if both are incomparable (i.e., they are both non-dominated with
respect to each other). After all the particles have been updated, the set of leaders is
updated, too. Finally, the quality measure of the set of leaders is re-calculated. This
process is repeated for a certain fixed number of iterations.

Coello and Lechuga [63] extended PSO to deal with multi-objective optimization
problems using the similar approach of Pareto dominance to determine the flight
direction of a particle and their MOPSO algorithm maintains previously found non-
dominated vectors in a global repository (secondary memory) that is later used by
other particles to guide their own flight. Their approach is population based as well
as geographically based to maintain diversity. Fieldsend and Singh [64] utilize the
dominated tree data structure to enable the selection of an appropriate Pareto archive
member to act as the global best for any given particle and also maintains a local set of
best solutions for each swarm member. They have demonstrated that this approach
is significantly better than the method used by Coello and Lechuga [63] and also
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PAES derived from the unified model proposed by Laumanns et al. [65]. They have
demonstrated that by including a stochastic turbulence variable within MOPSO, its
performance has been significantly increased. Even though Coello and Lechuga [63]
maintain an archive of global best solutions, Fieldsend and Singh [64] pointed out
that there is a better way to select from this archive than by simple density based
selection. Thus, they have included a new data structure called dominated tree, as this
data structure facilitates rapid selection of an appropriate archive member for their
new MOPSO method. Hu and Eberhart [66] attempt to optimize MOPSO having two
objectives through the a priori knowledge of the test function properties. Parsopoulos
and Vrahatis [67] introduced two methods to optimize MOP having two objectives.
One uses a weighted aggregate approach and another is loosely based on Schaffer’s
MOEA [68] i.e. vector evaluated PSO (VEPSO) method. The second method—the
vector evaluated particle swarm optimizer (VEPSO) of Parsopoulos and Vrahatis
[67] uses one swarm for each objective. According to them, the best particle of the
second swarm is used to determine the velocities of the first swarm (act as its global
best), and vice versa. Mostaghim and Teich [69] introduce a new method called sigma
method for finding best local guides for each particle of the population from a set
of Pareto optimal solutions. According to them, such a technique has a great impact
on the convergence and diversity of solutions, especially when optimizing problems
with a high number of objectives. The sigma method which uses clustering techniques
for fixing the archive size has a better computational time, diversity and covergence
than the dominated tree method of Fieldsend and Singh [64] and strength pareto evo-
lutionary algorithm (SPEA). Coello et al. [70] proposed an improved version of the
MOPSO algorithm in which they have added a constraint handling mechanism and
a mutation operator that considerably improves the exploratory capabilities of their
original algorithm. Their MOPSO is validated using several standard test functions
reported in the specialized literature. They have compared this improved MOPSO
algorithm against three highly competitive evolutionary multi-objective (EMO) algo-
rithms, NSGA-II and PAES. Fieldsend [71] compare a number of selection regimes
for the choosing of global best (gbest) and personal best (pbest) for swarm members
in MOPSO. He has shown two distinct gbest selection techniques, one that does not
restrict the selection of archive members and the other with distance based gbest
selection techniques. According to him, these two methods promote two types of
search. He has also described the potential problem of particle clumping in MOPSO.
Ray and Liew [72] propose an algorithm which uses Pareto dominance and combines
concepts of evolutionary techniques with the particle swarm. Pulido and Coello [73]
use the concept of Pareto dominance to determine the flight direction of a particle.
The authors adopt clustering techniques to divide the population of particles into
several swarms. This aims to provide a better distribution of solutions in decision
variable space. This approach does not use an external archive since elitism in this
case is an emergent process derived from the migration of leaders.

Mostaghim and Teich [74] propose particle swarm inspired evolutionary algorithm
(PSEA) which is a hybrid between PSO and an evolutionary algorithm. The main
aim is to use EA operator (mutation, for example) to emulate the workings of PSO
mechanisms. Different methods for selecting and deleting particles (leaders) from the
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archive are analyzed to generate a satisfactory approximation of the Pareto front. The
authors provide some statistical analysis in order to access the impact of each of the
parameters used by their approach. Li [76] proposes an approach which incorporates
the main mechanisms of the NSGA-II of Deb et al. [77] to the PSO algorithm. In
this approach, once a particle has updated its position, instead of comparing the new
position only against the pbest position of the particle, all the pbest positions of
the swarm and all the new positions recently obtained are combined in just one set
(given a total of 2N solutions, where N is the size of the swarm). Then, the approach
selects the best solutions among them to conform the next swarm (by means of a
non-dominated sorting). The author doesn’t specify which values are assigned to
the velocity of pbest positions, in order to consider them as particles. This approach
also selects the leaders randomly from the leaders set (stored in an external archive)
among the best of them, based on two different mechanisms: a niche count and a
nearest neighbor density estimator. This approach uses a mutation operator that is
applied at each iteration step only to the particle with the smallest density estimator
value (or the largest niche count). Sierra and Coello [78] propose an approach which
is based on Pareto dominance and the use of a nearest neighbor density estimator for
the selection of leaders (by means of a binary tournament). This proposal uses two
external archives: one for storing the leaders currently used for performing the flight
and another for storing the final solutions.

Ho et al. [79] propose a novel formula for updating velocity and position of par-
ticles, based on three main modifications to the known flight formula. The authors
introduce a craziness operator in order to promote diversity within the swarm. The
craziness operator is applied (with certain probability) to the velocity vector before
updating the position of a particle. Finally, the authors introduce one external archive
for each particle and one global external archive for the whole swarm. The archive
of each particle stores the latest Pareto solutions found by the particle and the global
archive stores the current Pareto optimal set. Every time a particle updates its posi-
tion, it selects its personal best from its own archive and the global best from the
global archive. In both cases, the authors use a roulette selection mechanism based
on the fitness values of the particles and on an age variable that the authors introduce
and that is increased at each generation. Villalobos-Anias et al. [80] propose a new
mechanism to promote diversity in multi-objective optimization problems. Although
the approach is independent of the search engine adopted, they incorporate it into the
MOPSO proposed in Coello et al. [70]. Salazar-Lechuga and Rowe [81] propose an
approach whose main idea is to use PSO to guide the search with the help of niche
counts to spread the particles along the Pareto front. The approach uses an external
archive to store the best particles (non- dominated particles) found by the algorithm.
Since this external archive helps to guide the search, the niche count is calculated for
each of the particles in the archive and the leaders are chosen from this set by means
of a stochastic sampling method (roulette wheel). Also, the niche count is used as
a criterion to update the external archive. Each time the archive is full and a new
particle wants to set in, its niche count is compared with the niche count of the worst
solution of the archive. If the new particle is better than the worst particle, then the
new particle enters into the archive and the worst particle is deleted. Niche counts are
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updated when inserting or deleting a particle from the archive. Janson and Merkle
[82] proposed a hybrid particle swarm optimization algorithm for multi objective
optimization, called ClustMPSO. ClustMPSO combines the PSO algorithm with
clustering techniques to divide all particles into several sub-swarms. For this aim,
the authors use the K-means algorithm. Each sub-swarm has its own non-dominated
front and the total non-dominated front is obtained from the union of the front of all
the sub-swarms. Lewis [83] has proposed a novel MOPSO algorithm called LoCost
algorithm through some modification in the velocity updating equation of the conven-
tional PSO algorithm based on an extension of the concepts of spatial social networks
using a model of the behavior of particular types of swarms known as crickets and
locusts. He observes that the proposed algorithm has performed quite comparably
to a conventional MOPSO algorithm in terms of convergence, and has achieved
appreciably greater coverage of the approximation to the Pareto-front. Leong and
Yen [84] present the improvement of two design components (swarm growing strat-
egy and objective space compression and expansion strategies) from the existing
multiple swarm MOPSO, namely dynamic swarm in multi-objective particle swarm
optimization (DSMOPSO). The multiple-swarm concept has been incorporated into
PSO to yield more efficient and effective designs, especially in enhancing the popula-
tion diversity, and to counter PSO’s tendency in undesirable premature convergence.
Lewis and Ireland [85] have proposed an approach of hybridizing a multi-objective
optimization method and subsequent single-objective search has been proposed as a
means to automate the process of solution selection from the set of Pareto-optimal
solutions typically delivered.

Cagnina et al. [86] have proposed a hybrid particle swarm approach called sim-
ple multi-objective particle swarm optimizer (SMOPSO) which incorporates Pareto
dominance, an elitist policy, and two techniques to maintain diversity: a mutation
operator and a grid which is used as a geographical location over objective func-
tion space. Laura and Mihai [87] have proposed a hybrid technique that combines
a genetic algorithm (GA) and a PSO algorithm. Each GA chromosome is an array
encoding a meaning for updating the particles of the PSO algorithm. The evolved
PSO algorithm is compared to a human-designed PSO algorithm by using ten arti-
ficially constructed functions and one real-world problem. The model proposed in
this paper is divided into two levels: a macro level and a micro level. The macro level
is a GA algorithm that evolves the structure of a PSO algorithm. For this purpose, a
particular function is used as a training problem. The micro level is a PSO algorithm
used for computing the quality of a GA chromosome from the macro level. The
array of integers encoded into a GA chromosome represents the order of update for
particles used by a PSO algorithm that solves a particular problem. Goldberg et al.
[88] present a particle swarm optimization algorithm for the multicriteria constrained
minimum spanning tree problem. The operators for the particle’s velocity are based
upon local search and path-relinking approaches. In path-relinking approach, a veloc-
ity operator is developed and utilized when a particle goes toward the position of
another particle. For the iterations where a particle follows its own way, a local search
procedure is used. Ho et al. [89] proposes a novel intelligent multi-objective parti-
cle swarm optimization (IMOPSO) to solve multi-objective optimization problems.
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Koppen and Veenhuis [90] introduce a new approach to multi-objective particle
swarm optimization. The approach is based on the recently proposed Fuzzy-Pareto-
Dominance (FPD) relation. Chiu et al. [91] present a local guide assignment strat-
egy for MOPSO called cross searching strategy (CSS) which will distribute suitable
local guides for particles to lead them toward the Pareto front and also keeping a
diversity of solutions. A disturbance operation is also introduced to enhance the par-
ticle’s searching ability to avoid local search. Peng and Zhang [92] have studied the
application of PSO techniques to multiobjective optimization using decomposition
methods. A new decomposition-based multi-objective PSO algorithm is proposed,
called MOPSOID. It integrates PSO into a multi-obejective evolutionary algorithm
based on decomposition (MOEAID). Like MOEAID, each particle in MOPSOID car-
ries one unique weight vector. Therefore, each particle has an unique search direction
defined by its weight vector. Padhye et al. [93], have reviewed the several propos-
als for guide selection in multiobjective particle swarm optimization (MOPSO) and
compare them with each other in terms of convergence, diversity and computational
times. The new proposals made for guide selection, both pbest and gbest, are found
to be extremely effective and perform well compared to the already existing meth-
ods. The combination of various selection methods is also studied and it turns out
that there exist certain combinations which yield an overall superior performance
outperforming the others. Cabrera and Coello [94] present a multi-objective particle
swarm optimizer (MOPSO) which is characterized for using a very small population
size so that it requires a very low number of objective function evaluations (only 3000
per run) to produce reasonably good approximations of the Pareto front of problems
of moderate dimensionality.

The proposed approach first selects the leader and then selects the neighbor-
hood for integrating the swarm. The leader selection scheme adopted is based on
Pareto dominance and uses a neighbors’ density estimator. Additionally, the pro-
posed approach performs a re-initialization process for preserving diversity and uses
two external archives: one for storing the solutions that the algorithm finds during
the search process and another for storing the final solutions obtained. Furthermore,
a mutation operator is incorporated to improve the exploratory capabilities of the
algorithm. Wang and Yang [95] extend the NSGA-II-MOPSO algorithm, which is
based on the combination of NSGA-II and multi-objective particle swarm optimizer
(MOPSO) for unconstrained multi-objective optimization problems, to accommo-
date constraints and mixed variables. In order to utilize the valuable information
from the objective function values of infeasible solutions, a method called M+1
non-dominated sorting is proposed to check the non-domination levels of all infea-
sible solutions. Integer and discrete variables are dealt with using a method called
stochastic approximation.

Goh et al. [96] propose a competitive and cooperative co-evolutionary approach
to be adapted for multi-objective particle swarm optimization algorithm design. It
appears to have considerable potential for solving complex optimization problems by
explicitly modeling the co-evolution of competing and cooperating species. The com-
petitive and cooperative co-evolution model helps to produce the reasonable prob-
lem decompositions by exploiting any correlation and interdependency among the



Swarm Intelligence in Multiple and Many Objectives Optimization ... 49

components of the problem. Each sub-swarm is assigned a probability of representing
a particular variable and only two sub-swarms, the current sub-swarm and compet-
ing sub-swarm compete for the right to represent any variable at any one time. Tsai
etal. [97] propose an improved multi-objective particle swarm optimizer with propor-
tional distribution and jump improved operation, named PDJI-MOPSO, for dealing
with multiobjective problems. PDJI-MOPSO maintains diversity of new found non
dominated solutions via proportional distribution, and combines the advantages of
wide ranged exploration and extensive exploitation of PSO in the external reposi-
tory with the jump improved operation to enhance the solution searching abilities of
particles.

Zheng and Liu [98] propose a hybrid vertical mutation and self-adaptation based
MOPSO (VMAPSO) to overcome the disadvantages of existing MOPSOs. Wang
and Yang [99] use a new optimality criterion based on preference order (PO) scheme
to identify the best compromise in multi-objective particle swarm optimization
(MOPSO). Preference order is a generalization of Pareto optimality. It provides
a way to designate some Pareto solutions superior to others when the size of the
non-dominated solutions set is very large. To find the “best compromise”, the non-
dominated solutions are ranked according to PO. The ranking procedure can be sum-
marized in three steps: (i) identify the combinations of all subsets to m objectives;
(i1) assign the order to all non-dominated solutions for each combination of all subsets
based on PO; and (iii) identify the “best compromise” in all non-dominated solutions
according to their order. The proposed algorithm is quite effective in maintaining the
diversity of the solutions.

2.3 ABC for Multiple Objective Problem

ABC is one of the swarm based meta-heuristic algorithm introduced by Karaboga in
2005. Tt is based on the model proposed by Tereshko and Loengarov [100], Mishra et
al. [14]. It is motivated by the intelligent behavior of honey bees. Honey bees are one
of the interesting swarm in nature. They have the skills like photographic memories,
space-age sensory, and navigation systems. Honey bees are social insects who live
in colonies. There are three kinds of bees in a colony: queen, drones, and workers.
Queen bee has the largest living years. She is the only egg laying female who is the
mother of all the members of the colony. When the colony is lack of food sources,
the queen produces new eggs. If the colony becomes too crowded, the queen stops
laying. Drones are the father of the colony. They are produced from the unfertilized
eggs; their life span is about six months. The main task of the drones is to fertilize
with the queen. Workers have the task of collecting food, storing it, removing dead
bees, ventilate the hive and give protection to the hive. The task of a worker bee is
based on its age and the needs of the colony (Table9).

At the initial stage the algorithm was used for numerical optimization, but later on
it is widely used for combinatorial optimization and also for constraint and uncon-
strained function optimization problems. In the ABC location of food source rep-
resents a possible solution to the problem and the nectar amount of a food source
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Table 9 Application of MOPSO on different discipline

Author Number of objectives | Problem solved

Chauhan et al. [101] 2 Power system

Falcon et al. [102] 2 Clustering

de Carvalho et al. [103] 3 Fault prediction

Martin et al. [104] 2 Ultra wide band

Pang and Chen [105] 2 Signal processing

Hazra and Sinha [106] 2 Congestion management in
power system

Qasem and Shamsuddin [107] 2 Medical

Pindoriya et al. [108] 2 Portfolio management

Sha and Lin [109] 2 Job scheduling

Wang and Singh [110] 2 Power sector

Montalvo et al. [111] 2 Water distribution

Liu [112] 2 Calibaration of rain fall

Zhang and Liu [113] 2 Power system

Caietal. [114] 2 Environment & Economics

Ganguly et al. [115] 2 Electrical distribution
system

Sankaran and Manne [116] 2 Channel equalization

corresponds to the quality of the solution. A general framework of ABC is presented
below.

Framework of ABC:

Initialize the population of solution x;;.
Evaluate the population

Cycle=1

Repeat

Produce new solutions (food source positions) v;;, in the neighborhood of x;;
for the employed bees v;; = x;; + ¢;;(x;; — xx;) and evaluate
Apply the greedy selection process between x; and v;
Calculate probability values P; for the solutions x; by means of their fitness
value as

fiti

P=——
SN ..
2o fiti
Calculate the fitness value of solutions

1 P
fity = 5 £z 0
1+abs(f;) iffi<O
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Table 10 Control parameter

. Parameter Meaning

in ABC — -
Population size Number of solutions
Termination condition Maximum number of

cycles/maximum CPU time/if
the onlooker bees converge
faster

Number of employed bees | Number of food sources in the
hive

Normalize P; values into [0, 1]

Produce the new solutions v; for the onlookers from the solutions x; selected
depending on P; and evaluate them

Apply the greedy selection process for the onlookers between x; and v;
Determine the abandoned solution, if exists and replace it with a new randomly
produced solution x; for the scout using the equation

xij =minj +rand(0, 1) x (max; — min;)

Memorize the best food source position (solution) achieved so far
Cycle =cycle + 1
Until cycle = Maximum Cycle Number (MCN)

The ABC algorithm is simple, easy to implement, has few control parameters
and mostly robust in nature so, it is widely used for a single objective optimization
problem. Due to the aforesaid qualities of ABC, like other multi-objective heuristic
algorithms, it can be extended to multi and many objective domains [14, 129]. Let
us discuss some of the variants of MOABC (Tables 10 and 11).

In the last few years ABCis being used widely for solving multi criterion problems.
It has been the point of attraction for the researchers due to its characteristics like use
of less number of control parameter and its simplicity. The basic MOABC algorithm
can be stated as below:

The basic MOABC algorithm can be stated as below:

1.Cycle=1
2. Initialize the food source positions (solutions) x;,i = 1,..., SN
3. Evaluate the nectar amount (fitness fit;) of food sources
4. The initialized solutions are sorted based on nondomination
5. Store nondominated solutions in the external archive (EA)
6. Repeat
7. Onlooker Bees’ Phase
For each onlooker bee
Randomly chooses a solution from EA
Produce new solution vi by using comprehensive learning strategy
Calculate the value fiti
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Table 11 Popular ABC algorithms

Author Year Application area

Karaboga [117] 2005 Numerical optimization
Teodorovic and Dell [118] 2005 Ride matching problem/transportation problem
Wedde and Farooq [119] 2005 Mobile adhoc N/W

Drias and Yahi [120] 2005 MAX-W-SAT problem
Chong et al. [121] 2006 Job shop scheduling
Quijano and Passino [122] 2007 Resource allocation problem
Karaboga and Akay [123] 2009 Engineering design problem
Karaboga and Ozturk [124] 2009 Neural network training
Karaboga [125] 2009 Image processing

Karaboga and Ozturk [126] 2011 Data clustering

Xu and Duan [127] 2010 Image processing

Yu et al. [128] 2013 Test functions

Apply greedy selection mechanism to decide which solution enters EA
End For
8. The solutions in the EA are sorted based on nondomination
9. Keep the nondomination solutions of them staying in the EA
10. If the number of nondominated solutions exceeds the allocated size of the EA,
then use crowding distance to remove the crowded members
11. Cycle = cycle + 1.
12. Until (cycle = Maximum Cycle Number)

In 2011 Zou et al. [130] proposed a Multi-objective Artificial Bee Colony
(MOABC) which allows the ABC algorithm to deal with multi-objective optimiza-
tion problems. It is based on non-dominated sorting strategy [131] and used the
concept of Pareto dominance [132, 133] to determine which solution vector is better.
In addition, it uses an external archive to maintain non-dominated solution vectors.
Akbari et al. [133] proposed a MOABC (encouraged from their earlier work [133,
134]), which utilizes different types of bees (i.e., employed bees, onlookers, and
scouts) and a fixed-sized archive to maintain the good solutions. To maintain the
archive they have used an e-dominance method. The MOABC method is constituted
of five parts: Initialization, Send Employed Bees, Send Onlooker Bees, Send Scout
Bees and Update the archive. They tested MOABC over unconstrained and constraint
based test functions and concluded that MOABC successfully solves the functions
and obtains first rank among all other optimization algorithms (Table 12).

Akbari et al. [133] concluded that the MOABC can obtain better performance by
increasing the number of individuals in the population and the number of iterations.
The effectiveness of the MOABC depends on two factors: a population of different
bee types with an efficient decision making process, and a grid for controlling the
diversity over the external archive. In 2011, Omkar et al. [129] employed the concept
of Vector Evaluated Artificial Bee Colony (VEABC), a variant of the classic ABC for
multi-objective design optimization of composite structure, which proves to be very
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Table 12 Enlist of MOABC algorithms

Name of MOABC| Authors and year Technique Application domain | Number of
objectives
MOABC Zou et al. 2011 Pareto based Test functions 2
MOABC Akbari et al. 2012 | Pareto based, grid | Test functions 2
approach
VEABC Omkar et al. 2011 | Pareto based Composite structure | 2
EPABC Wang et al. 2012 Pareto based Job shop scheduling | 3
BCMO Xinyi et al. 2012 Pareto based Test functions 2
A-MOABC/PD Bahriye 2013 Non Pareto Test function 2
A-MOABC/NS Bahriye 2013 Non Pareto Test function 2
S-MOABC/NS Bahriye 2013 Non Pareto Test function 2
ICABCMOA Zhou et al. 2013 Pareto based Test function 2

appropriate for structural problems. In 2012, Xinyl et al. [135] proposed an artificial
Bee Colony algorithm for Multi-objective Optimization problems (BCMO) by intro-
ducing the concept of Pareto sorting operation and Pareto dominance approach. By
using the effective decoding scheme, hybrid initialization strategy and by using the
exploration and exploitation ability of ABC Zhou et al. [136] proposed an MOABC
for handling Multi-objective job shop scheduling problem. Wang et al. [137] pro-
posed an enhanced Pareto based artificial bee colony algorithm EPABC for solving
multi-objective flexible job shop scheduling problem. Based upon synchronous and
asynchronous models using Pareto dominance and non dominated sorting Akay [138]
proposed three MOABC named as asynchronous multi-objective ABC using only
Pareto dominance rule (A-MOABC/PD), asynchronous multi-objective ABC using
non-dominated sorting procedure (A-MOABC/NS) and synchronous multi-objective
ABC using non- dominated sorting procedure (S-MOABC/NS). By considering sev-
eral parameters like inverted general distance, spread performance metrics and run-
ning time, etc. and came to a conclusion that S-MOABC/NS is more scalable and
efficient in comparison to other two algorithms. To increase the search efficiency
in ABC Zhou et al. [139] proposed Immune based Chaotic Artificial Bee Colony
Multi-objective Optimization Algorithm (ICABCMOA). In this approach in order to
meet the requirements of Pareto based approaches they defines a new fitness based
function based on the dominated number. They have used a high dimension chaotic
method based on tent map to increase the search efficiency.

From the above discussion, it is derived that the MOABC with properties such
as an effective trajectory adjusting strategy, and an efficient way for maintaining
the diversity over the Pareto front, can be used as an alternate way for optimizing
multiple and many objective problems.
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3 Swarm Intelligence for Many Objective Optimization

Recall that population based swarm intelligence techniques are one of the active
research areas in the field of multi-objective problems. However, their search ability
severely decreases when it is mapped to a many objective problem. For example,
the swarm intelligence techniques like ACO, PSO, and ABC, which uses a Pareto
dominance approach faces a number of difficulties like:

.

ii.

iii.

Decrease in convergence property: As the number of objective increases most of
the solutions in the population become non-dominated, this decreases the Pareto
dominance based selection pressure towards the Pareto front.

As the number of objective increases, thousands of non-dominated solutions
are generated, a subset of the nondominated solutions has to be selected to be
approximated to entire Pareto front, which is a tedious task.

In a multi-objective problem few number of non-dominated solutions appear
on the Pareto front, so the user/the decision maker can choose a solution by
visualizing the results. But in case of a many objective as the number of non-
dominated solutions are more so it becomes difficult for the user/decision maker
to visualize the results and to take a decision.

The problems raised by the swarm intelligent algorithms in a many objective field

can be handled by using any of the following techniques.

i.

ii.

iii.

By changing the standard Pareto dominance Method: Rather than using the
common Pareto dominance method, the angle of dominating region should be
adjusted with the number of objectives, i.e., increase in number of objectives
requires a large angle of dominated region. So, that number of non-dominated
solutions in each population are decreased and the selection pressure towards
the Pareto front can be strengthened.
By ranking the non-dominated solutions: By using favour relation proposed by
Drechsler et al. [140] the non-dominated solutions can be ranked. The relation
is based on a number of objectives.
By using the indicator function [141]: A number of performance indicators have
been proposed to measure the quality of the non-dominated solution sets. They
can be applied over to find out the solutions. For example one of the performance
indicator used is the hyper volume indicator. Hyper volume indicator measures
convergence to the Pareto front and diversity of the obtained fronts. The hyper
volume computes the volume in the objective function space covered by members
of a non dominated set of solution ND. For each non-dominated solution of
Q a hyper cube v; is constructed, with a reference point ‘w’ and the solution
‘1’ as the diagonal corners of the hypercube. The reference point ‘w’ can be
found by constructing a vector with the worst objective function values. After
that the union of all hyper cubes are found and then its hyper volume ‘HV’ is
calculated as:

HV = Volume(U/_ ,v;) (12)
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iv.

Higher values of the hyper volume performance measure imply more desirable
solution.

Use of scalarizing function [142]: In this technique weighted sum of multiple
objectives are calculated even though the number of objectives is large. There
are many scalarizing functions available in the literature like weighted sum,
reference vector etc. to reduce number of objectives. For example: Let us consider
F(z) is a function which is to be maximized number of objectives are ‘n’ number.
F(z) is the ‘n’ dimensional objective vector, & Z is the decision vector. So,

Maximize F (z) = {F\(Z), Fo(Z), ..., Fy(2)}

By applying frequently used weighted sum scalarizing function w = {wy, wy,
e, Wat

fitness(z) = w1 % F1(z) + w2 % Fo(2) + - - + wy * F(2)

This is how the weighted sum approach works. The weight vector is a user input
or decision makers input. Distance from the reference vector can be used as a
scalarizing function. When a reference vector RV = {RV|, RV;, ..., RV, } is
given as a desired point in the objective space, the distance from RV can be
calculated as a scalaring function.

fitness(z) = distance(RV, F(z))

Use of preference Information: SI algorithms generally designed to search for a
set of non-dominated solutions that approximates the Pareto front. As the number
of solutions for a good approximation exponentially increases with the number
of objectives, one can focus on a specific region of the Pareto front using decision
maker’s preference.

General Framework for solving a Many-objective Problem using SI

Step 1  Parameter setting of MOACO/MOPSO/MOABC.

Step 2 Generate non-dominated solution by MOACO/MOPSO/MOABC.

Step3  Collect preference/weight information from the decision maker.

Step4 Rank non-dominated solution using indicator based approach R2 analy-

sis/TOPSIS

Step 5 Get the highest rank solution as the selected one.
Step 6  If the solution is satisfactory stop else go to Step 4.

There are a number of problems available which can be addressed as a many-

objective problem. We are enlisting few of them, which will help the researcher to
test their designed algorithm over many objective problems (Table 13).
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Table 13 List of many

s Problems Objectives
objective test problem

Knapsack 4,5
Heuristic learning 7,8
Nurse scheduling 25
DTLZ 8,15
TSP 5,10, 15, 20
Job shop scheduling 5,10, 15, 20
DTLZ 10, 15, 20
Flight control system 8
Modified DTLZ 30,5,7,9
Supersonic wing design 4
UF1, UF2, UF3 5
Inverted DTLZ1 5
C2-DTLZ2 4
Crash-worthiness in design of vehicle | 4
Car side impact problem 4

4 Study of Swarm Intelligence for EEG Signal

Brain Computer Interface is a system that connects a human brain and machine.
The main objective is to establish a new augmentative communication system that
translates human intensions reflected by suitable brain signals [143]. Therefore, it is
anticipated that the BCI system will become a technology not only for the average
persons but also for the disabled persons. All types of activities start in a human
being with the help of neurons, which is the basic element of the neural system
of the human being. The actions or signals generated by the brain are electrical in
nature and represent not only the brain function, but also the status of the whole
body. Commonly three methods are used to know the changes within the brain with
high temporal resolution of neuron interactions at the network level. They are EEG
(Electroencephalography), MEG (Magneto encephalography), and fMRI (functional
Magnetic Resonance Imaging) [144, 145]. Among them EEG signals are widely
used and is the focus of this section/article. The EEG signal processing starts with
acquisition of the signal and ends with a post processing task.

EEG signals of brain are very non-linear, random in nature, and dynamic. Human
brain consists of number of cells they communicate with each other with the help
of electrical impulses. The impulse can be measured by placing the electrode on
the scalp of the agent. The EEG signals are generated through the cortical nerve
cell inhibitory and excitatory post synaptic potential. These postsynaptic potential
summate in the cortex and extend to the scalp surface where they are recorded as
EEG. A typical EEG signal has the amplitude of about 10-100 v and the frequency
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in the range of 1Hz to about 100 Hz. During recording of the signal, their may be
lots of chances that, different types of artifacts get added to the signal.

EEG signal can be recorded in two different ways. It can be recorded by finding the
voltage difference between an active electrode on the scalp and a reference electrode
on the ear lobe. In the other way the recording can be done by measuring the voltage
difference between two scalp electrodes. The first method is known as the Monopolar
whereas the latter is known as the Bipolar technique. EEG signals are associated with
several descriptors like: (i) frequency or wave length, (ii) voltage, (iii) waveform,
(iv) regulation, (v) manner of occurrence, (serial, continuous, random), (vi) locus,
(vii) reactivity, and (viii) inter hemispheric coherence (Symmetry, Synchrony). Any
change in the EEG signal pattern leads to abnormality [146, 147]. There are several
methods used for measuring the dissimilarity among the patterns they are autocorre-
lation, high order statics, spectral error, and auto regressive modeling. EEG signals
are characterized by delta waves: its frequency of oscillation is 1-4 Hz. It is most
prominent at deep stage sleep, this wave characterize depth of sleep. Theta waves:
its frequency of oscillation is 4—7 Hz. It is most prominent at dreaming sleep, this
wave characterize drowsiness and sleep. Alpha waves: its frequency of oscillation is
8—15Hz. It is most prominent at relaxation with closed eyes and it is characterized
when the body is physically at rest. Beta waves: its frequency of oscillation is 25—
100 HZ. This is most prominent at normal waking consciousness. There are various
events which affect the EEG signals like sleep, epilepsy, reflexology, drug/anesthesia,
diabetes, meditation, music and artifacts.

In a nutshell, while doing any type of analysis starting from pre to post processing
operation in an EEG signal it becomes tedious to handle such a real life complex
and huge amount of data [148]. On the other hand, it is also difficult for the analyst
by using the non-population, non-parallel, and non-heuristic methods to handle such
a situation. Hence, in this article, we turn our attention towards swarm based algo-
rithm and its effectiveness in the domain of EEG analysis. Additionally, we discuss
the implicit and explicit connections of multi-objective optimization in EEG analy-
sis. The subsections are organized as follows: Sects.4.1, 4.2, and 4.3 presents the
application of ACO, PSO, and ABC for EEG signal analysis. In Sect. 4.4, we discuss
the connectivity of multi and or many-objective optimization in EEG signal analysis
(Fig.4).

Fig. 4 Block diagram of EEG signal processing
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4.1 ACO in EEG Signal Analysis

Bursa and Lhotska [150] and Dries and Peterson [149], have addressed the issue of
ant-inspired clustering in the process of long-term electrocardiogram and electroen-
cephalogram processing. They developed an ACO_DTree method which is based on
the auto-catalytic collective behavior of real insect colonies. They have used their
proposed method in EEG and compared it with WEKA Random Tree and found that
their method provides more robust and improve performance. Bursa and Lhotska
[150] also addressed automated classification of newborn sleep electroencephalo-
gram using inductive classification methods. They have performed automated clas-
sification through ant colony approach (ACO_DTree algorithm) and the Group of
Adaptive Models Evolution inductive models. Khushaba et al. [151] proposed a new
feature extraction method which utilizes ant colony optimization in the selection
of wavelet packet transform (WPT) and adopted in classifying bio-medical signals.
The new algorithm named as intelligent artificial ants (AAI), which searches the
wavelet packet tree for subsets of features that best interact together to produce
high classification accuracies. The AAI method is the mixture of filter and wrapper
approaches in the feature subset selection. The significance of the subsets selected
by the ants is measured using linear discriminant analysis (LDA) classifier. The pro-
posed method AAI is then tested on bio-signal driven applications, which is the
brain computer interface (BCI) problem with 56 EEG channels. Results show that
the proposed method achieves a maximum accuracy of 83 %. Again, Khushaba et al.
[151] investigated the use of a combination of ACO and differential evolution called
ANTDE for feature selection. They compare ANTDE, GA and BPSO, and reported
that ANTDE’s outperforms GA and BPSO due to the use of a mutual information
based heuristic measure. In 2008, Khushaba et al. [152] have reported the application
of clustering method inspired by the behavior of real ants in the nature in bio-medical
signal processing. The ants cooperatively maintain and evolve a pheromone matrix
which is used to select features. Their main aim was to design and develop a combi-
nation of feature extraction and classification methods, for automatic recognition of
significant structure in biological signal recordings. The method is targeted towards
speeding up and increasing objectivity of identification of important classes and may
be used for online classification. The method can also be used in expert classification
process. They have obtained significant results in EEG signals. Bursa and Lhotska
[153] have presented a paper that describe the improved ant colony algorithm. They
used the improved ant colony algorithm in emotion clustering of EEG signal to raise
the efficiency of the image retrieval. Result shows that the improved algorithm has
better clustering and accuracy rate.
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4.2 PSO in EEG Signal Analysis

Qiu et al. in 2005 [155] did the feasibility study of EEG dipole source localiza-
tion using PSO. Dipoles are widely used for approximating the sources of electrical
activity in our brain. They showed that PSO is much more efficient than other evo-
lutionary algorithms for EEG Dipole source localization. Qiu et al. [155] proposed
an algorithm for EEG classification using radial basis PSO neural network for brain
machine interfaces in 2007. In this, they proposed a mental task classification algo-
rithm using PSO for a radial basis neural network. Features, were extracted from
EEG signals that were recorded during five mental tasks like resting, mathematical
multiplication, geometric figure rotation, letter composing and visual counting. In
2010 Nakamura et al. [157] and Pulraj et al. [156] proposed a method for evaluat-
ing the degree of human’s preference based on EEG analysis. It is said that sense
of touch is an important factor to decide what we like. They proposed a method
for extracting the information on the sense of touch based on EEG analysis. They
analyzed the EEG signals at the time of touching objects. They often used the fre-
quency analysis for data analysis of the EEG. They applied PSO for selection of
the significant component. For separating, support vector machine (SVM) was also
used. Their proposed method has the capability of separating human’s preference.
Alp et al. [158] in 2009 proposed a PSO based technique on Dipole source recon-
struction of brain signals. Their proposed method uses PSO for optimally choosing
the dipole parameters. Simulation on synthetic data sets showed that their proposed
method localized the dipoles into the actual location as well. In the real data sets,
the actual dipole parameters are unknown. Due to this the fit error between the mea-
sured data and the reconstructed data is minimized. It is observed that their method
reduces this error to the noise level by localizing only a few dipoles in the brain. In
2009, Satti et al. [159] worked on Spatio-spectral & temporal parameter searching
using class correlation analysis and PSO for BCI. Distinct features play a vital role
in enabling a computer to associate different EEG signals to different brain states.
To ease the workload on the feature extractor and enhance separability between dif-
ferent brain states, numerous parameters, such as separable frequency bands, data
acquisition channels and time point of maximum separability are chosen explicitly
to each subject. Earlier research had shown that using subject specific parameters for
the extraction of invariant characteristics specific to each brain state can significantly
improve the performance and accuracy of a BCI. They developed a fast autonomous
user-specific tuned BCI system using PSO to search for an optimal parameter com-
bination based on the analysis of the correlation between different classes i.e. the
R-Squared (R2) correlation coefficient rather than assessing overall system perfor-
mance via performance measure such as classification accuracy. Lin and Hsieh [160]
in 2009 proposed a neural classifier based on improved particle swarm optimization
(IPSO) to classify an EEG of mental tasks for left-hand movement imagination,
right-hand movement imagination, and word generation. First, the EEG patterns uti-
lize principle component analysis (PCA) in order to reduce the feature dimensions.
Then a three-layer neural network trained using PSO is used to realize a classifier.
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The proposed IPSO method consists of the modified evolutionary direction operator
(MEDO) and the traditional PSO. Their proposed MEDO combines the evolutionary
direction operator (EDO) and the migration. The MEDO can strengthen the searching
global solution. The IPSO algorithm can prevent premature convergence and outper-
form the other existing methods. Nasser Omer Sahel Ba-Karait et al. [161] proposed
detection system of epileptic seizure in EEG signals which is based on Discrete
Wavelet Transform (DWT) and Swarm Negative Selection (SNS) algorithm. DWT
was used to analyze EEG signals at different frequency bands and statistics over
the set of the wavelet coefficients were calculated to introduce the feature vector
for SNS classifier. The SNS classification model uses negative selection and PSO
algorithms to form a set of memory Artificial Lymphocytes (ALCs) that have the
ability to distinguish between normal and epileptic EEG patterns. Thus, adapted neg-
ative selection is employed to create a set of self-tolerance ALCs. Whereas, PSO is
used to evolve these ALCs away from self patterns towards non-self space and to
maintain diversity and generality among the ALCs. The technique was approved to
be robust and effective in detecting and localizing epileptic seizure in EEG record-
ing. Wei and Wang [162] used Binary Multi-Objective Particle Swarm Optimization
for Channel Selection in Motor Imagery Based Brain-Computer Interfaces in 2011.
With the increase of channel numbers, multi-channel EEG signals need inconve-
nient recording preparation and complex calculation, this is time-consuming and
lead to lower classification accuracy. To address this problem, they proposed a novel
method, named binary multi-objective particle swarm optimization (BMOPSO) for
channel reduction. In 2011, zbeyaz et al. [163] used PSO for Regularization and
Kernel Parameters Optimization in EEG Signals Classification with SVM. In this
study, firstly power spectrum was obtained by applying Auto-Regressive Burg (AR-
Burg) method to the EEG signals. The data obtained from the analysis of AR-Burg
was classified with Support Vector Machines (SVM). Classification achievements
were investigated for some kernel functions used in SVM. Regularization parame-
ter and kernel parameter that increase the success of classification were calculated
with a novel approach of PSO, such that, global best results for classification were
searched by investigating optimum values. As a result of this study a new algorithmic
approach presented for the diagnosis of epilepsy patients. Kim et al. [164] proposed
“A Binary PSO-Based Optimal EEG Channel Selection Method for a Motor Imagery
Based BCI System”. Brain-computer interface based on motor imagery is a system
that transforms a subject’s intention into a control signal by classifying EEG signals
obtained from the imagination of movement of a subject’s limbs. Using many chan-
nels cause other problems. When applying a common spatial pattern (CSP), which
is an EEG extraction method, many channels cause an over fitting problem, in addi-
tion there is difficult using this technique for medical analysis. To overcome these
problems, they suggested a PSO applied to CSP. In 2012, Arslan et al. [165] have
used a hybrid Structure of ANN and PSO for EEG Signals Classification. ANN and
PSO techniques designed in the form of a hybrid structure are used for diagnosis of
epilepsy patients via EEG signals. Attributes of EEG signals are needed to be deter-
mined by employing EEG signals which are recorded using EEG. From this data,
four characteristics are extracted for the classification process. 20 % of available data
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is reserved for testing while 80 % of available data is being reserved for training.
These actions were repeated five times by performing cross-validation process. PSO
is used for updating the weights during training ANN and a program is constituted
for classification of EEG signals. Atyabi et al. [166] proposed on Adapting Subject-
Independent Task-Specific EEG Feature Masks using PSO in 2012. It is reported
that dimension reduction is an important step toward asynchronous EEG based BCI
systems, with EA based Feature/Electrode Reduction (FR/ER) methods showed sig-
nificant potential for this purpose. A PSO based approach can reduce 99 % of the
EEG data in this manner while demonstrating generalizability through the use of
3 new subsets of features/electrodes that were selected based on the best perform-
ing sub-set on the validation set, the best performing sub-set on the testing set, and
the most commonly used features/electrodes in the swarm. Their study focused on
applying the subsets generated from 4 subjects on a 5th one. Two schemes for this
are implemented based on (i) extracting separate subsets of feature/electrodes for
each subject (out of 4 subjects) and combining the final products together for use
with the 5th subject, and (ii) concatenating the pre processed EEG data of 4 subjects
together and extracting the desired subset with PSO for use with the 5th subject. In
2013, Shirvany et al. [167], have proposed a method for solving an inverse problem
EEG-based source localization. To determine the location of the brain sources that
are responsible for the measured potentials at the scalp electrodes. They proposed
a new global optimization method based on PSO to solve the epileptic spike EEG
source localization inverse problem. In a forward problem a modified subtraction
method is proposed to reduce the computational time.

4.3 ABC in EEG Signal Analysis

In 2013, Ahirwal et al. [148] have used ABC to construct Adaptive Noise Canceller
(ANC) for EEG filtering with modified range selection, described as bounded range
ABC. They have also implemented ANC with RLS and LMS. They have performed
the comparative study of conventional methods like LMS, RLS with ABC, and they
found that ABC performs well than conventional methods. They also proposed a new
form of controlled search space to stabilize the randomness of swarm intelligence,
especially for the EEG signal. The proposed controlled search space technique was
tested on each of the swarm intelligence techniques and found to be more accurate
and powerful.

In 2013, Rakshit et al. [168] have used EEG based BCI to decode the various
movements related data generated from the motor areas of the brain. One the issues
in BCI research is the presence of redundant data in the features of a given data set,
they have used an ABC cluster algorithm to reduce the features, and acquired their
corresponding values. The result shows that it has the highest accuracy of 64.29 %
and it also reduced the problem feature. From this study, we have concluded that there
are lots of tasks which can be carried out in future by using ABC and its variants.
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4.4 Towards Multiple and Many Objectives of EEG Signal

Now-a-days multiple and many objective optimization has been applied in many
fields of science ranging from health to engineering sciences, where optimal decisions
need to be taken in the presence of trade-offs between three or more objectives. In
this section, our main concerned is to revealing conflicting objectives if any during
the EEG signal analysis.

Recall that the non-invasive BCI uses EEG signals to capture the brain signal
associated with predefined mental tasks. The number of channels used by an EEG
system can vary according to the experiment held and the hardware design. It usually
ranges between 16 and 256 channels. According to Event Related Desynchroniza-
tion/Synchronization (ERD/ERS) research, motor imagery experiments can use only
the channels at the contralateral hemispheres, which can be as few as 3-5 channels.
Using a lot of channels for recording can be useful for medical and diagnostic pur-
poses. For BCI system and especially when building online system, the number of
channels should be as minimum as possible. In order to avoid a large number of chan-
nels one can choose several electrode positions that are known from neuroscience
and psychology studies. Although this approach can be very useful, it ignores the
fact that different subjects respond differently and the optimal positioning of the
electrodes may vary. The other way around this problem is to use a large number of
channels and use some methods to reduce the dimensionality of the input features or
to select the best set of channels for each subject. Hence, this problem can be realized
as a multi-objective optimization problems by minimizing the number of channels
and maximize the classification accuracy. Sleep disorders, epilepsy identification
problem, etc. can also be viewed as a multi-objective problem.

In the normal adult, there are two stages of sleep that alternate at about 90-min
intervals. Rapid eye movement sleep can be described as a period when the brain
is active and the body is paralyzed (except for eye movements, middle ear ossicles,
and respiration). In non-rapid eye movement sleep, the brain is less active but the
body can move. Non rapid eye movement sleep is composed of four stages that are
differentiated on the basis of EEG characteristics. When normal individuals first fall
asleep, they enter stage 1 (sleep drowsiness) and then progress through stages 2, 3, and
4 of non-rapid eye movement. Stages 3 and 4 (deep sleep) are often called slow wave
sleep or delta sleep because they are characterized by high amplitude, slow waves
(also called delta waves) on EEG. Slow wave sleep may last from a few minutes to an
hour, depending on the person’s age, before reversion back to stage 2 sleep. Shortly
after this, the first REM sleep period begins, lasting about 15-20 min and is followed
by another non-REM cycle. This alternating pattern continues throughout the night,
but as the night progresses stages 3 and 4 are less apparent and the periods of REM
sleep grow longer. These different phases of sleep can be analyzed by extracting the
relevant features from the EEG signal. This helps in finding the sleep disorder.

Epilepsy is a neuron disorder from which the general function of the brain is
affected. There are three typical stages of epilepsy like interictal, preictal and ictal.
Therefore, a model can be designed to identify the epileptic and can be classified by
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considering the objectives like maximization of classification accuracy, minimization
of number of features, and minimization of number of instances. Hence, it can be
inferred that many problems through EEG signal can be viewed as multi objective
problems, therefore, suitable multi-objective swarm intelligence techniques can be
used as a tool.

5 Discussion and Future Research

Over the years many swarm intelligence techniques like ant colony optimization,
particle swarm optimization, artificial bee colony, Bat algorithm [169], Wasp colony
optimization [170], etc. have been developed to solve many intractable/complex
single, multiple, and many objective optimization problems. However, this paper
restrict its discussion with ant colony optimization, particle swarm optimization, and
artificial bee colony to solve multiple and many objective optimization problems.
We have started our work with an intensive study on multi-objective optimization
problems and how it differs from many objective problems. The exploration and
exploitation capability of ACO, PSO, and ABC has been studied along with the
diversity mechanism. Next part of the study, a basic framework of these swarm
intelligent techniques is presented to explain how they can be used for handling many
objective problems. This framework is a common one for all the three categories of
swarm optimization technique. We have also discussed about some of the indicators
which are used for handling many objective problem. This part presents a clear view
on the many objective problems and how they can be handled.

At the last part of this work, we have studied the EEG signal analysis as it is
now one of the promising area of BCI. This paper puts a light on the basic of EEG
signal and in one section also we discuss multi objective issues associated with
EEG signal analysis. We focus our study on how the swarm intelligence techniques
are used for EEG signal analysis. In a nutshell, our paper presents a clear view
on swarm intelligent techniques and their usages in handling multiple and many
objective problems commendable in the field of EEG signal analysis.
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