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Abstract. In recent years, housework automation has become popular with the 
rise of robot technology. However, tidying laundry is still manual. Automation 
by machine is difficult, because clothing is an irregular complex shape. We 
thought it can handle the laundry by combining depth information and color 
image. The purpose of this study is to develop a laundry state determination 
system. This study define state of laundry by dividing into 4 states, and develop 
laundry state determination system using RGB image and 3D information. The 
results of experiment of the proposed method suggest that the system was poss-
ible to accurately determination the state of the laundry by using depth informa-
tion and RGB camera image with Kinect. 
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1 Introduction 

In recent years, housework automation has become popular such as cleaning robot or 
washing and drying machine, etc. Housework automation reduce user's effort of 
housework, and provide a free time. Housework definition in long-term care services 
is classified into cooking, washing, cleaning, shopping, throw out trash, clothing 
organize and clothing repair. There are some agency or automation service for 
cooking, washing, cleaning, and shopping. For example, for cooking, microwave 
oven is common consumer electronics. For washing, washing and drying machine is 
common too. For cleaning, room cleaning robot like Roomba[1] has become popular. 
For shopping, shopping at online and get it by courier have become easier. However, 
tidying laundry which is classified as clothing organize is still manual. Automation by 
machine is difficult[2-4,6-10], because clothing is an irregular complex shape. 

2 Automatic Laundry Tidying System 

We aims to develop a laundry tidying system of closet type fitted with Kinect (Fig.1). 
We assume the system as following. 

• The system recognized the state of laundry, and gives commands to small robots. 
• Small robots can only 3 operations of grabbing, detaching and moving. 
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• Large clothes such as sh
• Socks perform a pairing

This study is intended t
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image of Kinect[5]. 
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We defined the state of lau
in which the laundry is pl
taken out one piece from th
completed pairing. The fou
This state is the same as hu
exist on the floor (Fig.2). 

Fig. 2. St
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hirts and pants tidy up by hanging without folding. 
g and put away to a particular shelf. 
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atic tidying system using depth information and cam

 

Fig. 1. Closet fitted with Kinect 
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・state 1: Laundry of all

・state 2: Laundry is tak

・state 3: Large clothes 
       which need pa

・state 4: Laundry of all

We defined IF-THEN ru
as shown in Fig.3. Table1 s
state that laundry state is 
determination of laundry s
"THEN" is the action when
is transition of laundry st
example, if current state is
current state will transition 
Fig.3. In Fig.3, the starting 

state Target 

1pile of laundry 
pile of laundry 

2recognized object 
recognized object 
recognized object 

3small clothes 
small clothes 

4pile of laundry 
recognized object 
small clothes 
all objects 
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l types are mixed, and it is a pile. 

ken out of one piece from laundry pile. 

such as pants are put away. Classification of small clot
airing like socks pairing are complete. 

l has been tidied. 

ules of their behavior (Table1). State transition Diagram
shows transition of laundry state. "State" is the number
divided into four parts. "Target" is target which is u

state by the system. "IF" is the condition of the "Targ
n "Target" conforms to the conditions of "IF". "Transiti
tate after the action, and transition number of Fig.3.
 1 and the pile of laundry exist, we move a laundry. t
to state2. In this case, the state transition number is 1-1
state is a non-recognition state. 

Table 1. State Transition 

IF THEN Transition 

exist object moving process state2 1-1 
none - state3 1-2 
pants pants tidying process state1 2-1 
socks pairing process state1 2-2 
none - state1 2-3 
exist socks tidying process state3 3-1 
none - state4 3-2 
exist - state1 4-1 
exist - state2 4-2 
exist - state3 4-3 
none - finished  

 

Fig. 3. State Transition Diagram 
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4 Target Recognition and Determination 

The work flow of total process is represented as following 5 sub process. 

1. Kinect set the position of 1.5m height downwardly perpendicular to the floor, 
and initialize Kinect. 

2. Laundry pile put on the floor. 

3. Recognizes the state of laundry. 

4. Acting and Changing the state of laundry. 

5. Repeat 3 and 4. 

In this paper, we focused on the recognition of IF part. Kinect set downwardly 
perpendicular to the floor, and a laundry pile put on the camera screen. In addition, 
Do not put the object of other than laundry on the floor, and to ensure sufficient space 
for moving laundry. We performed the move of laundry by human operator, not by 
small robots. 

The third process of the above is the most interested in this paper. The ditailes of 
this process gives as follows. 

・Recognizes the state of laundry 

3-1. Determination of the recognition field 

3-2. If the recognized object is present, apply object recognition 

3-3. If threshold less than area of  the object is determined to socks 

3-4. If threshold above area of the object is determined to pants 

3-5. Determination of the laundry pile field 

3-6. Determination of the small clothes field 

3-7. Decision of the state 

The first process is to set Kinect, and initialize using background subtraction for 
recognize the object. The process performe the following processing. 

・Initialize Kinect 

1-1. Storage of the background image 

1-2. Get camera image and a depth of information 

1-3. Detection of floor area 

1-4. Create of small clothes field to the third upper side of the floor area 

1-5. Create of laundry pile field by the rest of third left 

1-6. Create of laundry pile field by all remaining 
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1-7. Extraction of laund
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5 Experimental 
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Fig. 4. Camera ima

Fig. 6. Devided field i
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dry by the background difference method 
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Fig. 5. Depth image 
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Fig. 7. Binary image obtained from backgro
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We showed the result 
Experiment in the followi
images of No.2 in Table2. R
implemented from the expe
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1 starting 

2 place laundry pi
3 socks→recognit
4 socks→small cl

5 pants→recognit
6 pants→tidying 
7 socks→recognit
8 socks→small cl
9 socks→tidying 

10 socks→tidying 
 

Fig. 8. Camera image of N

Fig.10. Binary imag
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Table 2. Results 
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6 Conclusion 

In this study, we proposed a laundry state determination system using depth  
information and camera image with Kinect. Results of the implementation experiment 
of the proposed method, it was possible to accurately determination the state of the 
laundry. 

However, classification by only size must be refined, because type of clothes 
which need to discern are so many. Therefore, it is necessary to use characteristics 
such as shape to identify the type of more. 

In addition, It is considered that the state determination would be able to do rela-
tively easily because target laundry is limited to pants and socks. Case of assuming 
home use, it is not able to support at present. Therefore, we push forward with re-
search so as to make accurate state transition by increasing the features to be used for 
recognition. 
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