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1 Introduction

In recent years, more and more attention has been paid to task allocation both in
research [17, 21] and applications [4, 18]. Generally speaking, task allocations are
carried out mainly in two circumstances: (i) agents are cooperative, and (ii) agents
are noncooperative (also known as market-based), and this paper addresses the task
allocation in noncooperative grid environment. In a cooperative circumstance, agents
work cooperatively to finish tasks trying tominimize the team’s cost (ormaximize the
team’s profit). In a market-based circumstance, some agents provide their resources
to others for earning profits, while some agents consume others’ resources to execute
their tasks. The agents that provide resources are called providers or sellers, while
the agents who consume others’ resources are called consumers or buyers. Both
providers and consumers always try to maximize their own profits while overlook
others’ profits. The most initial market-based task allocation is from Amazon that
attempts to make profit(s) through renting its resources,1,2 and a variety of both
system [11, 13] and market [3, 16] structures for task allocation have been explored
recently.

Some approaches have been developed for market-based task allocation [6, 8].
In the early research of market-based task allocation, auction method, such as
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the Vickrey-Clarke-Groves auction [5], was introduced, in which all the resource
consumers submit their needed resource information and bids to an auctioneer. How-
ever, auction suffers from the single point of failure problem. If the single point of
failure happens, the entire system will stop working. Hence, it is undesirable in any
system with a goal of high availability or reliability, for example, business practices,
software applications, or other industrial systems [9]. Moreover it is also difficult to
choose an agent that runs the auction and will be trusted by other agents due to the
selfishness of agents [2].

To address the issue, many researchers tried to introduce negotiation-based meth-
ods to solve task allocation problems. For example, Jennings et al. introduced the
prospects and challenges of negotiation in task allocation in [14]. Fatima et al. intro-
duced negotiation-based method when allocate tasks and resources in [10]. Gatti
et al. [12] proposed a negotiation-based method for task allocation with uncertain
negotiation deadlines. Later on, An et al. [1] proposed another negotiation-based
method that dealt with both the deadline and reserve price. In [2], An et al. further
considered resource competition, deadline, reserve price and cost for negotiation.

With the development of grid systems and applications in broad domains and the
nature of Internet, most grid environments have become open and dynamic, in which
grid consumers and providers can enter and leave at any time. The problem of task
allocation in such a grid environment is how to assign a set of resources to a set of
tasks in the circumstances that both resources and tasks may change unpredictably
as time progresses [17].

To address the challenge of dynamics and openness of grid environments, this
paper presents a negotiation-based task allocation method. Due to the dynamics and
openness, it is hard to apply a central controller. Hence, in this method, there is no
central controller. Each agent only has a local view and consumers find potential
resources through peep-to-peer (p2p) neighborhood relationships. The resources in
our method include loosely coupled resources in grids, such as the grid computing,
the computer storage, or even some virtual resources, for example, the electric data
library of some university. The resources can be used for only one task at a moment,
and it can be used to another task as soon as it is released from the current task. Each
agent can contain multiple types of resources in our method. Because a p2p net-
work is decentralized in nature, the proposed method can meet the decentralization
requirement in general grid environments. After finding the potential resources, con-
sumers begin to negotiate with the resource providers. Because of the dynamics and
openness of the environment, it is difficult for agents to decide the optimal contract
prices, so that agents are allowed to negotiate with more than one opponents, and
thus the decommitment and penalty are necessary and considered for negotiation.

We evaluate our method through comparing it with the two other methods of task
allocation (i.e., the method proposed in [2] and the method proposed in [7]). The
experimental results show that our method outperforms the two state-of-art methods
in terms of success rate of task allocation and the total profit agents gained in the
grid environment in some specific circumstances.

The rest of this paper is organized as follows. Section2 describes the problems
and introduces the procedure of our task allocation method. Section3 presents the
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negotiationmethod. Section4presents the experimental results and analysis. Section5
discusses the related work. Finally, Sect. 6 concludes the paper and points out the
future work.

2 Problem Description and the Procedure of the Task
Allocation

The problem that this paper will solve is how to allocate tasks under time constraints
in dynamic, open grid environments. A task in this paper is specified by required
resources, the generation time, the deadline (i.e., the latest start time) of the task,
and the maximum reward that the task’s owner can gain when the task is allocated
successfully (we assume that a task will be completed as long as it is allocated
successfully). Formally, a task can be defined as follows:

Definition 1 A task, denoted as τk , is 5-tuple (Rk , tg , tls , r , td ), where Rk is the
resource set required by τk , i.e., all the resources required by τk , tg is the generation
time of τk , tls is the deadline (i.e., the latest start time) of τk , r represents themaximum
reward that τk’s owner can gain after τk is completed successfully, and td is the
duration time of τk , i.e., the time needed to complete τk .

Each node in the grid environment is an agent, and each agent has its own unique
ID, resource set, and neighborhood. When an agent needs other agents’ resources
to execute its own tasks, it is called a consumer; when an agent provides its own
resources to other agents, it is called a provider. An agent can be either a consumer
or a provider or even both. Formally, we have:

Definition 2 Agent ai is 3-tuple (IDi , Ri , Seti ), where IDi (a non-negative integer)
is the unique identifier of ai , Ri is the resource set that ai owns, i.e., all the resources
owned by ai , and Seti = {ai1, . . . , aik} is ai ’s neighbor set where k (a positive
integer) is the number of a j ’s neighbors.

The communication between any two agents is through passing messages. In
general, messages can be classified into the following five types. (i) Request message
for building up neighborhood (ReqNeighbor): When agent ai enters into the grid
environment, in order to build up its neighborhood, it sends ReqNeighbor to the
randomly chosen agents. (ii) Reply message for accepting RepNeighbor: If agent a j

receives a request message, ReqNeighbor, from agent ai , a j will accept the request
by sending back a reply message, RepNeighbor, to ai . (iii) Request message for
executing tasks (ReqExecute):When agentai needs other agents’ resources to execute
its tasks, it sends request messages (ReqExecute) to all of its neighbors. (iv) Reply
message for executing tasks (RepExecute): When agent a j receives a ReqExecute
message from agent ai , a j checks whether or not its own resources can meet the
task’s resource requirements. If so, a j will send a reply message, RepExecute, back
to ai . (v) Heart beat message, which is used by agents to keep neighborhoods. These
five types of messages can be formally defined as follows:
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Definition 3 A request message sent from agent ai to agent a j for building up
neighborhood is 2-tuple (ReqNeighborij, IDi ), where ReqNeighborij represents the
message is sent from agent ai to request building up neighborhood with a j , and IDi

is the ID of agent ai .
When agent a j receives a requestmessage (ReqNeighborij , IDi ) from ai , it replies

ai with a reply message defined as follows:

Definition 4 Areplymessage sent froma j toai to reply themessage (Reqneighborij,

IDi ) is 2-tuple (RepNeighborji, ID j ), where RepNeighborji represents that the mes-
sage is sent by agent a j to reply the request message sent from ai and ID j is the ID
of agent a j .

Due to the dynamics and openness of grid environment, in our method, there is
no central controller. The agents judge whether their neighbors are still active in the
environment through heart beat messages which will be defined by:

Definition 5 A heart beat message sent from ai to a j is 3-tuple (HeartBeatij,

IDi , ID j ), where IDi and ID j are the ID numbers of ai and a j , respectively.
In particular, an agent keeps sending heart beat messages to its neighbors once

each time period. If an agent does not receive any heart beat message from a neighbor
in the past one time period, it assumes that the neighbor has left the grid environment.

The above are the definitions of the messages for neighborhoods, while the fol-
lowing definitions are the messages for executing tasks.

Definition 6 A request message sent from ai to a j for executing ai ’s task is 4-tuple
(ReqExecuteij, IDi , τk, HL), where ReqExecuteij represents that the message is sent
from agent ai to request a j to execute task τk of ai . HL ≥ 1 is a hop limitation,
which prevents the request message from being transmitted endlessly.

Definition 7 A reply message sent from a j to ai for (ReqExecuteij, IDi , τk, HL) is
4-tuple (RepExecuteji, ID j , ts, τk), where RepExecuteji represents that the message
is sent from a j to ai to reply the message (ReqExecuteij, IDi , τk, HL) from ai , ts is
the start time for a j to execute τk and ts has to meet the condition that ts ≤ tls, where
tls is the deadline of the task.

We assume that a new task, say τk , is generated by agent ai now and a j is one of
ai ’s neighbors. ai sends a request message (ReqExecuteij, IDi , τk, HL) to a j . After
receiving the request message, a j will check whether its own resource set R j can
meet the resource requirement of τk or not. If R j ⊇ Rk (Rk is the requested resource
set by τk , see Definition1), a j will send a reply message (RepExecuteji, ID j , ts, τk)

back to ai . Otherwise, a j will check whether HL = 0. If HL = 0, a j will give up this
request message, while if HL ≥ 1, HL will be subtracted by 1 and then the request
message, (ReqExecuteim, IDi , τk, HL − 1), will be transmitted by a j to all of a j ’s
neighbors, and m is the ID number of the message’s destination agent. Each time the
request message is transmitted, HL will be subtracted by 1. The transmitting process
will be terminated once the value of HL becomes 0 or the receiver’s resource set can
meet the resources requested by τk .
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If ai receives a reply message (RepExecuteji, ID j , ts, τk) for executing task from
a j , ai will begin to negotiate with a j . The negotiation method will be specifically
described in Sect. 3.When the negotiation succeeds, it is possible that both the parties
will sign a contract (we will discuss this in Sect. 3.1), which is an agreement between
ai and a j for executing τk .

Definition 8 A contract between ai and a j is 6-tuple conij(τk, prcon, ts, tcon, proi ,

pro j ), where prcon is the price that ai should pay to a j , ts is the start time for a j to
execute τk , tcon is the time that the contract is signed, and proi , pro j are the profits
ai and a j gain from this contract, respectively.

In our method, any agent can negotiate with more than one opponents because
in dynamic and open environment, it is hard for an agent to make a decision to get
an optimal price. Hence, decommitment is necessary but should only be allowed
before the task has started to be executed. The agent that initially decommits from
the contract has to pay a penalty to the other party of the contract. Furthermore, the
later the decommitment, the higher the penalty will be because of the pressure of the
deadline of the task.

Definition 9 The penalty that agent ai pays to a j if ai decommits from the contract
conij (τk, prcon, ts, tcon, proi , pro j ) is calculated by:

pelij = t − tcon

ts − tcon
pro j (1)

where t is the time of the decommitment, and tcon ≤ t ≤ ts .
Because the role of an agent can be either a consumer or a provider or even both,

the profit of an agent is defined as follows:

Definition 10 The profit agent ai gains totally is:

proi =
m∑

i=1

(ri − pi ) +
n∑

l=1

(pl − cl(R)) +
k∑

j=1

pel j (2)

where m is the number of successfully allocated tasks of ai , ri is the reward ai gains
from task τi and and pi is the price ai pays to the executor of τi ; n is the number of
tasks that are successfully allocated to agent ai , pl and cl(R) are the price that the
owner of τl pays to ai for executing τl and the cost that ai spends to execute τl ; and
k is the number of agents that pay penalties to ai and ai pays penalties to. When ai

pays penalty to a j , pel j is a negative number; while if a j pays penalty to ai , pel j is
a positive number.

Based on the definitions given above, the procedure of task allocation of our
method include three main steps.

Step 1: Building up neighborhoods of newly arrived agents.
When an agent, say ai , enters into the grid environment newly, it selects several

agents from the grid randomly and sends request messages for building up neighbor-
hood (see Definition 3) to the selected agents. After receiving the request message for



24 Y. Kong et al.

building up neighborhood, the message receiver, say a j , sends back a reply message
for building up neighborhood (see Definition 4) to ai . Then ai and a j become neigh-
bors and keep sending heart beat messages (see Definition 5) to each other, until one
or both of them leave off the grid environment.

Step 2: Finding potential resources for consumers.
When a new task, say τi , is generated, the owner agent of τi , say ai , sends request

messages for executing task (see Definition 6) to all of its neighbors. We assume
that a j is one of the agents that receive the message. After receiving the request
message, a j checks whether its own resources can meet the resource requirement
of τi . If so, a j sends back a reply message (see Definition 7) to ai . Otherwise, a j

transmits the request message to all of a j ’s neighbors.
Step 3: Negotiation.
After ai receives a reply message for executing task τi from a j , ai and a j begin to

negotiate with each other. The negotiation method will be specifically described and
formulated in Sect. 3.

3 Negotiation Method

This section presents our negotiation method for task allocation specifically. The
proposed negotiation-based task allocation method using local information (NTAL
for short) extends the alternating offers protocols in [2, 19].

3.1 Offer Generation and Sign Contract

When a consumer c calculates its offer price opc(t, ts) at time t , based on the start time
ts provided by the provider, the following factors will be taken into consideration.

(i) The start time ts . With the pressure of the start time, that is, with the eager-
ness of the consumer getting heavier and heavier, the consumer will give more
concessions. Hence, the nearer ts is, the higher opc(t, ts) is. Especially when
t = tg , opc(t, ts) should be the lowest and its value should be c(R). However,
this is an ideal situation that hardly happens because tg is the generation time
of the task.

(ii) The number of replymessages for executing task the consumer has received, i.e.,
reptc. Taking the number of reptc into consideration is in order to consider the
specific situations. The fewer reply messages for executing task (RepExecute)
the consumer has totally received, the higher opc(t, ts) will be. If a resource
consumer ai calculates its offer price to the provider a j , that represents that ai

has received at least one reply message RepExecute, i.e., the RepExecute sent
from a j , thus, the minimum value of reptc is 1, once opc(t, ts) is calculated.
When the value of reptc is 1 and the time t = tst , the offer price opc(t, ts) is
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the highest and its value is the reserve price of the provider rpc(ts). In order to
meet this situation, we use lg2 in the following Eq. (3).

(iii) Reward that the consumer gains: r(ts) is the reward that the consumer will gain
if its task can start to be executed at time ts .

(iv) The according reserve price based on the start time ts . rpc(ts), i.e., the reserve
price of the consumer during the negotiation and rpc(ts) = r(ts). The offer
price opc(t, ts) is closely related with rpc(ts), the higher the rpc(ts), the higher
opc(t, ts), and the maximum value of opc(t, ts) is rpc(ts).

According to the above justification, opc(t, ts) can be calculated as follows:

opc(t, ts) = c(R) + (rpc(ts) − c(R))
t − tg

(ts − tg)lg2(reptc + 1)
(3)

where tg ≤ t ≤ ts .
When a provider calculates the counter offer price opp(t, ts) at time t , the provider

will consider the following factors:

(i) The start time ts . With the pressure of the start time ts , the provider will also
give more concessions. Thus, the nearer ts is, the lower opp(t, ts) is.

(ii) The number of request messages for executing task (ReqExecute) that the
provider has received. The more request messages (ReqExecute) the provider
has received, the higher opp(t, ts) is. If a resource provider a j calculates its
counter offer price to a consumer ai , that represents that a j has received at least
one request message ReqExecute, i.e., the ReqExecute sent from ai , thus, the
minimum value of reptp is 1, once opp(t, ts) is calculated. When the value of
reqtp is 1 and the time t = tg (t = tg is an ideal situation that hardly happens),
the counter offer price opp(t, ts) is the highest. In order to meet this situation,
we use lg2 in the following Eq. (4).

(iii) The cost of the provider’s resource to execute the consumer’s task. The higher
the cost of resources c(R) is, the higher opp(t, ts) is.

Accordingly, opp(t, ts) is formulated as follows:

opp(t, ts) = c(R)

(
1 + ts − t

ts − tg
lg2(reqtp + 1)

)
(4)

where tg ≤ t ≤ ts .
From Eq. (4), we can see that when t = tg , opp(t, ts) is the highest and the value

is c(R)(1 + lg2(reqtp + 1)). However, this is an ideal situation that hardly happens
because tg is the generation time of the task. When t = ts , the value of opp(t, ts) is
the lowest and opp(t, ts) = c(R).

The negotiationwill terminatewhen at least one of the following situations occurs:
(i) the task of agent ai starts to be executed by another provider; (ii) the negotiation
opponent terminates the negotiation; (iii) the negotiation succeeds; and (iv) the dead-
line of the task arrives.
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We assume that ai and a j are the both parties of a negotiation, and the current total
profits of ai and a j are proi and pro j , respectively. When the negotiation succeeds,
the total profits of ai and a j will become pro′

i and pro′
j , respectively, if ai and a j

will sign a contract. The condition that ai and a j will sign a contract is: pro′
i > proi

and pro′
j > pro j .

The negotiation strategies of consumers and providers are detailed in Algorithms
1 and 2, respectively. In the both algorithms, we assume that ai is the consumer
and a j is the provider. Let proi and pro j are the current total profits of ai and a j ,
respectively.When the negotiation succeeds, if ai and a j can sign a contract, the total
profits of ai and a j are pro′

i and pro′
j , respectively. Hence, if ai and a j will sign a

contract, pro′
i −proi is the profit that ai will gain from this contract, and pro′

j −pro j
is the profit that a j will gain from this contract. t is the synchronization time.

Algorithm 1: Consumer’s strategy
After receiving a reply message (RepExecuteji,

ID j , ts , τk ) from a j , ai calculates opi (t, ts) by
Eq. (3) and sends opi (t, ts) to a j ;
1 While t < ts and the task has not started to be
2 executed by any other agent (because any agent
3 is allowed to negotiate with more than one
4 opponents, it is possible that ai has signed a
5 contract for τk with another provider, and there
6 is a start time in that contract) do
7 if ai receives op j (t, ts) from a j then
8 ai calculates opi (t, ts) by Eq. (3);
9 if op j (t, ts) ≤ opi (t, ts) then
10 negotiation succeeds; break;
11 else
12 ai calculates opi (t, ts) based on the
13 synchronization time again by
14 Eq. (3) and sends opi (t, ts) to a j ;
15 end
16end while
17 if negotiation succeeds then
18 ai calculates pro′

i by Eq. (2);
19 if pro′

i > proi and a j is also willing to
20 sign a contract then
21 ai and a j sign a contract
22 conij(τk , prcon, ts , tcon, pro′

i − proi , pro′
j − pro j )

23 end if

In Algorithm 1, when t < ts , and the task does not start to be executed by any
other provider (lines 1–6), if the consumer ai receives the counter offer, op j (t, ts),
from a j (line 7), it calculates the maximum value of opi (t, ts) that ai can accept
at that moment (line 8). If ai will accept the counter offer price of a j (line 9), the
negotiation succeeds (line 10), then both ai and a j calculate their new profits if they
will sign a contract, i.e., pro′

i and pro′
j respectively (line 18). If pro′

i − proi > 0 and
pro′

j − pro j > 0, ai and a j will sign a contract (lines 19–22). Otherwise, ai will
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calculate the new offer price opi (t, ts) in the new round of the negotiation, and sends
the offer price to a j (lines 12–14).

Algorithm 2: Provider’s strategy
1 While t < ts and the task has not started to be
2 executed by any other agent do
3 if a j receives opi (t, ts) from ai , then
4 a j calculates op j (t, ts) by Eq. (4);
5 if opi (t, ts) ≥ op j (t, ts) then
6 negotiation succeeds; break;
7 else
8 a j calculates op j (t, ts) based on the
9 synchronization time again by
10 Eq. (4) and sends op j (t, ts) to ai ,
11 after receiving the new offer price from ai ;
12 end
13 end while
14 if negotiation succeeds then
15 ai calculates pro′

j by Eq. (2);
16 if pro′

j > pro j and ai is also willing to sign
17 a contract then
18 ai and a j sign a contract
19 conij(τk , prcon, ts , tcon, pro′

i − proi , pro′
j − pro j );

20 end if

In Algorithm 2, when t < ts , and the task does not start to be executed by any
other provider (lines 1–6), if the provider a j receives the offer price, opi (t, ts), from
ai (line 3), it calculates theminimum price op j (t, ts) that it can accept at that moment
(line 4). If it will accept the offer price of ai (line 5), the negotiation succeeds (line
6), then both ai and a j calculate their new profits if they will sign a contract, i.e.,
pro′

i and pro′
j , respectively (line 15). If pro′

i − proi > 0 and pro′
j − pro j > 0, ai and

a j will sign a contract (lines 16–19). Otherwise, a j will calculate the new minimum
counter offer price op j (t, ts) after receiving the offer price from ai in the next round
of the negotiation, and will send the new counter offer price to ai (lines 8–11).

4 Experiment

In this section, we evaluate the performance of our method.
An et al. proposed aNegotiation-based TaskAllocationmethod (NTA for short) in

[2] for task allocation. TheNTA assumes that each consumer knows all the providers’
information, i.e., each consumer has a global view. Besides, only consumers are
allowed to enter into or leave off the environments freely, but providers are not. A
provider and a consumer negotiate with each other under the pressure of the deadline
of a task.

In addition to the NTA, we also compare our method with the Distributed Greedy
Task Allocation (DGA) method [7]. In DGA, the tasks are distributed, nodes are



28 Y. Kong et al.

connected as a social network (i.e., each node has only a local view and can only com-
municate with its limited neighbors), and only consumers can enter into or leave off
the environments freely. This method assumes that each resource provider can accept
the coming tasks of its neighbors as long as it can meet the resource requirements of
the tasks, but can select only one task one time according to the ratio values of the
tasks (the ratio value is the value of the task’s reward divided by the resource quantity
requested by the task). A task is considered to be successfully allocated only when
it is selected by the provider. The purpose of comparing our method with DGA is to
evaluate the advantage of negotiation when allocating tasks.

One of the main purpose of the task allocation methods in grid systems is to
successfully allocate as many tasks as possible [10]. Thus, we experimentally study
the success rate of task allocation. Besides the success rate, the total profit, i.e.,
the sum of all agents’ profits, is also one of the main performance measures [2].
Hence, we also report the total profit of all consumers and providers involved in the
grid environment of our method against two other methods developed in [2, 7]. The
evaluation metrics include:

(i) The success rate which is calculated by:

rsuc = Nsuc

Nτ

(5)

where Nsuc is the number of tasks that are successfully allocated and Nτ is the number
of all tasks involved in the environment.

(ii) The total profit, which is the sum of the profits of all the agents involved in
the grid environment. The total profit is calculated by:

Ptol =
n∑

i=1

proi (6)

where n is the total number of agents involved in the grid environment, and proi is the
profit gained by agent ai . Because the total profit of a method could be significantly
different in different settings, we will experimentally study the ratios of total profit
between NTAL and DGA, and the ratios of total profit between NTAL and NTA.

4.1 Experimental Settings

In order to do a comparison experiment with NTA [2], the parameters used in the
experiment are inspired by [2] and listed in Table1. The parameters setting in the
experiments is similar to those in [2] (see Table1). However, we do not set a crisp
value to each parameter, rather we set a range and thus each parameter actually takes
different values randomly in the range from time to time during the course of the
experiment to reflect the nature of dynamics of grid systems.
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Table 1 Parameters setting

Variables Meanings Values

Nra Number of resource types per agent [0, 10]

c(R) Cost to complete a task [100, 150]

r Maximum reward of a task [250, 500]

r/c(R) The ratio between r and cost of a task [1.7, 5]

Each task needs 1–3 types of resources and each agent owns 0 to 10 types of
resources. The cost to complete a task is in the range of [100, 150], and each task’s
maximum reward is in the range of [250, 500], so the ratio between r and cost of a
task, i.e., r/c(R), is from 1.7 to 5, which is reasonable in practical markets. Besides,
there are another two important variables used in the experiment, i.e., ψ(r) and
flex(τ ).

(i) ψ(r) reflects the resource competition and is defined as follows:

ψ(r) = Nτ /Np (7)

where Nt and Np are the numbers of tasks and resource providers, respectively.
Because both the numbers of tasks and providers are dynamically changing (i.e., both
Nτ and Np vary from time to time during the course of the experiment), actually,
ψ(r) varies during the course of the experiment as well. Moreover, we have to state
that the values of resource competition ψ(r) in the following experiments are the
ratios between the maximum numbers of the resource providers and the maximum
numbers of consumers. Hence, in the following experiments, if the value of ψ(r) is
given, it does not represent that ψ(r) is fixed, contrary, it varies from time to time.

(ii) flex(τ ) reflects the allocation flexibility of a task and is defined as follows:

flex(τk) = tls − tg (8)

where tls and tg are the deadline and the generation time of τk , respectively.
At the beginning of the experiments, we generate 100 agents and 600 tasks. The

600 tasks are distributed to the 100 agents randomly. Each agent has at least one
type of resource, and so, each agent can be a provider. Moreover, each agent is also
a consumer if at least one task is distributed to it. These agents and tasks are not
in the grid environment at the beginning but enter into or leave off the environment
randomly after the beginning of the experiment. Each agent selects 5 other agents
randomly as its neighbors when it newly arrives in the environment. The experiment
is conducted according to the following two different scenarios.

Scenario 1: examination of the impact of the deadlines of tasks.
The purpose of this Scenario is to test the impact of the deadlines of tasks on our

task allocation method. The parameters used in Scenario 1 are listed in Table2.
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Table 2 Parameters setting for Scenario 1

Variables Meanings Values

Nτ Number of tasks [0, 100]

Np Number of resource providers [0, 100]

ψ(r) Resource competition 1

Nave The average required resource types 5

To control the maximum numbers of providers and tasks that enter into the grid
environment, we set both the maximum providers and tasks as 100, that is, both the
numbers of providers and consumers are in the range of [0, 100] during the course
of the experiment. This does not mean that the numbers of providers and tasks of
the experiment are randomly chosen from the range of [0, 100] at the start of the
experiment, but rather it means that the numbers of providers and tasks change from
time to time between 0 and 100 during the course of the experiment because providers
and tasks can leave or enter at any time. Similarly, the number of tasks changes from
time to time in the range of [0, 100]. We set the parameters like this because the
grid environment is dynamic and open. Based on this, we change the deadlines (i.e.,
latest start times) of tasks and get different success rates and total profits accordingly,
which are shown in Figs. 1 and 2, respectively.

In fact, even though the purpose of Scenario 1 is to test the impact of different
deadlines of tasks on success rate and total profit, the resource competition is not
fixed, it varies during the course the the experiment according to the parameter
settings above. However, the resource competition varies in a small range and this

Fig. 1 Deadline of task and the success rate
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Fig. 2 Deadline of task and the total profit ratio

cannot be avoided due to the dynamics and openness of the environment. We also
conduct an experiment to test the impact of resource competition when it varies in
bigger ranges in Scenario 2.

Scenario 2: examination of the impact of resource competition.
The aim of this Scenario is to test the impact of different resource competitions on

our task allocation method. The parameters used in Scenario 2 are listed in Table3.
The allocation flexibilities of tasks (i.e., flex(τ )) are in the range of [400, 500].

We make the number of providers in-between [0, 100], and we change the maximum
number of tasks involved in the environment from 20 to 600. Hence, we get different
resource competitions from 0.2 to 6, according to Eq. (7). Based on different resource
competitions,we obtained the corresponding success rates,which are shown in Fig. 3.
Furthermore, we also obtained the ratios of total profits between NTAL and NTA,
and the ratios of total profits between NTAL and DGA, which are shown in Fig. 4.

Table 3 Parameters setting for Scenario 2

Variables Meanings Values

tls Deadlines of tasks [400, 500]

tg Generation times of tasks 0

flex(τ ) Allocation flexibility [400, 500]

Nave Average required resource types 5
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Fig. 3 Resource competition and success rate

Fig. 4 Resource competition and total profit ratio

4.2 Results of Experiments

Results of Scenario 1
In Scenario 1, in the case that the allocation flexibilities of tasks change during
the course of the experiment, the corresponding success rates are shown in Fig. 1.
Figure2 illustrates the ratios of total profit between NTAL and NTA, and the ratios
of total profit between NTAL and DGA, based on different allocation flexibilities.

FromFig. 1,we can see that the success rate ofNTAL reaches the peakvalue earlier
than that of NTA. This result can be explained from the view point of negotiation
strategies of the providers of both NTAL and NTA. In fact, in NTAL, the offer
price of provider is closely related to time t . The provider gives more concessions
as time progresses, which can be seen from Eq. (4) in Sect. 3.1. However, in NTA,
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only the consumer gives concessions while the provider gives its counter offer price
just based on the resource competition. Hence, NTAL reaches the peak success
rate quicker than NTA. For the same reason, when the allocation flexibilities are
lower than 200ms (milliseconds), the success rates of NTAL are higher than that
of NTA. This demonstrates that NTAL works better in the circumstances that tasks
are urgent, i.e., tasks need to be started in short times (low allocation flexibilities).
Even though the peak value of success rate of NTAL is lower than that of NTA, it
is reasonable because in NTA, any consumer knows all the providers’ information,
while the consumer only has a local view in NTAL. The peak value of success rate
is limited by the local view in NTAL comparing with the global view in NTA.

As we can see from Fig. 1, the success rates of DGA are stable in the different
ranges of allocation flexibility. Because there is no negotiation process in DGA and
only greedy algorithm is used. Hence, the success rate is less related to the allocation
flexibility compared with NTAL and NTA. However, when allocation flexibilities are
higher than 140ms, the success rates of DGA are lower than the peak values of both
NTAL and NTA, and this result demonstrates the advantage of our negotiation-based
method in task allocation.

In Fig. 2, when the allocation flexibilities are lower than 100ms, the ratios of
total profit between NTAL and NTA are higher than 1. This is reasonable because
the corresponding success rates of NTAL are higher than the results of NTA when
allocation flexibilities are lower than 100ms. The ratios of total profit between NTAL
and DGA become higher than 1 when the allocation flexibilities are higher than
100ms, which is reasonable because NTAL needs time to negotiate.

Results of Scenario 2
In Scenario 2, Fig. 3 displays the success rates based on different resource com-

petitions. The ratios of total profit between NTAL and NTA, and the ratios of total
profit between NTAL and DGA are shown in Fig. 4.

Figure3 presents that when the resource competition is either lower than 0.6 or
higher than 2, the success rates of NTAL are higher than those of NTA. This is
because when the resource competition is lower than 0.6, the limitation of the local
view of the consumer in NTAL is not apparent due to the low resource competition.
Contrarily, when the resource competition is higher than 2, the advantage of the
global view in NTA is not apparent compared with the local view due to the high
resource competition. Hence, when the resource competition is either lower than 0.6
or higher than 2, the p2p neighborhood used in NTAL can work as well as the global
information in NTA, or even better.

As it can be seen from Fig. 3, when the values of resource competition are higher
than 0.6, the success rates of DGA are lower than those of NTAL and NTA. This also
demonstrates the advantage of our negotiation-based method for task allocation.

In Fig. 4, it can be seen that the ratios of total profit between NTAL and NTA, and
the ratios of total profit between NTAL and DGA vary with the different values of
resource competition. When resource competitions are higher than 1, the total profit
ratios between NTAL and NTA are higher than 1, which means the total profit of
NTAL is higher than that of NTA even though NTA has global views while NTAL
uses only the local views. This can be explained from two view points. First, whether



34 Y. Kong et al.

an agent has global view or not does not affect the total profit much because of the
high resource competitions. Second, the corresponding success rates of NTAL are
higher than those of NTA. Hence, in the situations of high resource competitions,
NTAL still works better than NTA.

5 Related Work

In recent years, some task allocation methods have been developed by the considera-
tion of various uncertain factors during task allocation. In 2008, Gatti et al. proposed
a task allocation method by considering the different deadlines of tasks during the
negotiation in market-based grid environments [12]. In 2009, An et al. developed a
negotiation-based method for task allocation by taking two uncertain factors (i.e.,
deadline and reserve price) into consideration during negotiation [1]. However, in
practice, negotiation for task allocation in most open environments needs to consider
more than two uncertain factors. In 2010, An et al. further extended their previous
workby consideringmore uncertainty factors [2], such as resource competition, dead-
line, reserve price and cost under the assumption of a global view of each resource
consumer (i.e., each consumer has complete information of all providers).

This paper is mostly related to the method proposed by An et al. [2]. However,
their method assumes that resource providers are not allowed to enter into or leave
off the grid environment freely, and it also assumes that each consumer knows all the
providers’ information (i.e., each consumer has a global view). The two assumptions
do not always hold, especially applying them to an open grid environment, due to no
central controllers in open, dynamic grid environments. Besides, if each consumer
knows all the providers’ information, it means that there is a central controller,
which can easily introduce the single point of failure problem. Moreover, the central
controller will limit the scalability of grid systems. Our NTAL does not assume the
global view of any agent. Additionally, in NTAL, both consumers and providers can
enter into or leave off grid environments freely at any time. Hence, the environment
in this paper is completely dynamic, open for consumers and providers.

In 2009, Klos et al. proposed an Agent-based Computational Economics model
(ACE for short) [15], which is also for market-based task allocation in dynamic
environments. ACE focuses on the adaptation of agents, due to the dynamics of the
environments and the competitions among agents. Agents adapt themselves based
on the trusts on their partners. However, our method introduces the concepts of
negotiation and penalty. The negotiation can make the transactions between agents
more flexible, and meanwhile the penalty prevents the distrust between agents.

Weerdt et al. proposed aDistributedGreedyMethod (DGA) to allocate distributed
tasks to resources in [7]. There are some aspects at which DGA is similar to our
NTAL. For example, there is no central controller in DGA, which means each agent
only has a local view; agents are connected as a social network which is similar to
the p2p neighborhood used in our method; and consumers are dynamic. However, in
DGA there is no negotiation and only greedy method is introduced. Each provider
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selects one task one time only according to the ratio of the reward and the quantity of
the requested resources of the task. In fact, many more factors need to be considered
when allocating tasks in modern applications, not just the reward of the task and
the quantity of requested resources. Our negotiation-based method NTAL is flexible
by taking into more factors into consideration when allocating tasks, such as the
deadline, reserve price, cost, the resource competition, and so on.

The task allocation method proposed in [20] is also decentralized in dynamic
environments. However, that method focuses on the cooperation among provider
agents that have to finish interdependent tasks cooperatively, because the tasksmaybe
interdependent due to the time constraints, resource constraints or order constraints.
Thus it requires high coordinations among agents in order to obtain high total profits.
While our method focuses on the competitions among both provider agents and
consumer agents, trying tomaximize their own profits obtained from the successfully
allocated tasks.

6 Conclusion

This paper proposed a negotiation-based task allocation method to achieve high
success rates, high total profits in task allocation in decentralized, dynamic, and
open grid environments. The main contributions of the proposed method are: (i) the
method is based only on local views, which can make our method more applicable
in open, dynamic environments. Besides, local views do not limit the scalability of
the application systems; and (ii) the proposed method allows both providers and
consumers to freely enter into and leave off grid environments, so it can be applied
to many real open, dynamic situations.

In the future, we intend to evaluate the success rates and total profits when both the
allocation flexibilities and resource competitions change in NTAL. Besides, we also
intend to work on solving continuous task allocation in decentralized, dynamic, and
open grid environments and to test our task allocation method in real life situations.
In addition, it is also interesting to do game theoretic analysis on our method.
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