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Abstract Inconsistency in knowledge bases traditionally was considered undesired.

Systematic eradication of it served to ensure high quality of a system. However, in

case of semantic wikis, where distributed, hybrid knowledge bases are developed and

maintained collectively, and inconsistency appears to be an intrinsic phenomena. In

this paper, we analyze inconsistency in a semantic wiki system in terms of its origin,

level, type, and significance. We claim that in some cases inconsistency should be

tolerated and show examples where it can be used in a constructive way.
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1 Introduction

Traditional approach to inconsistency in knowledge-based systems considered it an

anomaly [25]. One of the main reasons for that is the “principle of explosion” (ECQ,

from Latin:Ex contradictione sequitur quodlibet which means “from a contradiction,

anything follows”). If anything can be entailed from a set of inconsistent statements,

then the inconsistent knowledge base becomes unusable. Therefore, numerous meth-

ods and techniques have been developed to suppress inconsistency, either by reject-

ing contradictions (removing, forgetting, etc.) or by searching for a consensus to

restore consistency.

With the advent of modern Web-based technologies, there is a growing intensity

of collaboration on the Web. Wikipedia-like portals, recommendation systems, or

community websites are examples of modern knowledge bases. New challenges are
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posed by distributed knowledge authoring, increased use of mobile devices, dynamic

changes of the knowledge, and use of hybrid knowledge representation with mixed

levels of formality [6]. Quality of knowledge is often evaluated collectively, by dis-

cussion, negotiations, and voting.

It is impractical to treat such knowledge bases same as centralized homogeneous

systems, where consistency was an important quality factor. We claim that in seman-

tic wiki systems, struggling for consistency can be ineffective, and can suppress such

desirable phenomena as collaborative synergy and fast development of knowledge.

Thus, inconsistency should be accepted and incorporated into reasoning rather than

removed or ignored. This paper is an enhanced version of the paper presented at the

KICSS2013 conference [3].

The paper is organized as follows: In Sect. 2, we introduce the motivation for

our work. Then we review selected approaches to handle inconsistency, taking into

consideration various aspects and levels of it in Sect. 3. A conceptualization of our

semantic wiki environment is proposed in Sect. 4, followed by an analysis of incon-

sistency in it in terms of origin, types, and significance. This constitutes a starting

point for a discussion on tolerating inconsistency in Sect. 5 and presentation of an

exemplary use case in Sect. 6. Conclusion and future work is outlined in Sect. 7.

2 Motivation

Verification and validation of knowledge-based systems [13] is a mature field in

which numerous solutions, both classic and recent [28], have been proposed. Verifi-

cation challenges and algorithms depend on selected knowledge representation and

reasoning within the considered system. XTT2 [36] is a logic-based representation

for rule-based systems, which allows to visually model, refine, and execute modular-

ized rule bases. Moreover, a formal analysis and verification is possible [32]. Such

a representation could be adapted for modeling distributed knowledge bases (e.g.,

with use of semantic wikis [1, 31]).

Specific issues related to collective knowledge engineering [34] as well as ver-

ification [5] in such environments have been investigated. It appears that to some

extend it would be beneficial to use some of the existing verification solutions. How-

ever, inconsistency in collaborative settings appears to be intrinsic phenomena, so

the verification methods should be adapted accordingly. When inconsistency arises,

the system should automatically and appropriately react, i.e., recognize if it is unde-

sirable, or if it may be accepted and used constructively. Incorporating inconsistency

into reasoning and taking advantage of it is not a new idea. In [15], several practical

use cases were given and a general framework for including inconsistency was pre-

sented, and in [39], usefulness of inconsistency in software development has been

discussed.

In order to develop reasonable methods of verification and inconsistency handling

for knowledge engineering in semantic wikis, we aim to analyze various aspects,
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levels, and types of inconsistency. In the following section, we ground our discussion

in overview of existing approaches to inconsistency in general, and then proceed to

inconsistency analysis in semantic wiki system.

3 Preliminaries

3.1 Basic Concepts

One can find several interpretations of inconsistency that are reflected in various def-

initions. Intuitively, inconsistency appears when a set of sentences (formulas, theo-

rems, beliefs) cannot be true at the same time. More precisely,

A formal system is inconsistent if there is a formula 𝜙 such that both 𝜙 and ¬𝜙 are

theorems [17]. Alternatively,

Axiomatic system is inconsistent if for a given set of axioms 𝛤 (relative to a given

logical language ) a formula 𝜙 can be entailed (𝛤 ⊧ 𝜙) and similarly ¬𝜙 can be

entailed (𝛤 ⊧ ¬𝜙) [23]. Finally,

A contradiction between two statements is a strong kind of inconsistency between

them, such that one must be true and the other must be false.
1

If model-theoretic semantics is concerned, then the knowledge base or its corre-

sponding theory is inconsistent if it does not have a model [12]. There are also less

formal terms in use, not necessarily equivalent to logical inconsistency, for instance

incoherent data or incompatible conceptualizations [23].

3.2 Formal Representation of Inconsistency

In order to formalize inconsistency handling, there must be a formal representation of

inconsistency itself. In [11], where logics are defined as “formal systems consisting

of a language L (in the form of a set of formulas) on which an inference operation C
is defined,” three approaches are distinguished:

1. A-scheme: to pick a subset of the language, and use each element of the subset as

a representation of absurdity,

2. C-scheme: to relate contradictions to inference, stating that inconsistency arises

when all formulas are inferred,

3. N-scheme: to capture contradictions through an auxiliary notion of negation

(A,¬A or A ∧ ¬A if conjunction is available).

1
See http://www.csus.edu/indiv/d/dowdenb/misc/inconsistency.htm.

http://www.csus.edu/indiv/d/dowdenb/misc/inconsistency.htm
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Fig. 1 Aspects and levels of

inconsistency [38]

Inconsistency may be also represented in a form of conflict profiles as explained

in [38]. Finally, inconsistency may be incorporated into formal logic, for instance as

in multi-valued logics [9] in which one can represent a statement that is both inferred

to be true and false.

3.3 Aspects and Levels of Inconsistency

One can consider different aspects and levels of inconsistency. In [38],

two-dimensional classification of inconsistency is given as (1) syntactic vs. seman-

tic level of inconsistency, and (2) centralization vs. distributed aspect of it (see

Fig. 1). Inconsistency may be considered in distribution aspect where the basic cause

of inconsistency is the independence of knowledge agents or knowledge process-

ing mechanisms, or in centralization aspect where inconsistency is caused by the

dynamic change of the world. It can also be identified and processed on a syntactic
and semantic level. Alternatively, a distinction given in [26] states that inconsistency

can be checked for in a purely logical way (e.g., p and ¬p are present in the knowl-

edge under discourse), or as material inconsistency, when two pieces of knowledge

are invalid together due to the assumed interpretation.

3.4 Measuring Inconsistency

Binary distinction between consistent and inconsistent knowledge base is often

insufficient. In order to better understand inconsistency and apply appropriate tech-

nique to handle it, one should recognize degree of inconsistency measured in some

dimensions. Several methods, models, and metrics have been proposed to mea-

sure inconsistency [18, 21, 30]. Classifications for inconsistent theories have been

proposed in [17]. In [22], different dimensions of measuring inconsistency are

explained, selected approaches are compared, and their applications in cases as
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negotiation between agents or comparing heterogeneous sources are presented.

Finally, inconsistency measures can be used to decide, if resolving inconsistency

is worthwhile, taking into consideration associated loss of information [19].

3.5 Selected Approaches to Inconsistency

Actual and potential contradictions In [11], two approaches are distinguished, which

lay the ground for various methods of inconsistency handling. Actual contradictions
view assumes that contradictions appear naturally and thus a representation of them

within a formalism and reasoning mechanisms in the presence of them should be

provided. In potential contradictions view, it is claimed that in reality contradictions

do not appear, and when contradicted information is given, there are some statements

‘responsible’ for it. Reasoning then conforms to trying to identify the ‘strongest argu-

ment,’ where all arguments that oppose it are discarded. This approach assumes some

mechanism to resolve conflicts and obviate the potential of any contradiction. Practi-

cal implementations of this view are, e.g., defeasible reasoning, or modal formulation

of default logic.

Methods for Handling Inconsistency Following different aspects and levels of incon-

sistency, numerous methods for handling it have been developed (survey of them is

beyond the scope of this paper, for reference see e.g., [10, 11, 38]). Ordering them

from most restrictive to most tolerating inconsistency, one can

1. Discard inconsistency, e.g., by removing/forgetting inconsistent statements.

2. Suppress it, by selecting consistent subsets (removing union of the minimally

inconsistent subsets or taking intersection of the maximally consistent subsets,

or removing smallest number of assumptions), isolating or repairing.

3. Do not accept it but use to find a consensus, or in argumentation frameworks.

4. Tolerate or accept it, by representing and reasoning with it (paraconsistency).

5. Accept and use constructively, e.g., learn from inconsistency [23].

Amending Classical Logic for Handling Inconsistency Because classical logic col-

lapses in the presence of inconsistency, several amendments have been proposed [11]:

1. Syntactic-based approach: fragment of classical proof theory that is sufficiently

weakened so that an arbitrary B fails to be inferred from A ∧ ¬A (numerous para-

consistent logics [41]).

2. Semantic-based approach: conjoining the truth values false and true can be mean-

ingful and results in a new truth values, namely contradictory (three-valued logic,

Belnap’s four-valued logic [9]).

3. Restricting the use of certain classical proof rules so as to avoid the proof of an

arbitrary B following from A ∧ ¬A.

4. If premises form contradictory statements, then focusing on consistent parts of

this collection and reasoning only from such consistent parts (subsets).
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Paraconsistent Logics Main assumption of paraconsistent logics is the rejection of

inference explosion (ECQ) in the presence of inconsistency. This shared assumption

may be realized by different means. Selected paraconsistent logics include discus-

sive logic, non-adjunctive systems, preservation, adaptive logics, logics of formal

inconsistency, many-valued logics, or relevant logics (for a discussion and further

reference see [41]). Paraconsistent logic has significant overlap with many-valued

logic; however, not all paraconsistent logics are many-valued (and not all many-

valued logics are paraconsistent). Dialetheic logics, which are also many-valued, are

paraconsistent, but the converse does not hold. Intuitionistic logic allows A ∨ ¬A not

to be equivalent to true, while paraconsistent logic allows A ∧ ¬A not to be equiva-

lent to false. Thus paraconsistent logic can be regarded as the “dual” of intuitionistic

logic.

3.6 Selected Application Areas

Inconsistency has been widely studied in the areas of software engineering [39],

legal knowledge engineering, verification of knowledge-based systems [25], diag-

nostics [27], and artificial intelligence (i.e., robotics, knowledge representation, and

reasoning). With the advent of the Semantic Web, numerous proposals have been

discussed for semantic knowledge management, both on the levels of semantic anno-

tations in RDF/S [4] as well as ontologies [16, 20, 29, 38] (for a discussion about

inconsistency handling in Semantic Web environments see [2]). Recently, inconsis-

tency management has also been studied in multi-context systems [14] and traffic

regulations within smart cities [8].

4 Interpretation of Inconsistency in Semantic Wikis

Based on practical experience and previous work [1, 34], we introduce the notion of

Collaborative Knowledge Authoring in semantic wiki systems. It is a process of elic-

iting, structuring, formalizing, and operationalizing knowledge performed by con-

scious agents that collaborate on a knowledge level toward achieving a common goal,

can communicate and help each other, as well as change their opinions. One can see

that we highlight the following characteristics:

A Collaborative:

∙ multiple conscious agents (authors, knowledge engineers),

∙ communication, help and dynamics of opinions among agents.
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Knowledge:

∙ consideration on a knowledge level [37], and consequently various methods of

knowledge representation and reasoning (hybrid representations, different levels

of formality [6])

Authoring:

∙ set of tasks (knowledge elicitation, structuring, formalization, and operationaliza-

tion)

∙ common goal: development of a useful artifact

The developed knowledge base should be valuable for its users. This user-centric

perspective intuitively alters the quality criteria of the system. Specifically, one

should be able to meaningfully answer queries posed to the system. This does not

necessarily require sustaining consistency.

Inconsistency in such a semantic wiki environment may be considered as driven

by the following three factors: distributed knowledge authoring, dynamic change of

the system, and hybrid knowledge representation. Analyzing the origins of inconsis-

tency, one can distinguish the following categories:

1. Distributed knowledge authoring

(a) independent knowledge sources/authors

(b) independent knowledge processing

(c) unconscious disagreement

∙ in/competence of experts

∙ inaccuracy of statements

(d) conscious disagreement

∙ different opinions

∙ different conceptualizations

2. Dynamic change of the system

(a) revisions of knowledge bases

(b) assertion of facts inconsistent with existing KB

(c) assertion of rules making the KB inconsistent

(d) dynamic changes of the world (making the KB outdated)

3. Knowledge representation

(a) incompatibilities between models expressed with different KR

∙ e.g., incorrect combination of disjoint and derives relations

(b) improper conceptualizations

∙ polysemy (missing disambiguation of different word senses)

∙ overgeneralized concepts

Moreover, we distinguish the following types of inconsistency:

∙ Syntactic inconsistency within a model in chosen representation.
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∙ Semantic inconsistency between knowledge represented in different formalisms,

possibly of different levels of formality [6, 7].

∙ Material inconsistency: if a behavior of the system is modeled within the KBS and

the model is inconsistent with the actual execution of it.

Impact of the inconsistency depends on a formalization level of the knowledge base

(the more the formal representation, the more significant is the inconsistency).

5 On Possible Usefulness of Inconsistency

Inconsistency can be acceptable, or even desirable in a system, as long as it has

appropriate mechanisms for acting on it [15]. Sometimes, systematic eradication of

contradictions is a mistake on several grounds [11]. First one is pragmatic: they may

be hard to detect. Second, they can be more informative than any consistent revision

of the theory (for a discussion see [15]).

While inconsistencies are undesired in such situations as specification of a plan

or sensor fusion in robotics, they proved to be useful in, e.g., law (inconsistencies

in opposition case), income tax database, where contradictions point to fraud inves-

tigation (contradictory information should be then kept and reasoned with), or in

preliminary stage of software engineering (requirements capture stage), where pre-

mature resolution can force an arbitrary decision to be made without the choice being

properly considered.

Inconsistency may be a useful trigger for logical actions, e.g., in directing reason-

ing, instigating the natural processes of argumentation, information seeking, inter-

action, knowledge acquisition and refinement, adaptation, and learning [23].

Tolerating inconsistency in a semantic wiki system is pragmatic, because incon-

sistency is hard to detect if hybrid representation is considered. Moreover, con-

sistency is not necessary for the knowledge base to be valuable, if the quality is

ensured collaboratively by employing social mechanisms such as voting, discussions,

or “likes.” During divergent thinking collaborative tasks, such as brainstorming ses-

sions in research collaboration [10] or early prototyping while developing innovative

ideas [40], inconsistency may inspire new associations and lead to more interesting

solutions. Furthermore, inconsistency of opinions is thought-provoking and valuable

in some applications (e.g., recommendation systems). Finally, inconsistency may be

helpful in discovering potential areas of improvement, and be a trigger to acquire

more knowledge.

6 Exemplary Use Case

A recommendation system has been implemented in Loki [33–35], a semantic wiki

that supports semantic annotations and rules. Knowledge base about movies has been

developed collaboratively by editing semantic wiki pages enhanced with semantic

annotations (see Fig. 2).
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Fig. 2 Loki semantic wiki system: movies use case

Semantic annotations are mapped to the underlying logical representation that

allows to reason automatically. Information may be obtained from wiki by posing

semantic queries in ask and SPARQL languages, as well as Prolog goals. The system

can also give recommendations based on rules defined for a user [1]. Information

may be exported to RDF/XML.

Inconsistency arises when multiple users edit wiki pages and give contradictory

information about the same objects. In order to easily locate and asses inconsistency,

a visualization plugin has been developed.
2

The plugin highlights inconsistencies for

whole namespaces (see Fig. 3) and single pages (see Fig. 4).

Whether a contradiction is acceptable or not depends on the ontology to which

the system conforms. For instance, there are functional relations and attributes, such

as title of a movie or its production year. For these properties, two dif-

ferent values constitute undesired inconsistency. On the other hand, for properties

such as rating, several different values may be given and in this case, the incon-

sistency is natural and represents various opinions of the users. Thus Loki visual-

ization plugin provides a simple configuration mechanism to define what properties

are appropriate for given classes of objects and which of them are functional (see

Fig. 4). Consequently, not only inconsistencies can be easily identified, but they also

may be assessed and treated appropriately.

2
A prototype implementation of the plugin was carried out by master students Magdalena

Chmielewska and Tomasz Szczęśniak.
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Fig. 3 Loki inconsistency visualization plugin: movies namespace

Fig. 4 Identified inconsistency highlighted for analysis

Recognizing more types of inconsistency is planned to be implemented in future.

Further refinement of the system may be considered by employing voting or consen-

sus methods to determine appropriate version of information.
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7 Summary and Outlook

Inconsistency is an inherent phenomenon in collaborative knowledge authoring. We

claim that only after a thorough analysis, one can take a reasonable decision how

to handle identified inconsistency. Particularly, it is not obvious that inconsistency

must be considered unacceptable. It may be useful and in this paper, we showed an

exemplary use case. For future work, we will analyze how to adapt the following

techniques for our semantic wiki environment: consensus methods [38], paraconsis-

tent logics [41], 4-valued logics [9, 29], argumentation frameworks [16], belief revi-

sion, updating knowledge (e.g., ontologies) [24], inconsistent subsets, and semantic

relevance metrics [20]. In fact our environment may be extended by a set of plugins

simplifying the collaborative knowledge authoring that considers inconsistency as a

useful phenomenon.
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