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Abstract Humans have very high requirements and expectations when
communicating through speech, other than simplicity, flexibility and easiness of
interaction. This is because voice interactions do not require cognitive efforts, atten-
tion, and memory resources. Voice technologies are however still constrained to use
cases and scenarios giving the existing limitations of speech synthesis and recog-
nition systems. Which is the status of nonlinear speech processing techniques and
the steps made for cross-fertilization among disciplines? This chapter will provide a
short overview trying to answer the above question.
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1 Introduction

Even though contextual instances play a fundamental role in delineating the most
appropriate communication tools for implementing successful interactional
exchanges [12], nevertheless, spoken messages remain naturally preferred and
extremely effective among humans. This is substantiated by the fact that speech based
information communication technologies (ICT) are largely accepted and favored
among persons. To our knowledge, visual telecommunication tools, such as telecon-
ferencing, are still at an early stage of acceptance, because their “perceived ease
of use (PEOU)”, and “perceived usefulness (PU)”, are strongly affected by both
“individual factors such as anxiety and self-efficacy, and institutional factors such
as institutional support and voluntariness” [26, p.118]. On the contrary, Voice User
Interfaces (VUIs), had proven to be largely accepted to the extent that 65+ aged
elders are enthusiast to be assisted and monitored for their chronic diseases by a
static speaking face [8].

A spoken message produces a precise physical object, a wave of sounds, through
which an individual communicates ideas and beliefs, shares knowledge, express
needs, feelings, and emotions. The everyday simplicity and flexibility of a such
acoustic event in serving as a “container” of countless superimposing and inter-
weaving information, is impressive. The elementary “wave of sounds” will take on
several encoding channels, where different streams of data flow together to efficiently
build up and successfully shape human exchanges. Among all these encodings, the
linguistic code is undoubtedly the most important. It exploits a predefined and shared
communication protocol (the language1) that allows interactants to decipher a sub-
stantial part of the semantic meaning of the delivered message. However, there is a
lot of additional information normally sent through speech. Psycholinguistic studies
have shown thatmeanings are conveyed not only bywords (intended here as lexicon).
During speech production, there exist multiple sets of non-lexical expressions carry-
ing on specific communicative values. Typical non-lexical communicative events at
the paralinguistic speech level are, for example, empty and filled pauses signaling,
among many other functions, mood states; vocalizations signaling positive or nega-
tive feedbacks (“aah”, “hum”); speech repairs signaling speakers cognitive and emo-
tional states, as well as discourse planning/re-planning strategies; and intonational
phrases contour changes allowing to disambiguate meanings [6, 7, 10, 12–14]. The
abovementioned speech resources are powerful enough to fulfill plenty of commu-
nicative needs without the intervention and independently from the linguistic code,
since the process of encoding/decoding for this information is very likely affected
by cultural, unconscious, and instinctive communication mechanisms rather than by
language production/comprehension rules.

In addition, it is well known that communicative exchanges among humans are not
achieved only through speech and linguistic vocal expressions. Written and visual

1Here “language” is intended to be “the verbal language” as opposed to other general meanings of
the term. The interpretation of a “language” as a code can be found in De Saussure [9].
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channels, convey linguistic and paralinguistic information that complement or substi-
tute spoken messages and gestures achieve the same pragmatic and semantic speech
function [12, 18]. However, at the current technological stage there are few ICT
technologies exploiting these channels: speech technologies predominate among all
of them and are favorite with respect to visual, graphical and text interfaces. The ulti-
mate speech ICT objectives are guided by the willingness to improve voice services
in telecommunication systems, providing a high quality speech synthesis, more effi-
cient speech coding, effective speech recognition, speaker identification, and speaker
verification systems in order to significantly spread the VUIs acceptance for infor-
mation systems such as the mobile Internet (by improving speech synthesis and
recognition) and the future generations of wireless communication networks (by
improving speech coding).

2 Beyond Nonlinear Speech Processing

The nonlinear approach to speech processing had produced advances in several
speech engineering fields such as coding, transmission, compression, and synthe-
sis among others, as well as, advances beyond the engineering approach. This is
because the functional role of speech, being a human ability, is not constrained to a
finite scope and therefore, investigations in one field had produced results in another.
Among the topics that had exploited for long time and still exploit nonlinear tech-
niques, it is worth to mention Speech Coding, intended as the ability of an algorithm
to code speech in a compact bit-stream such that the amount of transmitted data (the
bit rate) would be as low as possible to accommodate transmission channel con-
straints while preserving speech intelligibility and pleasantness [1, 2, 20]. Low-rate
speech coding algorithms have been developed for interactive multimedia services
on packet-switched networks such as mobile radio networks, Internet, and mobile
network user base, and even more very low bit rate coding at consumer quality will
be demanded by the future ICT systems [21, 22, 31].

Two topics of highly nonlinear relevance are Speech Synthesis and Recognition.
Humans have very high requirements and expectations when dealing with VUIs,
other than simplicity, flexibility and easiness of interaction. This is because voice
interactions are an ordinary tool of exchanges among them and do not require, on
the user side, cognitive efforts, attention, and memory resources as in the case of
graphical and text interfaces. Voice exchanges between humans and machines elim-
inate delays caused by option menus and can provide very rapidly and complex
verbal responses. However current VUIs are not free of constraints. VUIs represent
a complex interface option for systems developers since the underlying automated
speech recognition (ASR) and Text to Speech (TTS) technology is constrained to
context based and speaker dependent applications. Free-form of human-machine
conversations are not provided by the current speech technologies. Improvements
in dialog management resources are still addressed to specific use scenarios varying
from allowing health users to surf theWorldWideWeb tomore complex applications
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such monitoring the wellbeing of elderly people, which add, to the complexity of the
free-form of conversations also those related to poor speech production (and then
more complex efforts for its recognition) because of possible fine motor articulatory
impairments due to the age [8, 24, 25, 30]. Current commercial voice enabled sys-
tems are Webtalk (http://www.pcworld.com/article/98603/article.html) developed
by Microsoft, and Siri (http://www.apple.com/ios/siri/) developed by Apple. These
systems are not free of criticisms and still constrained in the dialogue management
to be speaker-dependent, with a restricted dictionary, and favorable environmental
conditions. These limitations aremostly due to themany sources of variability affect-
ing the speech signals coarsely grouped by Esposito [16] as: “a) phonetic variability
(i.e. the acoustic realizations of phonemes are highly dependent on the context in
which they appear), b) within-speaker variability (as result of changes in the speakers
physical and emotional state, speaking rate, voice quality), c) across-speaker vari-
ability (due to differences in the socio-linguistic background, gender, dialect, and
size and shape of the vocal tract), and d) acoustic variability (as result of changes in
the environment as well as the position and the characteristics of the transducer)”.
Reliable and effective speech recognition and synthesis applications must be able
to handle efficiently these variabilities knowing at any stage of the speech recog-
nition/synthesis process which source more than the others is affecting the system
efficiency and performance. The general assumption behind these investigations is
“that there are rules governing speech variability and such rules can be learned and
applied in practical situations” [15, 16]. This point of view is not generally accepted
(see [23] for an alternative point of view), since it is related to the classical problem of
reconciling the physical and linguistic description of speech, i.e. the invariance issue.
Five decades of research in nonlinear speech processing seems to bring convincing
arguments on the role of the context (the cultural, organizational, and physical con-
text) in the human communications [12] suggesting to consider the invariance issue
context dependent to a certain extent. Two more nonlinear engineering topics such
as Voice Analysis, and Conversion (where the quality of the human voice is analysed
for clinical and phonetics applications and where techniques for the manipulation of
voice characters) produced the flourishment of new speech research fields and new
speech applications, such as the analysis of emotional vocal expressions in order to
identify speech acoustic emotional features and be able to detect emotional states
from speech [3–5, 17, 27, 28] and even more psychopathological disorders such as
depression, stress and anxiety [11, 19, 29].

The nonlinear approach to speech processing had gone beyond the acoustic and
engineering approach to speech processing, extending its research to the psycho-
logical, social, and organizational implications derived from exchanges that are not
anymore only among humans, being an automatic system involved. However, in
order to be an efficient and effective exchange, the richness of the speech signal must
be preserved combining appropriately technological constraints and its social and
functional role.

http://www.pcworld.com/article/98603/article.html
http://www.apple.com/ios/siri/
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3 Contents of this Book

It took over 50years to realize that speech is beyond speech and therefore nonlinear
speech processing should go beyond nonlinear techniques and exploits heuristic and
psychological models of human interaction in order to succeed in the implementa-
tions of socially believableVUIs and applications for humanhealth andpsychological
support. This book is signaling advances in these directions taking into account the
multifunctional role of speech and what is “outside of the box” (see Björn Schuller’s
foreword). To this aim, the book is organized in 6 sections, each collecting a small
number of short chapters reporting advances “inside” and “outside” themes related
to nonlinear speech research. The themes emphasize theoretical and practical issues
for modelling socially believable speech interfaces, ranging from efforts to capture
the nature of sound changes in linguistic contexts and the timing nature of speech;
labors to identify and detect speech features that help in the diagnosis of psycholog-
ical and neuronal disease, attempts to improve the effectiveness and performance of
Voice User Interfaces, new front-end algorithms for the coding/decoding of effective
and computationally efficient acoustic and linguistic speech representations, as well
as investigations capturing the social nature of speech in signaling personality traits,
emotions and improving human machine interactions.

The coarsely arrangement in 6 scientific sections should be considered only a
thematic classification. The sections are closely connected and provide fundamental
insights for the cross-fertilization of different disciplines. All the chapters collected
in each section are original and never published before. In addition, all the chapters
benefited from the live interactions in person among the participants of the successful
meeting in Vietri sul Mare under the egide of the 7th biennial international workshop
on Non-Linear Speech Processing (NOLISP 2015) which had initiated alternative
approaches to speech processing according to the research tradition proposed by the
COST Action 277 (http://www.cost.eu/COST_Actions/ict/277).

4 Conclusions

The readers of this book will get a taste of the major research areas on nonlinear
speech processing, different visions on the multifunctional role of speech, different
methodologies for analyzing and detecting important speech features, psycholog-
ical, social, and cognitive disease, and how nonlinear speech processing interact
with cognitive and social processes and can shed light on their comprehension and
understanding. The research topics proposed by the book are particularly computer
science, engineering, signal processing andhuman-computer interaction oriented and
the contributors to this volume are leading authorities in their respective fields. How-
ever, interesting psychological, and cognitive aspects are also captured and discussed,
letting the book to go, as speech itself, beyond and across scientific disciplines.

http://www.cost.eu/COST_Actions/ict/277
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