Chapter 2
On Quantum Chemical Topology

Paul L.A. Popelier

Abstract Quantum Chemical Topology (QCT) is a branch of theoretical chemistry
that uses the language of dynamical systems (e.g. attractor, basin, homeomorphism,
gradient path/phase curve, separatrix, critical points) to partition chemical systems
and characterise them via associated quantitative properties. This methodology can
be applied to a variety of quantum mechanical functions, the oldest and most
documented one being the electron density. We define and discuss the topological
atom, and justify the name topology. Then we define the quantum atom without
reference to the topological atom. Subsequently, it turns out that each topological
atom is a quantum atom, a property that enables the construction of a topologically
inspired force field called QCTFF. We briefly discuss the four primary energy
contributions governing this force field under development, and how the machine
learning method kriging captures the variation in these energies due to geometrical
change. Finally, in a more philosophical style, we advocate falsification in the area
of chemical interpretation by means of quantum mechanical tools, introducing the
concept of a non-question.

2.1 Introduction

Recently a chapter on the “Quantum Theory of Atoms in Molecules (QTAIM)” [1]
was commissioned by editors Frenking and Shaik for their book on fundamental
aspects of chemical bonding. This detailed and lengthy chapter has meanwhile been
published [2], and features alongside authoritative chapters on alternative approa-
ches such as EDA, NBO, Valence Bond, conceptual DFT, Block-localised
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wavefunctions, ELF and high-resolution X-ray crystallography. The spirit of that
book combined an educational style with an awareness of current scientific
boundaries, while avoiding too many equations in the main text, as requested by the
editors. That chapter managed to deliver added value in explaining QTAIM again,
by means of an alternative angle of exposition, different to that in other sources [3—
7]. Moreover, an historic narrative was given there, as well as a discussion of
topological energy partitioning. The current chapter selects and re-explains ele-
ments from that document, with the new didactic example of HCN, justifies the
name of Quantum Chemical Topology (QCT) (which encompasses and supersedes
QTAIM), outlines the current state of affairs in a novel QCT-based protein force
field, and briefly invites the community to start falsifying interpretative methods
(QCT and non-QCT) in case studies where the outcome would make a difference.

The term Quantum Chemical Topology (QCT) was first coined [8] in 2003, and
the first dedicated symposium took place in 2013, in Mexico City. Footnote 19 in
the paper that coined QCT, gave a detailed justification for this name and it is
helpful to quote part of this footnote, with a few modifications: “...The use of the
acronym QCT does not downplay the physics behind “Atoms in Molecules”
(AIM) by referring to the topology language as the central idea behind it. Instead,
the name QCT seeks to capture better what this approach is about. The term (QT)
AIM is widely used but is actually too narrow because, strictly speaking, it only
makes sense as a term if one analyses the electron density topologically. Only then
does one recover an atom in a molecule. A topological analysis of the Laplacian of
the electron density (which is part of AIM) or the topology of the electron local-
ization function (ELF), for example, does not yield atoms in molecules. However,
they can both be put under the umbrella of QCT since they share the central
topological idea. Also, returning to the electron density, one could use the topo-
logical analysis to recover molecules inside van der Waals complexes, an important
idea in intermolecular forces. Again, as a name, AIM would not describe this result.
The name QCT also invites any future developments based on a topological
analysis of other 3D or higher-dimensional scalar functions.” This view was
elaborated in Sect. 2.2 of a chapter [9] published in 2005, and updated again in the
introduction of a paper [10] in 2009, and finally in Box 8.1 in Chap. 8 of the
aforementioned book [2] edited by Frenking and Shaik.

The current book should be the right habitat to start thinking more in terms of
falsification when interpreting a chemical phenomenon. Unfortunately, not many
papers directly and critically compare methods. The papers that do so, however,
often terminate with diplomatic and almost vague conclusions. This status quo
perhaps adds to the prevailing notion that all methods are equivalent in quality and
predictive value. They can all be used at the same time, in spite of their known
pitfalls, and even if their results contradict each other. Such view is echoed in
Hoffmann’s statement that “any rigorous definition of a chemical bond is bound to
be impoverishing” and also in his advice “that one should have fun with the fuzzy
richness of the idea”. Such an attitude perpetuates discussions, without prospect of
them ever being resolved. Is this really the fate of interpretative theoretical
chemistry? Or should one strive for conceptual hygiene? Is chemistry really this
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hopelessly complicated universe preventing chemists to ever discover the right tools
to give them solid insight in this universe? Interpretative methods urgently need to
make predictions that are falsifiable: one method is wrong and the other is right. Or
is asking for such binary resolution naive? Or is calling for this binary clarity a step
towards doing better science? This chapter will give a few examples of interpre-
tations disagreeing and thereby setting the scene for falsification.

2.2 The Topological Atom

Surely everyone can agree that there are atoms inside molecules, in the same way
that there are living cells inside an animal or a plant. Molecules are not novel
aggregates of electrons and nuclei but are rather constructions based on
pre-organised entities called atoms. Similarly, an animal is not a totally new form of
life but instead built from specialised cells that each represent pre-organised (more
elementary) matter such as proteins, lipids, carbohydrates and nucleotides. Several
energy production mechanisms inside a unicellular creature are the same as in the
cell of an animal. In a loosely similar vein, atoms largely retain their energy in
going from an isolated state in the gas phase to an existence inside a molecule. The
near-preservation of atoms is exactly what chemistry is about as a science: the study
of how atoms change when interacting with other atoms. Therefore it is important
that an atom inside a molecule is defined and calculated such that it does a good job
in not changing too much while going from the gas phase to the molecule. It is then
that one recovers a truly chemical atom rather than a physical atom. The chemist
recovers an atom that allows her, or more modernly him, to insulate how the atom
interacts with other atoms rather than being distracted by how that atom was built
from scratch (i.e. electrons and the nucleus). Only physics is interested in building
the atom from its constituents. Chemistry focuses on the small changes an atom
undergoes as it interacts with other atoms, small compared to the energy changes
involved in building an atom from electrons and a nucleus (all brought together
from infinity).

The question is now sow to define an atom inside a molecular system and this is
where opinions differ, perhaps unfortunately. No experiment helps in settling the
contentious question of how to define an atom, and even if there was such an
experiment then the interpretation of its measured signal would probably be equally
contentious. Hence, it appears that an answer to a prime question of chemistry—
what is an atom in a molecule?—can only be tackled theoretically. An important
guide to value the theoretical proposals on what an atom inside a molecule actually
is, is the energetic transferability of that atom. In other words, how much does the
energy of a given atom change as it is transferred from one atomic environment to
another one? We will come back to energy transferability in Sect. 2.3.

In this section we focus on the molecular electron density and its shape. We seek
a theoretical proposal to define an atom inside a molecule, based on the internal
differences in the molecular density. In doing so, we avoid introducing a reference



26 P.L.A. Popelier

Why start with the electron density p ?
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Fig. 2.1 The electron density p is a three-dimensional function that can be obtained from three
different routes: X-ray diffraction (i.e. crystallography), SCF-LCAO-MO (or “orbitals”) and a
method without orbitals where the electron density is known only in given grid points. A method
that defines an atom at the level of p has the advantage that its definition is independent on how the
electron density was obtained

density and this minimality obeys Occam’s razor. This principle of parsimony in
assumptions is a quality gauge while assessing theories and models. The fewer
parameters a model or theory possesses, while explaining the same number of
observed phenomena, the more powerful it is. As a result, the more minimal models
are preferable to the more elaborate ones. If experiment does not come to the aid of
ranking theoretical proposals by their merit, then Occam’s razor does.

After this philosophical but also strategic interlude we are ready to inspect the
electron density of a simple pilot system, the HCN molecule, which is linear.
However, we first ask why the electron density is a good starting point to look for
an atom in a molecule. Figure 2.1 summarises the argument: the electron density,
denoted p(r), is independent from the route by which it was generated. In other
words, the electron density is an “information platform” describing in detail how
electrons distribute themselves in a molecule regardless of the route in which this
information was obtained. Figure 2.1 shows three main routes from which the
electron density can be acquired.

First, p(r) can be obtained from experiment, that is, X-ray crystallography.
Routine crystallography only uses local parts of a system’s electron density, namely
those at the core of each atom, from which crystallography determines each nuclear
position. High-resolution crystallography [11] goes further and collects data on the
valence electron density with an eye on measuring chemical features such as bonds
and lone pairs. From the 1970s onwards this was done by introducing an artificial
reference electron density, which was subtracted from the target electron density, in
order to eliminate the huge electron density peaks near the nuclei. This reference
density consists of a mere superposition of spherically averaged atomic densities,
thereby not allowing any hybridisation to develop and thus missing any chemical
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features. As a result, this difference density (technically known as the deformation
density) contains all the chemical features. Although a simple and innocent looking
approach, the exact form of the reference density is a concern. Different results can
be obtained for different choices made in constructing the deformation density.
However, there is a more minimal way forward, which avoids such choices in the
first place.

Occam’s razor proposes to use the molecular electron density as its own refer-
ence. Subtracting this density from itself returns a zero density everywhere, which
is of course useless but introducing the gradient achieves what is required. The
gradient represents an internal difference, via its definition as a derivative, which
contains the difference of two function values, each evaluated at two points
infinitesimally close to each other. At a given point, the gradient vector contains
local information on how the function (in the case the electron density) changes
internally. We wonder how the information obtained by the reference-free intro-
spection can be revealed. The key to this goal is simply plotting a succession of
gradient vectors, as shown in Fig. 2.2.

The gradient path that results from the primitive construction shown in Fig. 2.2
is all one needs to reveal the internal structure of the electron density. A bundle of
gradient paths, called the gradient vector field, naturally exposes two fundamental
features a chemist wants to extract from the electron density: the atom and the bond.
Figure 2.3 illustrates this for a simple molecule: hydrogen cyanide.

Figure 2.3 clearly shows how a gradient path is everywhere orthogonal to a
contour line of constant electron density. This statement is equivalent to the fact that
the gradient path traverses the electron density in the direction of maximum ascent.
As a result a gradient path also has a direction: its trajectories contain “earlier”
points and “later” points in space. The question is now if it has a beginning and an
ending. The answer is affirmative to both parts of the question. In fact, the origin
and terminus of a gradient path have something in common: they are points where
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Fig. 2.2 In its most elementary construction a gradient path can be seen as a succession of
infinitely short gradient vectors. Starting at r; the gradient vector evaluated at this point is followed
over a very short stretch, reaching r,, where the gradient is re-evaluated and again followed very
briefly. This resulting broken line becomes a gradient vector in the continuous limit, ultimately
terminating in point r¢
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Fig. 2.3 Electron density contour plot of HC = N superimposed to its gradient vector field, which
consists of an infinite multitude of gradient paths, here represented by a few dozen paths
originating at infinity and terminating at the respective nuclei. A special bundle of gradient paths
starts at infinity and ends up at the little squares, which are bond critical points. From each bond
critical point emerge two gradient paths, each of which is attracted to a different nucleus. This pair
of gradient paths is called the atomic interaction line, or in this case of a local energy minimum, the
bond path. The carbon is placed at the origin and the bold square box marks the —6 a.u. and +6 a.u.
horizontal and vertical boundaries of the plot. The electron density values of the contour lines are
1x10", 2x 10" 4 x 10" and 8 x 10" au where n starts at —3 and increases with unity
increments

the gradient vanishes. Such a point is called a critical point. Points r; and ry in
Fig. 2.3 are critical points. By deduction all points at infinity are critical points. In
three-dimensions there are four types of (non-degenerate) critical points.

Figure 2.3 shows two types of critical points: the maximum and the bond critical
point. The maximum is an attractor for an infinite number of gradient paths orig-
inating at infinity. Each such set of gradient paths forms a topological atom. The
bond critical point is a saddle point in that it is a maximum in two directions only
(rather than three) and a minimum in the remaining direction. The latter direction is
the molecular axis. Indeed, a gradient path originates at the bond critical point and
terminates at one of the nuclear maxima. A second gradient path originates at the
bond critical point but at the opposite side, and is attracted to the other nuclear
maximum at that side. This pair of gradient paths is called an atomic attraction line
[12]. When the forces on all nuclei vanish, as is the case for a local energy mini-
mum, then the atomic interaction line becomes a bond path. The set of all bond
paths occurring a molecule (or molecular complex) is called a molecular graph.
A graph is a mathematical structure that models pairwise relations between objects,
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which in this case are atoms. Such a relation is robust under moderate geometric
deviations (shrinking and elongation) from the local energy minimum geometry.

It should be pointed out that a gradient path can always be characterised and
classified by the types of the two critical points that it manifestly connects. This was
done exhaustively [13] and for the first time in 2003. This classification focuses on
how many gradient paths can originate from a source critical point and how many
gradient paths can terminate at the sink critical point.

The attentive reader may ask how a gradient can originate at a critical point if, at
that point, the gradient vanishes and hence the gradient path construction of Fig. 2.2
collapses at r;. In other words, if there is no gradient there is no directional guid-
ance. This is true but, in practice, the gradient path starts from a position
infinitesimally close to the bond critical point, in a direction given by the relevant
eigenvector of the Hessian of p evaluated at the bond critical point. At that new
point the gradient does not vanish. The meaning of the bond critical point is still a
matter of debate but an explanation of it, not given in the original literature by
what Bader et al., will be given just below.

Let us look again at HC = N and fix the value of the electron density at 0.001 a.u.
Figure 2.4 show the contour associated with this value, which can be taken as the
practical edge of the molecule when in the gas phase. Note that when a molecule is
part of a condensed phase then there is no need for such a practical edge; the whole
molecule will then be topologically bounded, by a surface that is parameter-free, as
explained below. The p = 0.001 a.u contour is the boundary between the blue region
(p < 0.001 a.u.) and the green region (0.001 a.u. < p < 0.29 a.u.). If the electron
density is increased beyond 0.29 a.u. then the hydrogen atom becomes disconnected
from the rest of the molecule. In other words, this hydrogen, while still being inside

Fig. 2.4 The atomic
disconnection process in
HC = N. Each bond critical
point (little black square)
marks the contact point
between two adjacent atoms
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the molecule, is now completely enclosed by its own contour lines (not shown). The
value of 0.29 a.u. is special because it is that at the bond critical point between H and
C. While increasing the electron density starting from 0.001 a.u., the value of 0.29 a.
u. is the highest electron density for which the hydrogen is still attached to the rest of
the molecule. For any higher value the contours encompassing the whole molecule
become disconnected. The same disconnection process occurs when p increases
above 0.49 a.u., which of course is the electron density at the second bond critical
point. It is then that C and N also become disconnected. Now, all three atoms in
HC = N are fully encircled by their own contours. Overall, this process shows that
bond critical points are “contact points” between certain atoms. A bond critical point
between two given atoms represents the transition point of them being connected or
disconnected. When connected, they are encompassed by the same contours. When
disconnected, the respective atoms have their own “atomic” contours.

It is clear that topological atoms are non-overlapping. This is an important
property that has attractive consequences in the area of intermolecular forces, where
the thinking is dominated by overlapping molecules. The second important feature
of topological atoms is that there are no gaps between the atoms. As a consequence,
every point in space belongs to a topological atom; there is no “empty” (i.e.
unallocated) space. The absence of the void has consequences for how one thinks
about pockets in enzymes, including active sites and allosteric sites. The familiar
ball-and-stick, or even ‘“helix/turn/sheet ribbon” representation of the protein
modelling world, gives the impression that there is empty space. A molecular view
according to topological atoms challenges [14] this impression. Instead, if a ligand
enters an enzymatic pocket, it will have to deform a host of topological atoms, each
of which has an energy cost. Steric hindrance then becomes a more gradual and
continuous concept as opposed to the simple on-off picture that van der Waals radii
give. In other words, whereas traditional atoms act as billiard balls, topological
atoms behave like sponges.

Figure 2.5 gives a three-dimensional view of the topological partitioning of the
pilot molecule. The vertical solid lines appearing in Figs. 2.3 and 2.4 now show

Fig. 2.5 Two views of the same three-dimensional representation of the three topological atoms
(grey H, gold C, blue N) in HC=N. The interatomic surfaces are bundles of gradient paths
originating at infinity and terminating at a bond critical point (little bright purple sphere)
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their full 3D extent as so-called interatomic surfaces. These surfaces are the sharp
boundaries between atoms inside a molecule. Because a molecule is simply the
union of its topological atoms the boundary between molecules is also
sharp. Hence, a molecule in condensed matter is fully bounded by interatomic
surfaces, which are parameter free. The use of molecular contour surfaces of
constant electron density (e.g. p = 0.001 a.u.) is artificial and exists for practical (i.e.
visualisation) purposes only. Note that a molecule in the gas phase, alone in the
Universe, is a fiction: sooner or later one will find another molecule far away that
still shares a topological boundary with the original “isolated” molecule.

The hydrogen cyanide molecule, H-C=N, can be isomerised to hydrogen iso-
cyanide, H-N*=C", by tilting the hydrogen over the carbon and gradually rotating it
to the right. Eventually, this hydrogen ends up at the right hand side of a new linear
arrangement, which can also be written as C~ = N*-H for easy comparison with H—
C=N. At some sharp transition point during the rotation of hydrogen, the atomic
interaction line flips over: where it originally connected H and C, it then connects
H and N. This means that the connectivity of the atoms suddenly changes, which is
a topological feature. This is an example of a so-called conflict mechanism.

We now ask in which way(s) the name topology is appropriate for what we have
discovered. Topology is the mathematical study of shapes and topological spaces. It
is an area of mathematics concerned with the properties of space that are preserved
under continuous deformations including stretching and bending. Avoiding precise
mathematical terms, one can define topology as the study of qualitative properties
of certain objects that are invariant under continuous transformations. For example,
Euler’s work on the Konigsberg bridge problem was one of the earliest topological
studies. He showed it was impossible to find a route through the city of Kdnigsberg
that crosses each of the seven bridges exactly once. This solution only depended on
which bridges are connected to which islands and riverbanks. In other words, only
connectivity mattered, not the length of the bridges or the distances between them.
This work also marked the beginning of graph theory and thereby establishes a link
between topology and graph theory. In general, the motivation behind topology is
that some geometric problems do not depend on the exact shape of the objects
involved, but rather on the way they are put together. How does this way of
thinking apply to the analysis of the electron density discussed above?

The keyword “topology” was first used [15] in the expression “quantum
topology” by Bader et al. in 1979. Unfortunately, this name is already taken by a
branch of mathematics that connects quantum mechanics with low-dimensional
topology, which has little to do with Bader et al. developed and which culminated
in QCT. In any event, the name “quantum topology” was inspired by a paper [16]
by Collard and Hall published in 1977. These authors were the first to use the
Poincaré-Hopf theorem, which links the respective numbers of each of the four
possible types of critical points to the so-called Euler characteristic. The latter is a
purely topological concept and hence justifies the name topology. The Euler
characteristic is an application of algebraic topology, one of the four branches of
topology, which uses tools from abstract algebra to study topological spaces.
Collard and Hall also pointed out that the analysis of the discontinuous change in
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the topological characteristics of a molecular charge distribution resulting from the
continuous change in its nuclear coordinates is given by catastrophe theory [17].
This theory is a branch of bifurcation theory in the study of dynamical systems. In
turn, bifurcation theory is the mathematical study of changes in the qualitative or
topological structure of a family of vector fields. A second branch of topology
called differential topology, which is the field dealing with differentiable functions
on differentiable manifolds and which is closely related to differential geometry,
also applies to QCT. In fact, as early as 1996, a differential geometry study [18]
appeared on the Gaussian curvature of interatomic surfaces. Differential topology
also makes use of the Poincaré-Hopf theorem, and hence the two branches of
topology overlap. Finally, we mention that there are two remaining branches in
topology, called geometric topology and general topology. The first branch, which
includes knot theory, is the study of manifolds and maps between them, particularly
embeddings of one manifold into another. This branch does not appear to have been
applied as of yet in QCT. The second branch (general topology, also known as
point-set topology) establishes the foundational aspects of topology (point-set
topology, compactness and connectedness etc.). It deals with the basic set-theoretic
definitions and constructions used in topology, and thereby underpins the three
other branches (differential, geometric and algebraic topology).

Figure 2.6 shows an example of a 2D dynamical system that has nothing to do
with quantum mechanics but shows key features of QCT. The equations state how
the time derivative (dot signifies d/dt) varies as a function of the position in (X, y)
space, as a non-linear function of x and y. A particle at position (x, y) will travel

Separatrix

Simple 2D system of Ordinary Differential Equations

(0,1) and (0,-1)

phase flow

Fig. 2.6 Simple system of two ordinary differential equations, which shows a separatrix (dashed
line) and two critical points (pink). This topological object separates the basin dominated by the
attractor critical point (0, 1) (fop). The second critical point shown is a saddle-type critical point, at
which the separatrix trajectories (dashed line) terminate. The collection of trajectories (phase flow)
can be seen as the paths followed by imagined particles travelling in time. The superscripted dots
in the equations signify differentiation with respect to time
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with a direction and magnitude given by the vector (—x, 1—x>—y?). The resulting
trajectories form the phase flow in Fig. 2.6, which is reminiscent of the gradient
vector field of the electron density of a diatomic molecule with one nucleus shown
(at the attractor critical point (0, 1)). The second critical point shown lies at point (0,
—1) and clearly has a qualitatively different flow pattern locally. This critical point
is both a maximum and a minimum, depending on the direction of approach to it,
and is reminiscent of a bond critical point. The two dashed trajectories lines that
terminate at this critical point form a separatrix, which is reminiscent of an inter-
atomic surface.

A non-exhaustive list of quantum mechanical functions that have hitherto been
partitioned includes the electron density p(r) (the analysis of which started with
Ref. [19]), its Laplacian Vzp(r) (started off with Refs. [20, 21] and studied for the
first time in terms of the full topology in Refs. [13, 22, 23]), the nuclear potential
Viue(r) (studied [24] already in 1980 but the first elaborate and self-contained study
[10] appeared only 30 years later), the electron localization function (ELF) [25]
(started with Ref. [26] and reviewed in Ref. [27]), the electrostatic potential [28]
(started with thorough but stubbornly named “topographic” instead of topological
studies [29, 30] and continued with more modern work [31-34]), the virial field
[35], the magnetically induced molecular current distributions (started with [36]),
the intracule density (started with Ref. [37]), the Ehrenfest force field (topology first
investigated [38] in 2012 and then improved [39] in 2015), and finally the topo-
logical energy partitioning (Coulomb potential energy partitioning started with [40]
and culminated into the theory of Interacting Quantum Atoms (IQA) [41] (see
below), leading to energetic underpinning for the topological expression of
chemical bonding [42]) By bundling all these QCT studies under the umbrella of
the topology, the combined method is strengthened and can start competing with
the more traditional interpretative method of quantum chemistry [43—49]. This
competition should be seen in the light of falsification.

At the end of Sect. 2.2 it is useful to pause and muse about the character of the
topology as an instrument to study Nature. The language of dynamical systems,
which is rooted in topology, is at the heart of QCT. A hallmark of QCT’s parti-
tioning is its binary character: a point in space belongs to a QCT subspace or not.
Whereas non-QCT approaches allow for more gradual transitions from one sub-
space (e.g. an atom) to another, QCT works with step functions. The 3D step
function defines a finite-volume subspace that remains well defined under (possibly
large) geometrical deformations. Topology does allow for large deformations in the
geometry of the objects it defines while still characterising them by the same
invariant measures. However, once beyond a certain degree of deformation, the
topological object changes. The suddenness of this change makes some researchers
uncomfortable. The comfort of a gradual change may look appealing but then one
can ask if this is a false comfort. Can a world view with only gradual change make
any clear decision on what is A and what is B? Or should one not care about being
able to make this decision? Or can one make the decision at the price of introducing
a parameter? But is then the problem of state allocation (i.e. making the afore-
mentioned decision) not simply deferred to fixing a parameter value?
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The topology, even with its abrupt decisions, focuses on the essence of a system
in the same way that a phase diagram does. A molecular system can be in the liquid
state or the solid state, and the transition between these two states is abrupt (in the
limit of an infinitely large system). A phase diagram shares the characteristics of a
topologically partitioned space: it has sharp boundaries and it ignores the geo-
metrical details of the system. Indeed, a phase diagram looks beyond the exact
positions of the atoms in the molecules that make up a system; the atoms can
vibrate while the molecules can translate and rotate. In the same way, QCT looks
beyond the exact trajectories of the gradient paths but focuses on their connectiv-
ities, which are robust over large deformations of the gradient paths themselves.
A topological atom is then analogous to a phase. This is an example of how Nature
itself apparently imposes binary structures onto reality: it makes sense to say that a
piece of matter is either a liquid or a solid and the boundary between the two is
sharp.

There are more examples of sharp compartmentalisation in Nature. One of the
deepest examples is the architecture of thermodynamics, which discerns the system
and the surroundings. It is essential to the theoretical and practical functioning of
thermodynamics that a point in space either belongs to the system or to the sur-
roundings. Any fuzzy partitioning or delay in decision would paralyse any ther-
modynamic calculations or predictions. Secondly, Life itself, this most complex of
structures, has organised and evolved under the very existence of sharp boundaries.
Due to its small size, a cell membrane is a relatively sharp boundary between the
cytoplasm and the extracellular space. Of course, the boundaries are open (under
the control of specialised proteins in the cell’s lipid membrane). The boundaries of a
topological atom are also open in that electrons can swirl through them.
A topological atom is a pattern, comparable to the shape of water as it rapidly
cascades over a rock in a river. From a distance, the water appears standing still in a
barely fluctuating shape but of course the water itself streams through the pattern.
Thirdly, at a higher level, human societies have also carved up the Earth’s space in
non-overlapping subspaces with sharp boundaries, called countries. When a terri-
tory is not allocated to a single clear “attractor” such as China, Pakistan or India, as
in the case of Kashmir, then a dispute arises, proving the inherent human nature of
partitioning land into non-overlapping sections. Further examples of binary statuses
are found in the legal atmosphere where one is either alive or dead, matried or not,
or guilty or innocent. The question then remains why Chemistry is not the right
locale to propose non-overlapping partitioning. What is so intrinsically fuzzy about
atoms and electron densities that would prevent sharp boundaries? Is life or human
society perhaps less fuzzy?

At the very end of this section on the topological atom, and on the wider
topological approach with its fundamental characteristics and consequences, we put
the topology to rest and look at energy instead. Energy is a quantum mechanical
observable and the main question is how it can be partitioned. This is the topic of
the next section, where we forget about the gradient vector field of the electron
density, at least at the start.
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2.3 The Quantum Atom

Energy is as important as the electron density. The Schrédinger equation presents
the energy and the wave function as prime quantities, joined at the hip and being of
equal status. For each eigenvalue (energy), there is an eigenfunction (wave func-
tion) and they both come as an inseparable pair. Because the electron density
immediately derives from the wave function, the molecular electron density and the
molecule’s energy are also twinned. Hence, because this electron density is of
prime importance due to the first Hohenberg-Kohn theorem, energy shares this
importance. Indeed, energy is in charge of the way a molecular system behaves and
understanding it is therefore crucial. Phenomena, such as steric hindrance, ulti-
mately reduce to energy considerations, even if sterics appear irreducible intuitively
(based on daily life experience). The natural way to understand something (at least
in the Western tradition of doing science) is to study its parts. Such an approach
calls for the spatial partitioning of energy.

The key question is how to define a molecular fragment that has a well-defined
kinetic energy. This question is attacked by starting with local kinetic energy,
which is the kinetic energy at a particular point per unit volume. This quantity is
thus a kinetic energy density, which when integrated over a volume, gives the
kinetic energy of the electrons in that volume. The kinetic energy of a molecular
fragment is then obtained from a 3D integral of the kinetic energy density over the
volume of that fragment. However, there is a practical problem in that there is no
“the” kinetic energy density; at best, there is “a” kinetic energy density. We write
“at best” because if one starts from the quasiprobability distribution function the
quantum mechanical treatment of kinetic energy, partitioned or not, is actually
problematic. Local kinetic energy is then ambiguous. However, within the para-
digm that Anderson et al. [50] call the “Laplacian family of local kinetic energies”,
the deduction below is valid [51].

Although there are an infinite number [52] of expressions for the kinetic energy
density, it is sufficient to choose only two possible expressions to develop this
deduction [53], as given by Eqs. 2.1 and 2.2,

K(r) = fiN/dr'[gD*Vzl,b+l// V3] (2.1)

G(r) :%N / AUyt - VY (2.2)

where N is the total number of electrons in the system, \ the system’s N-electron
wave function, and [ d7’ signifies integration over all electrons except one. Note
that the electron spin is not considered here. It is easy to show that the two kinetic
energy densities, K(r) and G(r), are linked via the Laplacian of the electron density,
Vzp, or



36 P.L.A. Popelier

K(r) = G(r)— V() 2:3)

The Laplacian of the electron density vanishes when integrated over whole space
or

dvVip(r) =0 (2.4)

whole space

Integrating both sides of Eq. 2.3 over whole space then gives a unique value of
the molecule’s kinetic energy,

K (molecule) = G (molecule) = T (molecule) (2.5)

where T expresses the kinetic energy regardless of whether it was calculated from
K(r) or G(r). Because a single molecule in the gas phase occupies whole space, one
indeed recovers the kinetic energy of the molecule by integration over whole space.
This energy is well-defined because it is unique: indeed, both K(r) and G(r) give
the same answer.

The main question is now if this same unique result can also be obtained for a
molecular fragment. Let us consider the subspace of an arbitrary fragment, denoted
. For such an arbitrary subspace in 3D space we find that

/ dvVip(r) #0 (2.6)

@
From this equation and integration over both sides of Eq. 2.3, one deduces that
K(®) # G(&) (2.7)

Hence, we do not obtain a unique kinetic energy for an arbitrary subspace.
However, if we can find a special subspace Q such that

/dV V2p(r) =0 (2.8)
Q

then it makes sense to speak of a unique and hence well-defined kinetic energy
T(Q) associated with such a special subspace,

K(Q) = G(Q) = T(Q) (2.9)

An atom that occupies such a special subspace Q, and thereby obeys Eq. 2.9, is
called a quantum atom. At this moment we do not worry about what this quantum
atom looks like nor about how many possible such atoms there are. The only matter
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we are interested in is whether the topological atom is also a quantum atom. A way
to find out is to reformulate Eq. 2.9 using Gauss’s divergence theorem, which yields

/dVVZp(r) = /dsvp(r)-n(r) =0 (2.10)

Q oQ

where 9Q is the boundary of Q. Equation (2.10) shows how a volume integral over
Q is equal to a surface integral over 3Q. Now we focus on the integrand of the
surface integral and also look at the gradient vector field in Fig. 2.3. The interatomic
surface 9Q), separating H and C for example, is a surface that consists of gradient
paths. Hence the normal to this surface, denoted n(r), is orthogonal to a gradient
path at any point belonging to this surface including the bond critical point, or

Vp(r) -n(r) =0 VreoQ (2.11)

If Eq. 2.11 is true then Eq. 2.10 is also true. Thus a topological atom is a
quantum atom. Note that, unlike Bader et al. do we claim the reverse, which is that
each quantum atom is also a topological atom. In fact, we now know that this
statement is not correct. So, in summary, all topological atoms are quantum atoms
but not all possible quantum atoms are topological atoms [54]. Therefore, any
criticism [50] against the orthodox version of QTAIM which is the one propagated
by Bader, does not apply to the approach presented here. In other words, we do not
insist that the topological atoms are the only quantum atoms. We have deliberately
introduced and justified topological atoms on their own merit, independently from
quantum mechanics. They are indeed remarkable and attractive objects, and one can
ask why not more scientific disciplines use the elegant idea of partitioning by
gradient vector field subspace (called basin in short).

It is important to properly appreciate the result obtained above (Eq. 2.9) as a
“gateway” to a fully quantum-mechanically based force field. Traditional force
fields ignore kinetic energy, or more precisely, they do not explicitly account for it.
However, kinetic energy is a physical quantity and cannot be switched off; it does
influence the behaviour of atoms in a system and hence must somehow be incor-
porated in a force field or what one could call a “rapid energy predictor”.
A traditional force field only mimics the effect of kinetic energy, and only indi-
rectly, by including it in a Morse-like potential, for example. Such a methodology
does not isolate the kinetic energy in an atomic way. Instead, it lumps the behaviour
of the kinetic energy of two interacting atoms into bond-based parameters. QCT
offers a completely different route, one where the parameterisation is atom-based.
Moreover, this novel parameterisation recognises the explicit existence of kinetic
energy, at atomic level. That a topological atom offers this route, by virtue of being
a quantum atom (with a well-defined kinetic energy) is enticing. In the next section
we give a very brief outline of the QCT force field strategy.
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24 Towards a QCT Protein Force Field

2.4.1 Topological Energy Partitioning

An early and important result in the development of QTAIM was that an atom in a
molecule has its own (atomic) virial theorem. This means that, for any given
topological atom, there is a (simple) relation between the kinetic energy of this atom
and its potential energy. This in turn means that the potential energy of an atom (i.e.
interacting with itself and all remaining atoms) can be trivially calculated from the
atom’s kinetic energy (which we already know to be well defined). As a further
consequence, the total energy of an atom (which is the sum of kinetic and potential
energy) can be calculated from the kinetic energy alone. The sum of all total atomic
energies forming a molecule then yields the total energy of that molecule. However,
all of this is only true if the forces on the atomic nuclei vanish. If not, one is left
with a residual virial term consisting of nuclear position vectors dotted into
non-vanishing forces on the nuclei. Partitioning the latter (molecular) quantity over
the respective atoms has always been a problem, until in 2001 the potential energy
of an atom was calculated [40] independently from the kinetic energy.

The calculation of the interatomic electrostatic potential energy V.. involves a
six-dimensional integral, over the volume of each of the two topological atoms
A and B, or

VAB :/drl/drzplat(rl)ptot(rz) (212)

elec
ri2
Qy Qp

where the rotal charge density, p,,,(r), is the sum of the nuclear charge density and
minus the electron density —p(r) (i.e. electronic and hence corrected by a minus sign
catering for the negative electronic charge), while ry, is the distance between two
infinitesimal pieces of charge density [40]. This work was further developed with
the calculation of non-Coulomb interaction energies [55, 56].

The use of Eq. 2.12 implies that the condition of vanishing forces no longer
restricts the topological partitioning of the molecular energy into intra- and
inter-atomic contributions. This advance led to the development of Interacting
Quantum Atoms (IQA) [41], which since its implementation in AIMALL [57] has
become an increasingly popular tool in the armoury of interpretative quantum
chemical tools. A second and parallel development from the advance in the
aforementioned 2001 paper [40] is that of a quantum mechanical force field based
on the energies associated with topological atoms (at any nuclear configuration and
including non-stationary points on the potential energy surface). This is indeed
what our lab started doing, initially much focusing on multipolar electrostatics,
under the acronym QCTFF (Quantum Chemical Topology Force Field) [9, 58-60].
There is sustained and consistent evidence [61] that multipole moments are more
accurate and realistic than point charges. In spite of the latter’s inherent and well
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documented limitations some researchers are still looking (e.g. Ref. [62]) for the
“magic point charge” that accurately reproduces the molecular electrostatic
potential, even if that point charge is then just a mathematical number without any
connection to the physical process of charge transfer. We believe that the atomic
monopole is primarily a measure of charge transfer; at long range this monopole
becomes increasingly representative of the electrostatic potential that this atom
generates.
Applying the Laplace multipole expansion leads to

elec - Z TlAIBmAmB QlAmA QleB (213)

Ialgmampg

where Qy,, represents the m-th component of a rank ¢ atomic multipole moment,
while T is a purely geometrical interaction tensor. The convergence properties of
this series expansion have been thoroughly studied [63—67] by our lab. There are
three conceptual and technical advantages associated with QCT multipole
moments. They are more compact than Cartesian multipole moments, avoiding
redundancies, they demonstrate good convergence at short-range, and they escape
penetration effects (and hence damping functions) due to their non-overlapping
nature.

Note that VAB consists of 4 contributions, exhausting the purely electronic and
nuclear contnbutlon on both A and B (i.e. 4 = 2 x 2) that is, the electron-electron
Coulomb energy V. the electron-nucleus attraction (potential) energy, denoted

VAB its dual VBA, and the nucleus-nucleus repulsion, VA2, When added, these terms

en ° en ’

lead to the full electrostatic interaction between two atoms A and B, VA48 lecs O

ee, wul ’

AB AB BA AB
Veleciveewu V +V +Vnn (214)

The electron-nucleus attraction energy is calculated as a three-dimensional
integral,

VA — 7y / dr® (2.15)

"B
Q4

where r;g is the distance between an electron inside the volume of atom A and the
nucleus of atom B. This calculation can also be performed if A = B, which features
in the intra-atomic energy discussed below.

The energy VA8 ce.coul €N be related to the second-order reduced matrix, p,(ry,rs).
To understand how exactly, one needs to know the fine structure of p,(ry,r;), or

coul exch

pa(r1,12) = p5™ + p5

corr

=+ p5

corr

= p(r1)p(r2) — py(r1,12)p (r2,11) + P57 (¥1,12)

(2.16)
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where the first term refers to the quantum-mechanically uncorrelated Coulomb-like
pair density, the second term to the Fock-Dirac exchange (which is dominated by
and associated with the Fermi hole), while the third term is at least an order of
magnitude smaller [41, 68] than the second term, and connected with the Coulomb
hole. The energy quantity V2# is associated with the whole of p,(ry,r,), collecting
the three types of interactions that electrons experience when interacting with each
other. Each term in Eq. 2.16 is associated with a type of potential energy, so that the
corresponding fine-structure of VA2 automatically follows,

V;‘B:/drl/dr po(r1,12)
ri2

/drl/drmlprz /drl/dmw+/drl/d Py (r1,12)
T2 T2

Q4 Qp Q4 Qp
VA B VA B VA B

ee,coul ee,exch ee,corr

(2.17)

The second term in Eq. 2.17 represents the exchange delocalisation energy,

ViBexch, which is (already) present at Hartree-Fock level. This term teases out the

interaction that keeps bonded atoms together. The degree to which atoms are bonded
can be estimated by a non-energy measure, which is typically a quantum-mechanical
bond order. QCT offers such a measure [69]. However, it was shown by our lab [56]

that this bond order is only the first term of the multipolar expansion of Vee  xch-

Hence, the latter quantity contains more information than a bond order. However, in
the construction of QCTFF, the route of expanding V25, , as so-called exchange
moments was abandoned because they have an imprint of the molecular orbitals they

are derived from. This imprint hampers transferability. The energy quantity V45 exch

can remain unexpanded because it drops off so quickly with distance [70] in satu-
rated systems, which proteins largely are. However, multipole moments are essential
in the representation of electrostatics because this type of interaction drops off more

slowly than VA48 . Therefore the number of non-negligible V:

ee.exch* values is much

elec
larger than the number of Vee xcn, Values. The trouble with this observation is the
rapidly increase in the number of possible distances between A and B. In other
words, atoms that are further apart can appear in more possible configurations than
atoms that are closer t0 each other. This is why it is undesirable to calculate all
possible 1,n (n > 4) V48 interactions. A multipole series succeeds in avoiding the
calculation of all these V4B interactions. The series separates a geometrically
entangled (since 1, involves simultaneously r; and r,) energy quantity into single
atom quantities, i.e. multipole moments. This separation enables the calculation of
the interatomic interaction to be free of large geometric variations. Conversely,
short-range interactions (1, 2; 1, 3 and 1, 4) are geometrically much more con-
strained and hence would not benefit that much from multipole moments. This is

why it is alright to not expand the electrostatic energy VA4S at short range.
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The third term in Eq. 2.17 completes the discussion on the three types of
electron-electron energy contributions. The quantity VA2 covers the effect of

ee,corr

dynamic correlation and hence dispersion. It is absent at Hartree-Fock level or
B =0.

ee,corr

l
1
Zdjklm / dl‘l / dl‘z—Gj(I‘l —Rj)Gk(l‘l —Rk)

r2
Gl(rZ - Rl)Gm(rZ - Rm) (218)

where djx, are 4-index coefficients that we have extracted from the computer
program GAUSSIAN, G, is the p-th Gaussian primitive centered on R, and ng is
the number of primitives. The number of d-coefficients rapidly increases with the
number of primitives, in particular as Y[ng(ng + 1)]2. Hence truncation schemes
must be devised and I/O optimised.

The energy contribution VA2 = was calculated for the first time [71] as late as
2015, for the four simple case studies of H,, N,, H,O and CO, operating on
CCSD/cc-pVDZ wave functions obtained by the program MOLPRO. The effect of
dynamic correlation is dual: an increase in the magnitude of the nucleus-electron
attraction energy, and a decrease in the electronic repulsion. Representing disper-
sion accurately and consistently within the QCT framework (rather than by a
bolt-on [72]) is important for future-proof success in the modelling of the conju-
gated residues (imidazole, phenol, indole and benzyl) of the four aromatic amino
acids [73]. This streamlined approach will avoid penetration effects, which the
non-overlapping topological atoms naturally preclude. Hence, there is no need for
damping functions in QCTFF. It appears that satisfactory expressions for damping
functions are problematic in view of the complexity of atom typing [74]. The
dynamic correlation part of QCTFF is currently under investigation in lab (in
connection with the program GAUSSIAN). Figure 2.7 summarises the three types
of interatomic energy contributions of QCTFF.

The remaining energy contribution is intra-atomic in nature, denoted Ej,,, and
measures the intrinsic stability of an atom. It cannot be written as “V” because this
symbol is reserved for potential energy only and the atomic “self-energy” [40] also
contains kinetic energy, which is well-defined for a topological atom, as clearly
argued above. Broadly speaking, E;,, features in (and indeed may control) rotation
barriers, steric hindrance, the anomeric effect, the gauche effect or other stereo-
electronic effects. We note that in typical potentials, such as the Lennard-Jones
potential, repulsion is formulated as an infer-atomic effect, whereas within QCT,
steric “interaction” is a mono-atomic property. The full consequence of this
philosophical difference still needs to be worked out because it already appears to
have an impact on the way we should think about “steric clashes”. Some support
against the traditional view that steric effects are due to precise one-to-one inter-
action, and hence in favour of the QCT view, comes from a non-QCT angle.
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Fine structure of p,:
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Fig. 2.7 Overview of the three types of inter-atomic energy contributions: Coulomb, exchange
and correlation, each with the specific chemical insight they offer

Weinhold, who pioneered the natural bond orbital (NBO) method, writes in a paper
[75] dating from 1997: “A persistent theme of this work is that steric exchange
repulsion is not simply a sum of pairwise interactions between two electron pairs,
but rather a complex function of the entire N-electron distribution. The pattern of
orbital energy changes due to exchange repulsion is more complex than a simple
“atom—atom repulsion” picture would suggest.” The contribution E;,, has indeed
an imprint of the whole molecule, although it has a practical cut-off, which we call
the atomic horizon (see next paragraph and energetic transferability between tri-
and penta-peptides).
Setting A = B in Egs. 2.15 and 2.17 allows one to write the intra-atomic energy
of topological atom A as
A

intra

=TA+ VA vAA (2.19)
where T* is its kinetic energy. The intra-atomic energy EL . is the energy that a
single atom possesses inside a system, regardless of whether this system is a single
molecule or a cluster of molecules (including even ions). Work from our lab (to be
published in Molecular Physics 2016) shows that an oxygen, nitrogen or carbon has
the same energy, within maximum 2.3 kJmol ', when appearing in a tri-peptide
(three amino acids) compared to appearing in a penta-peptide, with these peptides’
common nuclear skeleton in the same configuration. This energetic transferability
was observed in seven test cases, i.e. the homo-oligopeptides of Ala, Ser, Thr, Gly,
Val, Leu and Ile. This high degree of energetic transferability is an asset to QCT.
Transferability has also been detected [76] in terms of atomic charges by those who
develop alternative partitioning schemes (such as the Hirshfeld partitioning [77]
scheme and all its variants).



2 On Quantum Chemical Topology 43

2.4.2 Machine Learning

The final strand of QCTFF to discuss briefly is the way atomic properties (both
intra- and inter-) are predicted from the coordinates of the nuclei surrounding the
atom of interest. In general, this mapping is so complex that it needs a machine
learning method, and one that can handle high-dimensional spaces, given the large
number of coordinates that influence the atom of interest. Kriging [78] is such a
method. Originating in geostatistics, Kriging is a powerful interpolation technique
that can capture the behaviour of an output as a function of many inputs, using a
relatively small amount of data points. In its infancy [79] it succeeded in predicting
where the best location for a mine would be in a two-dimensional landscape, based
on measurements of a precious material (originally gold but could be diamond, oil,
uranium or any ore) at various locations in this landscape. The basic idea of Kriging
is to predict the value of a function at a given point by computing a weighted
average of the known values of the function in the neighborhood of the point. An
accessible account of the details of Kriging as used within the QCTFF context has
been given elsewhere [80].

Here we highlight one key idea, namely that of maximising the likelihood L,
which has not been clarified in that previous account [80]. To fix thoughts, let us
start with a simple example: a coin is being tossed thrice. If the coin is fair, then the
probability to observe head up, (denoted py), is one half, that is pg = 0.5. Equally,
the probably of observing tail denoted pr is one half, or py = 0.5. The probability to
observe head up twice and then tail (HHT) is pyyt = pupupr = p%l(l-pH) =0.125.
An equivalent way of saying this is to reverse this statement: the likelihood L that
the coin was fair (i.e. py = 0.5), given the observation of two heads being up
(HHT), is one eighth, i.e. L = 0.125. This is formally written as follows:

L(py = 0.5|HHT) = 0.125 (2.20)

In summary, the likelihood L is a function returning the probability of observed
outcomes (e.g. HHT), given a parameter value (i.e. py). We now ask ourselves how
the likelihood L = pf(1-py) can be maximised. Mathematically this is easy: calculus
tells us that dL/dpy = d/dpy [sz(l—pH)] =2pg-3 pIz{, which vanishes when py = 2/3.
A plot, or a quick calculation of the second derivative, tells us that py = 2/3 is
indeed a maximum, at which point L = 4/27. The result that py, max L = 2/3 can be
intuitively understood by stating that the coin is biased towards heads up, by a
factor 2 over tail up. Indeed, with such a bias, the probability of the observed
outcomes HHT, given py = 2/3, is maximal. How does all this help understanding a
key aspect behind Kriging?

Kriging uses the same strategy of maximising the likelihood: it finds the
parameters 0y, and p, (h = 1, 2, ..., d) in the so-called Gram matrix R,
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d
R; = exp [—Z(mx;; —x;lp”] 0, >0,0<p, <2 (2.21)
h=1

such that the likelihood L of the Kriging model, given the observed data points y',

(y —1p0)'R™(y — 1p)
202

L(0,p,p,0ly;i=1,2,....N)~ exp [— (2.22)

is maximal, where o is the process variance, 1 is a column vector of ones, and
models the global trend of the observable y. The observations are fixed (i.e. atomic
properties = output and coordinates of surrounding nuclei = input) but the
parameters are being varied such that what we observed becomes maximally likely.
How this maximisation is achieved is beyond the scope of this intentionally
non-technical text but this is a very important active research topic in our lab.

We refer the interested reader to the literature [S51, 73, 80-86] for the use of
Kriging in the construction of QCTFF. Here we can only afford three general
remarks. Firstly, we know that three of the four types of energy contributions
described above can be Kriged successfully for all 20 amino acids, cholesterol,
small carbohydrates and small water clusters (also in the presence of a cation) and a
few pilot systems (NMA, ethanol, water, etc.). Proof-of-concept of successful
Kriging of the dynamic correlation energy contribution still needs to be obtained
but we do not expect any fundamental problems.

Secondly, the term “successful” needs to be qualified. The performance of a
Kriging model is validated by an external test set of molecular configurations. This
is where we display the full performance of a Kriging model over the whole test set,
by means of a so-called S-curve. From the latter one can read off which percentage
of test configurations scores an energy prediction error up to any desired value. For
example, if this value is set to 4 kJmol ™' (referring the old-fashioned and arbitrary
unit of kcalmol™") then 70 % of test configurations containing all local energy
minima found in the Ramachandran map of the doubly-capped amino acid iso-
leucine, return an error of less than 4 kJmol~!. While the mean error over all 200
test configurations is 3.3 kJmol ', there is a small percentage (~2 %) of test
configurations that have errors just over 10 kJmol~'. While this behavior is typical,
matters are worse for cysteine where only 50 % return an error of less than
4 kJmol ™", while the average is 5.3 kJmol " and just over 10 % have an error within
the interval 10-20 kJmol '. The reported errors are all purely electrostatic and
involve all interactions of the type 1, 4 and higher. This is a rather severe test
because it involves short-range interactions, switching on all multipole moments up
to the hexadecapole moment. The average of mean errors over all 20 amino acids is
4.2 kJmol !, while the worse values are for cysteine, alanine and arginine, all at
5.3 kJmol ™. The best mean error is 2.8 kImol~" for tyrosine.

Thirdly, the kriging method covers all polarisation effects, but without intro-
ducing polarisabilities. The QCTFF method focuses on the end result of the
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polarisation process, not the process itself. As a result, when used in a molecular
dynamics simulation, QCTFF renders immediately the energies of all atoms in
response to a given nuclear configuration. There is no need to iteratively converge
towards a self-consistent field at each simulation step.

2.5 An Invitation to Falsification

As announced in the Introduction there is a need for more falsification in the area of
chemical interpretation by means of quantum mechanical tools. In a first stage
contradictions need to be spotted: when are two methods providing (semi)-quan-
titatively or qualitatively different interpretations? The second stage is more chal-
lenging: how can an experiment judge one interpretation to be right and the other
wrong? A valiant but strongly disputed [87] example of this kind of scientific
activity was published [88] in 2009 where it was claimed that experiment could
disprove QTAIM’s interpretation of an attractive interaction between the two
hydrogens in the bay region of phenanthrene.

With regards to the second stage, one could broaden the decision process, not
through experiment, but by teasing out a clash with a theoretical principle or
another theoretical interpretation that is more firmly established. For example, a
number of electronegativity scales all agree that boron is a very electropositive
element. One may then ask how it is possible that a population analysis allocates a
negative net charge to boron. Yet this happens. For example, in 1995 Siegbahn
allocated a net charge —0.26e to boron in (BH3;NH3), using the Mulliken population
analysis. Of course the QTAIM charge of boron is emphatically positive. Another
candidate for a falsifiable case study is that of 1, 2-difluoroethene, which was
discussed in a 2009 publication [89] comparing the IQA method (i.e. QCT) with the
non-QCT method EDA and NBO, in connection with interpreting stereo-electronic
effects. IQA rules that there is significant FF’ delocalisation in the cis isomer, which
is “not easily found in NBO” according to the article. This is a fine example of one
method spotting an effect and the other not. The challenge is to exploit this dif-
ference, either via an experiment that can confirm one or the other method, or
demonstrate that guidance (in synthesis for example) is more reliable by one
method than by the other.

A final example is that of diborane. A pivotal question is: can QTAIM and hence
QCT extract a Lewis diagram from a given molecular wave function? A very recent
study, published [70] in 2013, set out to answer precisely this question, and the
answer is yes. It is possible by inspecting motives in calculated VA5, values, and
this 2013 work systematically investigated V42, values, for all atom-atom inter-
actions in 31 small covalent molecules (including ions) and 3 van der Waals
complexes. For the first time, clear clusters were revealed in the values of VA5,
clusters separated by almost an order of magnitude in energy, starting with hun-
dreds of kilojoules per mole, and decreasing in a stepwise manner to less than
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Fig. 2.8 A ball-and-stick diagram of diborane, B,Hg, endowed with numerical values of —fo in
kJmol . The unlabelled disks represent hydrogen atoms

0.1 kJmol™'. This quantitative information reveals where to draw the lines in a
Lewis diagram.

A useful example illustrating this success is that of diborane, B,Hg, which at one
time was controversial in terms of its Lewis structure. Figure 2.8 shows a
ball-and-stick diagram of B,H¢, endowed with ‘—fo | values (in kJmol™" and for
HF/6-311G(d,p) wave functions). The two largest (absolute) values are 385 and
222 kJmol*, corresponding to the covalent bonds BHerm, and BHyyigge, respec-
tively. They provide the “sticks” of the molecular graph, which was controversial
until 1951. We note that Pauling got the structure wrong while Longuet-Higgins got
it right. The next strongest interaction is that between the bridging hydrogens
117 kJmol_l) (green in Fig. 2.8), which is three times larger than the value between
the two borons (34 kJmol™") (red in Fig. 2.8).

In a private communication, Roald Hoffmann spontaneously pointed out that the
HH interaction is something new to him and that there is some BB bonding in B,Hg¢
is easier to understand. The latter assertion followed from his explanation of a MO
diagram. Here we have a clear example of two theories (QCT and MO) stating
qualitatively different things. Again, the challenge is to find an experiment that
could settle this contradiction.

In closing this section, it is helpful to philosophise a little more, in order to
contemplate if the suggested falsification is useful or even possible. Let us start with
a simple and clear but ridiculous example (plucked from reality). A reality TV
celebrity said that she thought that the sun and the moon were the same object.
Sure: when the sun has gone down then it is time for the moon to appear a bit later
on. A casual observer may not have a problem with this view. In fact, contemporary
political correctness and encouragement of diversity in personal views may even
support this assertion. Her “theory” can be adhered to for a long time until one
evening, a less casual and alert observer (hopefully herself) sees a red sun at dusk ar
the same time as the moon, and both objects and clearly separated in the sky,
almost at opposite ends in fact. Such special evenings exist and this one “experi-
ment” kills off the old theory. In summary, at the edge of our knowledge, competing
theories (e.g. sun = moon and sun # moon) coexist. However, one crucial obser-
vation can banish one theory to the history books while promoting the other to build
on and use for asking the next exciting question. It is important that a decision is
obtained as to which theory is right because otherwise, any planning on how to put
a person on the moon is clearly futile, just as an example. To recap briefly with a
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now serious example, Alan Guth’s inflation theory is really at the edge of our
collective human knowledge. This theory predicts the existence of gravitational
waves but they have never been detected with certainty (in spite of a premature
announcement in 2014). A momentous multi-year, multi-team data collection
project set up on the South Pole, can still not decide if gravitational waves exist or
not. The signal could be due only to galactic dust. It remains important to settle this
question for once or for all. Falsification is needed to make true progress.

The main question is now if the process of falsification (whether smoothly
controlled or erratic is not important) is relevant for the interpretation of chemical
phenomena. Is the above analysis of the two examples discussed too simple? Does
the mechanism of falsification apply to theoretical interpretative chemistry? I
believe it does but we should be aware of one more notion. Let us discuss what I
call the non-question, again starting with an example.

How can we come to grips with the particle-wave duality? Is there an experiment
that can decide, for once and for all, if a quantum object is either a particle or a
wave? The textbook answer is no: the quantum object is both. But then we ask why
this question cannot be settled. In fact, there are enough experiments that decide in
favour of a wave, while others decide in favour of a particle. How can this be? A
way out is suggesting that the wave-particle question is a non-question. A
non-question is a question that cannot be settled one way or the other because it
makes a fundamentally wrong assumption. The problem here, however, is that it is
not clear which assumption exactly. But there are several clear examples of
non-questions. One is “what is north of the North Pole?”, another is “What came
first: the chicken of the egg?” The latter cannot be solved because it ignores what
really happened in evolution: a pre-chicken “lays” a pre-egg and so on. As one
moves back in time the distinction between the two becomes problematic and the
question actually dissolves. This chicken-egg “question” is a non-question because
it wrongly assumes that one can project a binary end point of evolution onto the
very beginning of this evolution. Such a false projection is clearer in a typical
child-like question such as “why does a tree not weep if it is chopped down?”” Well,
one needs a pretty highly developed nervous system in order to weep, a system that
the tree clearly lacks. Again, this is a simple example, perhaps ludicrous to adults,
but unfortunately spilling over to the world of some adults who believe plants feel
pain.

Of course, one should be open to new initially mysterious phenomena, such as
X-rays killing living cells. Clearly, X-rays do not emerge from the wonderfully
mature edifice of classical mechanics. But one should beware of the non-question.
One can spend a life time thinking about the question of the beginning and end of a
thing until someone shows that this thing is actually circular. This then means that
the wrong image has been projected onto an object, giving rise to a natural and
innocent question, which turns out to be a vicious non-question. Imagine if this
thing is the Universe. One will then have wasted a life time thinking about this
question because it actually turned out to be a non-question. The earlier one spots a
non-question, the earlier one can ask the real question. This transition is a major
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advance: perhaps from childhood into adulthood, from deluded or blinkered adult to
informed adult, from scientist in a desert to scientist in an oasis.

As a community, we should increase the effort in spotting non-questions. Maybe
“how aromatic is this compound?” is a non-question. In order to save time and
focus on the real question I advocated [90] to carry out bottom-up research and
focus on the emergence of patterns of primary quantities (closely linked to the
Schrodinger equation). If aromaticity is captured some way along this bottom-up
approach then this concept is lucky, as it were, and will survive. Those that spotted
this property, more than a century ago, at high and intuitive level, without knowing
about quantum chemistry, will then be vindicated. But if aromaticity falls apart into
two or more new concepts, or even worse, evaporates altogether, then that is
progress. We have then turned the non-question into a question and we can then
re-explore the complex world of chemical phenomena armoured with more pow-
erful insight.

2.6 Conclusion

Quantum Chemical Topology has a long and rich history of about four decades. It
started with an innocuous paper [19] in 1972, which however marked the birth of a
completely novel way of thinking about how to partition and characterise a
quantum mechanical system. That the topological atom, which can exist in its own
right, is also a quantum atom, makes it possible to build a force field using these
atoms. Perhaps this force field is better “called a rapid energy predictor” because it
overhauls the architecture of traditional force fields and probes deeper into the
quantum mechanics that underpin them. Finally, we point out the need for falsifi-
cation of theoretical interpretative tools and theories. Experimentalists need more
reliable and predictive guidance from theoretical interpretation. If methods con-
tradict each other there is an opportunity to establish one method as the way
forward. However, one should beware of the non-question.
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