
Proxy Signature with Revocation

Shengmin Xu1, Guomin Yang1(B), Yi Mu1, and Sha Ma1,2

1 Centre for Computer and Information Security Research,
School of Computing and Information Technology, University of Wollongong,

Wollongong, NSW, Australia
{sx914,gyang,ymu,sma}@uow.edu.au

2 College of Mathematics and Informatics, South China Agricultural University,
Guangzhou 510640, Guangdong, China

Abstract. Proxy signature is a useful cryptographic primitive that
allows signing right delegation. In a proxy signature scheme, an original
signer can delegate his/her signing right to a proxy signer (or a group
of proxy signers) who can then sign documents on behalf of the origi-
nal signer. In this paper, we investigate the problem of proxy signature
with revocation. The revocation of delegated signing right is necessary
for a proxy signature scheme when the proxy signer’s key is compro-
mised and/or any misuse of the delegated right is noticed. Although
a proxy signature scheme usually specifies a delegation time period, it
may happen that the original signer wants to terminate the delegation
before it is expired. In order to solve this problem, in this paper we pro-
pose a new proxy signature scheme with revocation. Our scheme utilises
and combines the techniques in the Naor-Naor-Lotspiech (NNL) frame-
work for broadcast encryption, the Boneh-Boyen-Goh (BBG) hierarchi-
cal identity-based encryption and the Boneh-Lynn-Shacham (BLS) short
signature scheme and thereby constructing an efficient tree-based revo-
cation mechanism. The unrevoked proxy signer only needs to generate
evidences for proving that he/she is a valid proxy signer once in per revo-
cation epoch, and the verifier does not need a revocation list in order to
verify the validity of a proxy signature.
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1 Introduction

Mambo, Usuda and Okamoto introduced the concept of proxy signatures in 1996
[16,17]. In a proxy signature scheme, an original signer is allowed to delegate
his signing power to a designated person called the proxy signer, and then the
proxy signer is able to sign the message on behalf of the original signer.

There are four types of delegation in proxy signature. Mambo et al. [16]
proposed three of them in their seminal work: full delegation, partial delega-
tion and delegation by warrant. In the full delegation, the original signer just
gives his signing key to the proxy signer as the proxy signing key. Thus, the
proxy signer has the same signing ability as the original signer so that the real
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signer of a signature is indistinguishable. To overcome this drawback, partial
delegation was proposed, in which the original signer and the proxy signer work
together to derive the proxy signing key that consists of partial private keys
of the original signer and the proxy signer. Partial delegation is further classi-
fied into proxy-unprotected delegation and proxy-protected delegation [11]. In
proxy-unprotected partial delegation, the original signer can derive the proxy
signing key without the interaction with the proxy signer, but the proxy signer
cannot derive the proxy signing key without the help from the original signer.
In the case of proxy-protected partial delegation, the proxy signing key needs
the contribution of both the proxy signer and the original signer. However, in
the partial delegation, the proxy signer has unlimited signing ability. To conquer
this problem, delegation by warrant has been proposed. The original signer signs
a warrant that certifies the legitimacy of the proxy signer. Kim et al. [10] later
proposed a new type of proxy delegation called partial delegation with warrant
combining advantages of partial delegation and delegation with warrant.

Besides, proxy signature can be categorized into proxy multi-signature
scheme and multi-proxy signature scheme. In a proxy multi-signature scheme
[13,22], a designed proxy signer can generate the signature on behalf of two or
more original signers. In the case of multi-proxy signature scheme [12,21], it
allows a group of original signers to delegate the signing capability to a desig-
nated group of proxy signers.

1.1 Motivation of This Work

In this paper, we focus on proxy signature with revocation. Although there are
many research works on proxy signature, only few of them deal with proxy
revocation. It is necessary to address the problem of proxy revocation in proxy
signature when the proxy signer is compromised. Moreover, in reality, the proxy
signer may also misuse the delegated signing right. In such situations, the origi-
nal signer should have a way to revoke the signing right delegated to the proxy
signer even when the delegation has not expired. One straightforward solution
to address this problem is to let the original signer publish a revocation/black
list and a verifier needs to check the list before verifying a proxy signature. One
limitation of such an approach is that the verifier needs to obtain the latest revo-
cation list before verifying a proxy signature. Another problem brought by this
approach is that a proxy signature generated before the proxy signer is revoked
also becomes invalid. Ideally, such proxy signatures should still be considered
valid since the proxy signer is not revoked when the signature is generated.

In [20], Sun suggested that the revocation problem can be solved by using
a timestamp and proposed a proxy signature which allows the verifier to trace
the proxy signer. However, the proposed scheme has some security issues. As
pointed out in [4], an attacker can easily forge a proxy signature.

Another solution proposed in the literature to address the problem is util-
ising a trusted third party. Das et al. [4] and Lu et al. [15] proposed some
proxy signature schemes with revocation where a trusted third party called the
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authentication server (AS) is used to provide the immediate revocation. How-
ever, a trusted third party is a very strong assumption. Hence, such a solution
is not very practical in real applications.

The third solution that has been proposed by Seo et al. [19] and Liu et al. [14]
is to use a third party called SEcurity Mediator (SEM) which is a partially
trusted online server. In such a solution, the original signer divides the delega-
tion into two parts and gives these two parts to the proxy signer and the SEM,
respectively. When the proxy signer wants to generate a proxy signature, he/she
must get the assistance from the SEM. Thus, the SEM works as a certifier to
authenticate the signing ability of every proxy signer. Such a solution is not prac-
tical either since whenever the proxy signer wants to generate a proxy signature,
he/she needs to contact the SEM which is a bottleneck of the system.

1.2 Our Result

In this paper, we introduce a novel proxy signature scheme with revocation.
Compared with the previous solutions, our scheme has the following advantages.

– Our scheme does not need any third party. In addition, the verifier does not
need to obtain the revocation list in order to verify a proxy signature. Instead
he/she only needs to know the current revocation epoch in order to verify a
proxy signature.

– The original signer can revoke a set of proxy signers in each revocation epoch.
An unrevoked proxy signer only needs to generate once in each revocation
epoch a proof which shows his/her valid proxy signing right.

– Our scheme explicitly includes the revocation epoch in signature verification,
and hence, the verifier only denies signatures generated by a proxy signer
after his/her proxy signing right is revoked. The signatures generated before
revocation will remain valid.

1.3 Outline of Paper

The rest of this paper is organized as follows. Some preliminaries are presented
in Sect. 2. The formal security models for our scheme is described in Sect. 3.
The proposed proxy signature with revocation scheme is detailed in Sect. 4. We
analyze the proposed scheme in Sect. 5. Finally, some concluding remarks are
given in Sect. 6.

2 Preliminaries

In this section, we provide some background knowledge used in this paper.

2.1 Bilinear Map

Let G and GT denote two cyclic multiplicative groups of prime order p and g be
a generator of G. The map e : G × G → GT is said to be an admissible bilinear
map if the following properties hold.
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1. Bilinearity: for all u, v ∈ G and a, b ∈ Zp, e(ua, vb) = e(u, v)ab.
2. Non-degeneration: e(g, g) �= 1.
3. Computability: it is efficient to compute e(u, v) for any u.v ∈ G.

We say that (G,GT ) are bilinear groups if there exists a bilinear map e : G×G →
GT as above.

2.2 Complexity Assumptions

Definition 1 (Computational Diffie-Hellman (CDH) problem). Given
g, ga, gb ∈ G for some unknown a, b ∈ Zp, the computational Diffie-Hellman
(CDH) problem is to compute gab ∈ G.

Definition 2 (Computational Diffie-Hellman (CDH) assumption). The (t, ε)-
CDH assumption holds in group G if no algorithm with running time t has
probability at least ε in solving the CDH problem.

2.3 Digital Signature Scheme

A digital signature scheme consists of three algorithms [6]:

Key generation G(1k): it inputs a security parameter k and outputs in poly-
nomial time a pair (pk, sk) of matching public and secret keys.

Signature Ssk(m): it produces a signature σ ← Ssk(m) for a message m using
the secret key sk.

Verification Vpk(m,σ): it tests whether σ is a valid signature for message m
using the public key pk. The algorithm outputs either 1 (valid) or 0 (invalid).

2.4 Security Model for Existential Unforgeability

The de facto security notion is existential unforgeability under adaptive chosen
message attacks [6] which is defined using the following game.

Setup: The challenger runs G. It gives the adversary the resulting public key pk
and keeps the private key sk to itself.

Signing Query (OEUS ): The adversary issues signing queries m1, ...,mq. To
each query mi, the challenger responds by running S to generate a signature σi

of mi and sending σi to the adversary. These queries may be asked adaptively
so that each query mi may depend on the replies to m1, ...,mi−1. A database
DEUS to record the messages have been signed.

Output: Finally the adversary outputs a pair (m∗, σ∗). The adversary wins if
σ∗ is a valid signature of m∗ according to V and m∗ is not among the messages
DEUS appeared during the query phase.
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Definition 3. A signature scheme is (t, q, ε) existentially unforgeable under
adaptive chosen message attacks if no t-time adversary AEU making at most
q signing queries has advantage at least ε in the above game. For any PPT
adversary AEU involved in the experiment hereafter, we have Adveu−cma

AEU (λ) =
Pr[Expteu−cma

AEU (λ) = 1] ∈ negl(λ).

Experiment Expeu−cma
AEU (λ) Oracle OEUS (m)

(pk, sk) ← Gen(1λ); DEUS ← ∅ σ ←Sign(sk, m)

σ ← AOEUS
EU (m) DEUS ← DEUS ∪ m

(m∗, σ∗) ← AEU (pk, OEUS ) Return σ
If Ver(pk, m∗, σ∗) = 1, and
m∗ �∈ DEUS return 1 else return 0

2.5 Boneh-Lynn-Shacham Short Signature Scheme

BLS Short Signature Scheme was proposed in [3]. We use this short signature as
a primitive to provide authentication in our hierarchical revocation algorithm.
Some details of the BLS short signature are given below.

Keygen: The public key is (G,GT , q, g, y,H1) and secret key is s, where y = gs

and H1 : {0, 1}∗ → G is a hash function.

Sign: The signature for message m is σ = hs, where h = H1(m).

Verify: Check whether the equation e(σ, g) = e(H1(m), y) holds.
This scheme has been proven to be secure against adaptive chosen-message

attacks in the random oracle model assuming the CDH problem is hard.

2.6 Boneh-Boyen-Goh Hierarchical Identity-Based Encryption

Hierarchical identity-based encryption (HIBE) is a generalization of identity-
based encryption and mirrors an organizational hierarchy. An identity at level
k of the hierarchy tree can issue private keys to its descendant identities, but
cannot decrypt messages intended for other identities. Boneh et al. [2] described
the first HIBE scheme where the size of ciphertext does not depend on the
depth of the receiver in the hierarchy. This HIBE scheme will be modified as
an important part in our hierarchical revocation algorithm. The BBG HIBE
scheme, which has five algorithms, is reviewed below.

Setup: The master public key is (G,GT , g, g1, g2, {hi}�
i=0) and master secret key

is gα
2 , where � is the number of levels in the hierarchy, g1 = gα and α ∈ Zp is a

random number and h0, h1, ..., h� ∈ G.

Keygen: Given master secret key msk and an identity id = (I1, ..., Ik), it
will choose a random numbers r ∈ Zp and generate the private key did =
(D1,D2,Kk+1, ...,K�). D1 and D2 are decryption keys. (Kk+1, ...,K�) is the del-
egation part and it is used to derive decryption keys for descendant identities.

D1 = gα
2 · (h0 ·

k∏

i=1

hIi
i )r, D2 = gr, Ki = hr

i for i = k + 1, ..., �.
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Derive: Given the private key did and an identity id′ = (I1, ..., Ik, Ik+1) that
is the descendant of id = (I1, ..., Ik), it chooses a random number r ∈ Zp and
outputs a private key did′ = (D′

1,D
′
2,K

′
k+2, ...,K

′
�) for id′.

did′ = (D1 · K
Ik+1
d+1 · (h0 ·

k+1∏

i=1

hIi
i )r′

,D2 · gr′
,Kk+2 · hr′

k+2, ...,K� · hr′
� ).

Encrypt: Given the master public key mpk, an identity id = (I1, ..., Id) and
a message m, it outputs a ciphertext C = (C0, C1, C2) by choosing a random
number s ∈ Zp and computing the following elements

C0 = m · e(g1, g2)s, C1 = gs, C2 = (h0 · hI1
1 · · · hId

d )s.

Decrypt: It returns M = C0 · e(C1,D1)−1 · e(C2,D2).
This scheme has been proven to be selective-ID secure in the standard model

and fully secure in the random oracle model.

2.7 Naor-Naor-Lotspiech Framework for Broadcast Encryption

Naor et al. [18] introduced a subset cover framework for broadcast encryption.
This framework is based on complete subtree (CS) method and subset difference
(SD) method. Halevy and Shamir [7] proposed a new method called layered
subset difference (LSD) to improve the key distribution in the SD method. Later,
Dodis and Fazio [5] pointed out that HIBE schemes can base on the above
methods. In this section, we will briefly introduce the SD method.

The SD method works like a white list and we call it a revocation list in this
paper. Each user is assigned to a leaf node in the tree and given the private keys
of all co-path nodes from the root to the leaf. Let N denote all the users and R
the revoked users. This method will group the valid users (N \ R) into m sets
Sk1,u1 , ..., Skm,um

. Each valid user belongs to at least one set, the number of set
m satisfies m ≤ 2|R| − 1. Let Txj

denote the subtree rooted at xj .

Fig. 1. The SD method
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The subset Ski,ui
is defined as follows. Tki

is called the primitive root. Tui

is called the secondary root, and Tui
is a descendant of Tki

. The valid users in
the set Ski,ui

consists of the leaves of Tki
that are not in Tui

. Thus, each user
may belong to more than one set.

3 Formal Definitions and Security Models

In this section, we will introduce the syntax of a hierarchical revocation algorithm
and a proxy signature with revocation and their formal security models. Here,
we provide the details of some notations that will be used in this section.

– N is the set of proxy signers, and |N | is the number of proxy signer.
– R is the set of revoked proxy signers, and |R| is the number of revoked proxy

signer. Rt is the set of revoked proxy signers in the revocation epoch t.
– � ∈ Z is the maximum level of the tree and |N | ≤ 2�.
– id ∈ {0, 1}≤� is the label value for each node in the tree.
– prefix(id) ∈ {0, 1}≤� is the set of label values which are the prefix of id.
– w ∈ Z is a warrant for signing right delegation.
– didi

= (Di,1,Di,2,Ki,1, ...,Ki,�−|idi|+1) is the hierarchical private key for idi.

3.1 Hierarchical Revocation Scheme

This hierarchical revocation scheme is derived from the Boneh-Boyen-Goh hierar-
chical identity based encryption scheme (BBG HIBE) [2] and is an essential part
of our proxy signature with revocation scheme. This scheme keeps a white list to
reject all the revoked proxy signers and the size of this revocation list is O(|R|)
since we use the Subset Difference (SD) method in the Naor-Naor-Lotspiech frame-
work [18]. This scheme can be described using the following algorithms.

Setup(1λ, 1�): Given a security parameter λ and a maximum level � of the
complete binary tree, it outputs the system parameter param, the master secret
key msk and the master public key mpk.

Keygen(wi, pki,msk, id): Given a proxy signer’s warrant wi and his/her public
key pki, master secret key msk, the master public key mpk and the label value
id in the tree, it outputs a hierarchical private key did, where did includes the
decryption key and delegation key as shown in the HIBE scheme reviewed above.

Derive(mpk, id, did, id
′): Given master public key mpk, a label value id and its

hierarchical private key did and a label value id′, which is a descendant of id in
the tree structure, it outputs another hierarchical private key did′ for id′.

Encode(mpk, id, id′): Given master public key mpk, a label value id and another
label value id′ which is a descendant of id, it outputs a encoding value C.

Verify(mpk,wi, pki, id, C, did′): Given master public key mpk, a proxy signer’s
warrant wi and his/her public key pki, a label value id, an encoding value C
(with regards to id and id′) and a hierarchical private key did′ , it outputs either
1 or 0.
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Security Model for Hierarchical Revocation Algorithm. We propose a
security notion called key robustness to define the security of our hierarchical
revocation algorithm. The security model is defined using the following game:

Setup: The challenger runs Setup. It gives the adversary the resulting of master
public key mpk and keeps the master private key msk to itself.

Keygen Query (OAG ): The adversary issues up to qG key generations queries
{(idi, wi, pki)}qG

i=1. To each (idi, wi, pki), the challenger responds by running Key-
gen to generate a result didi

for (idi, wi, pki) and sending didi
to the adversary.

These queries may be asked adaptively so that each query (idi, wi, pki) may
depend on the replies to (id1, w1, pk1),...,(idi−1, wi−1, pki−1). A database DAG
records all the messages that have been queried.

Output: Finally the adversary outputs (id∗, id∗′, w∗, C∗, pk∗, d∗
id∗′) such that C∗

is an encoding with regards to id∗ and id∗′. The adversary wins if (id∗′, w∗, pk∗)
or (prefix(id∗′), w∗, pk∗) has not appeared in any Kengen queries, and (mpk,w∗,
pk∗, id∗, C∗, d∗

id∗′) can pass the verification.
In the random oracle model, we have an additional oracle called hash

oracle:

Hash Query (OAH): The adversary issues hash queries {(idi, wi, pki)}qH

i=1. To
each (idi, wi, pki), the challenger responds by returning a random element in the
range of the hash function H1. The same result is returned if the same input is
queried for more than one time.

Definition 4. A hierarchical revocation scheme is (t, qH , qG, ε) key robust if no
t-time adversary A making at most qH hash queries and qG keygen queries has
advantage at least ε in the above game. For any PPT adversary A involved in
the experiment hereafter, we have Advkey−robust

A (λ) = Pr[Exptkey−robust
A (λ, �) =

1] ∈ negl(λ).

Oracle OAH(id, w, pk) Oracle OAG (id, w, pk)
Return H1(id, w, pk) DAG ← DAG ∪ (id, w, pk)

Return keygen(w, pk, msk, id)

Experiment Expkey−robust
A (λ, �)

(mpk, msk) ← Setup(1λ, 1�); DAG ← ∅
Hi ← AOAH (idi, wi, pki); didi ← AOAG (idi, wi, pki)
(id∗, id∗′, w∗, C∗, pk∗, d∗

id∗′) ← A(mpk, OAH , OAG )
If Verify(mpk, w∗, pk∗, id∗, C∗, d∗

id∗′) → 1, (id∗′, w∗, pk∗) �∈ DAG , and
(prefix(id∗′), w∗, pk∗)∗ �∈ DAG return 1 else return 0

3.2 Proxy Signature with Revocation

In our scheme, there are two parties: an original signer O and a group of proxy
signers Pi for i = 1, ..., |N |. A proxy signature scheme with revocation can be
described as a collection of the following algorithms:

Setup(1λ, 1�): Given a system security parameter λ and a maximum level of
the complete binary tree that defines the maximum number of the proxy signers
|N | = 2�, it outputs the system parameters Y.
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Keygen(1λ,Y): Given a system security parameter λ and the system parameters
Y, it outputs a pair of public and secret key (pk, sk). The original signer runs
this algorithm to generate its own public pko and security key sko. The proxy
signers runs this function to generate its own public pki and security key ski.

Delegation(Y, wi, pki, pko, sko): Given a system parameters Y, the warrant wi

and public key pki of the proxy signer Pi and the public key pko and secret key
sko of original signer, it generates the delegated information Ii.

Revocation(Y, sko, t,Rt): Given a system parameters Y, the secret key sko

of original signer, the current revocation epoch t and the set of revoked proxy
signers Rt, it outputs a revocation list RLt under the revocation epoch t.

Sign(Y, RLt, ski, Ii,M): Given a system parameters Y, the revocation list RLt

under revocation epoch t, the secret key ski and delegated information Ii of
proxy signer Pi and a message M , it outputs a proxy signature σ.

Verify(Y, t, pki, pko,M, σ): Given a system parameter Y, the revocation epoch
t, public key pki of proxy signer, public key pko of original signer, the message
M and the proxy signature σ, it outputs either 1 or 0.

Security Models for Proxy Signature with Revocation. To define the
unforgeability of our proxy signature scheme with revocation, according to the
classification of Huang et al. [8] and their continuing work [9], we divide the
adversaries into the following four types1:

1. Type I : This type of adversary AI has public parameter Y, public key of
original signer pko, and public keys of all proxy signers {pki}|N |

i=1.
2. Type II : This type of adversary AII has public parameter Y, public key of

original signer pko, public keys of all proxy signers {pki}|N |
i=1, and the secret

key of original signer sko.
3. Type III : This type of adversary AIII has public parameter Y, public key of

original signer pko, public keys of all proxy signers {pki}|N |
i=1, and secret keys

of all proxy signers {ski}|N |
i=1.

4. Type IV : This type of adversary AIV has public parameter Y, public key of
original signer pko, public keys of all proxy signers {pki}|N |

i=1, and the secret
key and delegated information of all revoked proxy signers {ski, Ii}i∈R2.

One can find that if our proxy signature scheme is secure against Type II (or
Type III or Type IV ) adversary, our scheme is also unforgeable against Type I
adversary. Below we give the formal security models.

Security Model for Adversary AII . Adversary AII represents original
signer, who wants to generate a valid proxy signature without knowing the secret
key of the proxy signer. The security model is defined using the following game:
1 In all the security models, we assume that there is only one set of revoked signers

Rti for each revocation epoch ti.
2 For achieving the backward security [1], we needs the time stamp server to generate

the time certificate for each proxy signature.
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Setup: The challenger generates |N | + 1 public key and secret key pairs and
assigns them to the original signer and proxy signers. Then it gives the adversary
the system parameter Y, the public keys of original signer pko and proxy signers
{pki}|N |

i=1, secret key of original signer sko, and keeps the secret keys of all proxy
signers {ski}|N |

i=1 to itself.

Signing Query (OIIS ): The adversary issues signing queries {(wi, pki,Mi, ti,
Rti

)}q
i=1 where pki �∈ Rti

. The challenger responds by running Delegation algo-
rithm to get delegated information Ii, Revocation algorithm to get revocation
list RLti

, and Sign algorithm to get the proxy signature σi. After that, the
challenger sends σi to the adversary. These queries may be asked adaptively so
that each query (wi, pki,Mi, ti,Rti

) may depend on the replies to all previous
queries. A database DIIS records all the information of queries. If pki ∈ Rti

,
the challenger rejects the query.

Output: Finally, the adversary outputs (w∗, pk∗,M∗, t∗,Rt∗ , σ∗). The adver-
sary wins if pk∗ is one of the proxy signer public keys that have been given,
(w∗, pk∗, t∗,Rt∗ ,M∗) does not appear in DIIS , and (Y, t∗, pk∗, pko,M

∗, σ∗) can
pass the verification.

Definition 5. A proxy signature scheme is (t, q, ε) existentially unforgeable
under Type-II adaptive chosen message attacks if no t-time adversary AII
making at most q signing queries has advantage at least ε in the above game.
For any PPT adversary AII involved in the experiment hereafter, we have
Adveu−cma

AII (λ) = Pr[Expteu−cma
AII (λ, �) = 1] ∈ negl(λ).

Oracle OIIS (w, pk, M, t, Rt)
I ←Delegation(Y, w, pk, pko, sko); RLt ←Revocation(Y, sko, t, Rt)
σ ←Sign(Y, RLt, sk, I, M); DIIS ← DIIS ∪ (w, pk, M, t, Rt)
Return σ

Experiment Expeu−cma
AII (λ, �)

(Y, pko, sko, {pki, ski}|N|
i=1) ← Setup(1λ, 1�); DIIS ← ∅

σ ← AOIIS
II (w, pk, M, t, Rt)

(w∗, pk∗, M∗, t∗, Rt∗ , σ∗) ← AII(Y, pko, sko, {pki}|N|
i=1, OIIS )

If Verify(Y, t∗, pk∗, pko, M
∗, σ∗) = 1, pk∗ ∈ {pki}|N|

i=1, and
(w∗, pk∗, M∗, t∗, Rt∗) �∈ DIIS return 1 else return 0

Security Model for Adversary AIII . Adversary AIII represents proxy sign-
ers, who want to generate the proxy signature without knowing the delegated
information. The security model is defined using the following game:

Setup: The challenger generates |N | + 1 public key and secret key pairs and
assigns them to original signer and proxy signers. Then it gives the adversary
the system parameter Y, the public keys of original signer pko and proxy sign-
ers {pki}|N |

i=1, secret keys of proxy signers {ski}|N |
i=1, and keeps the secret key of

original signer sko to itself.
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Delegation Query (OIIID ): The adversary issues up to qD delegation queries.
To each (wi, pki), the challenger responds by running Delegation algorithm to
gain the delegated information Ii and the challenger sends Ii to the adversary.
These queries may be asked adaptively. A database DIIID records all the dele-
gation queries.

Revocation Query (OIIIR): The adversary issues up to qR revocation queries
(ti,Rti

). To each query, the challenger responds by executing Revocation algo-
rithm to get the revocation list RLti

for revocation epoch ti. Then the challenger
sends RLti

to the adversary. These queries may be asked adaptively. Notice that
we assume there is only one Rti

for each ti.

Signing Query (OIIIS ): The adversary makes up to qS signing queries to the
challenger. For each (wi, pki,Mi, ti,Rti

) where pki �∈ Rti
, the challenger gains

the delegated information Ii by running Delegation algorithm, runs the Revoca-
tion algorithm to get the revocation list RLti

, and executes the Sign algorithm
to acquire the proxy signature σi. These queries may be asked adaptively. A
database DIIIS records all the signing queries.

Output: Finally, the adversary outputs (w∗, pk∗,M∗, t∗,Rt∗ , σ∗). The adversary
wins if pk∗ is one of the proxy signer’s public keys given, (w∗, pk∗) has not
been queried to Delegation oracle, (w∗, pk∗,M∗, t∗,Rt∗) has not been queried to
Signing oracle, and (Y, t∗, pk∗, pko,M

∗, σ∗) can pass verification.

Definition 6. A proxy signature scheme is (t, qD, qR, qS , ε) existentially
unforgeable under Type-III adaptive chosen message attacks if no t-time adver-
sary AIII making at most qD delegation queries, qR revocation queries and
qS signing queries has advantage at least ε in the above game. For any PPT
adversary AIII involved in the experiment hereafter, we have Adveu−cma

AIII (λ) =
Pr[Expteu−cma

AIII (λ) = 1] ∈ negl(λ).

Oracle OIIID (w, pk) Oracle OIIIS (w, pk, M, t, Rt)
I ←Delegation(Y, w, pk, pko, sko) I ←Delegation(Y, w, pk, pko, sko)
DIIID ← DIIID ∪ (w, pk) RLt ←Revocation(Y, sko, t, Rt)
Return I σ ←Sign(Y, RLt, sk, I, M)

Oracle OIIIR(t, Rt) DIIIS ← DIIIS ∪ (w, pk, M, t, Rt)
RLt ←Revocation(Y, sko, t, Rt) Return σ
Return RLt

Experiment Expeu−cma
AIII (λ, �)

(Y, pko, sko, {pki, ski}|N|
i=1) ← Setup(1λ, 1�); DIIID , DIIIS ← ∅

Ii ← AOIIID
III (wi, pki); RLti ← AOIIIR

III (ti, Rti)

σi ← AOIIIS
III (wi, pki, Mi, ti, Rti)

(w∗, pk∗, M∗, t∗, Rt∗ , σ∗) ← AIII(Y, pko, {pki, ski}|N|
i=1, OIIID , OIIIR , OIIIS )

If Verify(Y, t∗, pk∗, pko, M
∗, σ∗) = 1, pk∗ ∈ {pki}|N|

i=1,
(w∗, pk∗) �∈ DIIID , and (w∗, pk∗, M∗, t∗, Rt∗) �∈ DIIIS return 1 else return 0

Security Model for Adversary AIV . Adversary AIV represents proxy signers,
who want to generate the proxy signature when they have been revoked. The
security model is defined using the following game:
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Setup: The challenger generates |N | + 1 public key and secret key pairs and
assigns them to the original signer and proxy signers. Then it gives the adver-
sary the system parameter Y, the public keys of original signer pko and proxy
signers {pki}|N |

i=1, secret keys of proxy signers {ski}|N |
i=1, and keeps the secret key

of original signer sko to itself.

Delegation Query (OIVD ): The adversary issues up to qD delegation queries.
To each (wi, pki), the challenger responds by running Delegation algorithm to
gain the delegated information Ii and the challenger sends Ii to the adversary.
These queries may be asked adaptively.

Revocation Query (OIVR): The adversary issues up to qR revocation queries
(ti,Rti

).To eachquery, the challenger responds by executingRevocation algorithm
to get the revocation list RLti

for revocation epoch ti. Then the challenger sends
RLti

to the adversary. These queries may be asked adaptively. A database DIVR
records all the queries. Notice that we assume there is only one Rti

for each ti.

Signing Query (OIVS ): The adversary sends up to qS signing queries to the
challenger. For each (wi, pki,Mi, ti,Rti

) where pki �∈ Rti
, the challenger gains

the delegated information Ii by running Delegation algorithm, runs the Revoca-
tion algorithm to get the revocation list RLti

, and executes the Sign algorithm
to acquire the proxy signature σi. These queries may be asked adaptively. A
database DIVS records all the signing queries.

Output: Finally, the adversary outputs (w∗, pk∗,M∗, t∗,Rt∗ , σ∗). The adversary
wins if pk∗ ∈ Rt∗ , (w∗, pk∗,M∗, t∗,Rt∗) has not been queried to Sign oracle, and
(Y, t∗, pk∗, pko,M

∗, σ∗) can pass the verification.

Definition 7. A proxy signature scheme is (t, qD, qR, qS , ε)-strongly existen-
tially unforgeable under an adaptive chosen message attack if no t-time adversary
AIV making at most qD delegation queries, qR revocation queries and qS signing
queries has advantage at least ε in the above game. For any PPT adversary AIV
involved in the experiment hereafter, we have Adveu−cma

AIV (λ) = Pr[Expteu−cma
AIV (λ) =

1] ∈ negl(λ).

Oracle OIVD (w, pk) Oracle OIVS (w, pk, M, t, Rt)
I ←Delegation(w, Y, pk, pko, sko) I ←Delegation(Y, w, pk, pko, sko)
Return I RLt ←Revocation(Y, sko, t, Rt)

Oracle OIVR(t, Rt) σ ←Sign(Y, RLt, sk, I, M)
RLt ←Revocation(Y, sko, t, Rt) DIVS ← DIVS ∪ (w, pk, M, t, Rt)
DIVR ← DIVR ∪ (t, Rt) Return σ
Return RLt

Experiment Expeu−cma
AIV (λ, �)

(Y, pko, sko, {pki, ski}|N|
i=1) ← Setup(1λ, 1�); DIVR , DIVS ← ∅

Ii ← AOIVD
IV (wi, pki)

RLti ← AOIVR
IV (ti, Rti)

σi ← AOIVS
IV (wi, pki, Mi, ti, Rti)

(w∗, pk∗, M∗, t∗, Rt∗ , σ∗) ← AIV(Y, pko, {pki, ski}|N|
i=1, OIVD , OIVR , OIVS )

If Verify(Y, t∗, pk∗, pko, M
∗, σ∗) = 1, pk∗ ∈ Rt∗ ,

(w∗, pk∗, M∗, t∗, Rt∗) �∈ DIVS return 1 else return 0
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4 The Proposed Scheme

In this section, inspired by the BBG HIBE scheme [2], the NNL framework for
broadcast encryption [18] and the BLS short signature [3], we will construct a
hierarchical revocation scheme. Based on this revocation scheme, we will then
build our proxy signature scheme with revocation.

4.1 Hierarchical Revocation Scheme

Our hierarchical revocation scheme consists of the following algorithms.
Setup(1λ, 1�) → (param,msk,mpk):

– Set system parameter param = (e,G,GT , g, p).
– The original signer O has (pko, sko) = (gxo , xo) and each proxy signer Pi has

(pki, ski) = (gxi , xi), where xi ∈ Z
∗
p. For each Pi, assign a warrant wi.

– Set master secret key msk = sko and master public key mpk = (pko, {hi}�
i=0),

where h0, h1, ..., h� ∈ G.
– Select a injective function H : {0, 1}≤� → Z

∗
p and a hash function H1 :

{0, 1}∗ → G.

Keygen(wi, pki,msk, id) → did:

did = (D1,D2,K2, ...,K�−|id|+1)

= (H1(id, wi, pki)sko · (h0 · h
H(id)
1 )r, gr, hr

2, ..., h
r
�−|id|+1).

Derive(mpk, id, did, id
′ = (id, I1, ..., Id)) → did′ :

did′ = (D′
1,D

′
2) = (D1 ·

d∏

i=1

K
H(Ii)
i+1 ,D2)

= (H1(id, wi, pki)sko · (h0 · h
H(id)
1 · h

H(I1)
2 · · · hH(Id)

d+1 )r, gr).

Encode(mpk, id, id′ = (id, I1, ..., Id)) → C: C = h0 · h
H(id)
1 · h

H(I1)
2 · · · hH(Id)

d+1 .

Verify(mpk,wi, pki, id, C, did′) → {0, 1}: Parse did′ = (D′
1,D

′
2), return 1 if fol-

lowing equation is true: e(g,D′
1) = e(pko,H1(id, wi, pki)) · e(C,D′

2).

4.2 Proxy Signature with Revocation

Our proxy signature with revocation scheme consists of the following algorithms.

Setup(1λ, 1�): λ ∈ N is a security parameter and N = 2� is the maximum
number of proxy signer. Generate a bilinear map (e,G,GT , p, g). Choose ran-
domly {hi}�

i=0 from G. Choose a injective functions H : {0, 1}≤� → Z
∗
p and

two hash functions Hi : {0, 1}∗ → G (i = 1, 2). The system parameter
Y = ((e,G,GT , p, g), {hi}�

i=0,H,H1,H2).



34 S. Xu et al.

Keygen(1λ,Y): original signer O and each proxy signer Pi run the key genera-
tion algorithm to generate their own public key and secret key pair. O generates
(pko, sko) = (xo, g

xo) and Pi generates (pki, ski) = (xi, g
xi).

Delegation(Y, wi, pki, pko, sko): O generates the delegated information Ii to Pi.

– A warrant wi is an explicit description of the delegation relation.
– O assigns to Pi an availabel leaf vi of label 〈vi〉. Let x0 = ε, x1, ..., x�−1, x� = vi

be the path from the root ε of T to vi. For j = 0 to �, O does the following.
Consider the sub-tree Txj

rooted at node xj . Let copathxj
be the co-path

from xj to vi. For each node ω ∈copathxj
, since xj is an ancestor of ω,

〈xj〉 is a prefix of 〈ω〉 and we denote by ω�1 ...ω�2 ∈ {0, 1}�2−�1+1, for some
�1 ≤ �2 ≤ �, the suffix of 〈ω〉 coming right after 〈xj〉. Choose a random r ∈ Z

∗
p

and compute

dw = (Dω,1,Dω,2,Kω,�2−�1+3, ...,Kω,�)

= (H1(xj , ωi, pki)sko · (h0 · h
H(〈xj〉)
1 · h

H(〈ω�1 〉)
2 · · · hH(〈ω�2 〉)

�2−�1+2 )r,

gr, hr
�2−�1+3, ..., h

r
�).

Pi gains the delegated information Ii = (wi, 〈vi〉, {{dω}ω∈copathxj
}�

j=0).

Revocation(Y, sko, t,Rt):

– Using the SD covering algorithm, find a cover of unrevoked user set N \Rt as
the union of disjoint subsets of the form Sk1,u1 , ..., Skm,um

, with m ≤ 2·|R|−1.
– For i = 1 to m, do the following.

1. Consider Ski,ui
as the difference between sub-trees rooted at an internal

node xki
and one of its descendants xui

. The label of xui
can be written

as 〈xui
〉 = 〈xki

〉‖ui,�i,1 ...ui,�i,2 . Then, compute an encoding of Ski,ui
as a

group element:

Ci = h0 · h
H(〈xki

〉)
1 · h

H(ui,�i,1 )

2 · · · hH(ui,�i,2 )

�i,2−�i,1+2.

2. O generates a signature Θi =Signsko
(Ci, g

t) = H2(Ci, g
t)sko .

Return the revocation list RLt which is defined to be

RLt = (t,Rt, {〈xki
〉, 〈xui

〉, (Ci, Θi)}m
i=1) .

Sign(Y, RLt, ski, Ii,M): Proxy signer only needs to generate the HIBE decryp-
tion key once in each revocation epoch.

– Using RLt, determine the set Skl,ul
, with l ∈ {1, ...,m}, that contains the

leaf vi (this subset must exist since pki �∈ Rt) and let xkl
and xul

denote the
primary and secondary roots of Skl,ul

. Since xkl
is an ancestor of xul

, we can
write 〈xul

〉 = 〈xkl
〉‖ul,�1 ...ul,�2 , for some �1 < �2 < � and with ul,κ ∈ {0, 1}

for each κ ∈ {�1, ..., �2}. The proxy signer Pi computes an HIBE decryption
key of the form

(Dl,1, Dl,2) =
(
(H1(xkl , wi, pki)

sko · (h0 · h
H(〈xkl

〉)
1 · h

H(ul,�1 )

2 · · · hH(ul,�2 )

�2−�1+2)
r, gr
)

.

Note that (Dl,1,Dl,2) can be reused in whole revocation epoch.
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– Compute σm =Signski
(M,Ω) where Ω = (wi, xkl

, xul
,Dl,1,Dl,2, Cl, Θl).

Return the proxy signature σ = (Ω, σm).

Verify(Y, t, pki, pko,M, σ): Verifier checks the proxy signature.

1. Check σm: If Verifypki
((M,Ω), σm) = 0, return 0.

2. Check Θl: If Verifypko
((Cl, g

t), Θl) = 0, return 0.
3. Check Cl: If e(g,D�1) = e(pko,H1(xkl

, wi, pki)) · e(C�,D�2), return 1. Other-
wise, return 0.

5 Security Analysis

The proposed schemes is secure against Type-II/III/IV adversaries in the ran-
dom oracle model. Please refer to the full version of the paper for the full proofs.

Theorem 1. The hierarchical revocation scheme is key robust assuming that the
CDH assumption holds in G.

Theorem 2. The proxy signature with revocation scheme is secure against
Type-II/III/IV adversaries.

6 Conclusions

In this paper, we proposed a new solution for proxy signature with revocation.
Compared with the previous approaches, our solution does not require any third
party. In addtion, the verifier does not need to access the latest revocation list
in order to verify a proxy signature. We also built a novel hierarchical revoca-
tion scheme, which is of independent interest. We proved the security of the
hierarchical revocation scheme and the proxy signature scheme with revocation
against various types of adversaries.
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ural Science Foundation of China (No. 61402184).
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