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Abstract. Outlier detection shows its increasingly high practical value in many 
application areas such as intrusion detection, fraud detection, discovery of crim-
inal activities in electronic commerce and so on. Many techniques have been 
developed for outlier detection, including distribution-based outlier detection 
algorithm, depth-based outlier detection algorithm, distance-based outlier detec-
tion algorithm, density-based outlier detection algorithm and clustering-based 
outlier detection. Spectral clustering receives much attention as a competitive 
clustering algorithms emerging in recent years. However, it is not very well 
scalable to modern large datasets. To partially circumvent this drawback, in this 
paper, we propose a new outlier detection method inspired by spectral cluster-
ing. Our algorithm combines the concept of kNN and spectral clustering tech-
niques to obtain the abnormal data as outliers by using the information of ei-
genvalues and eigenvectors statistically in the feature space. We compare the 
performance of our methods with distance-based outlier detection methods and 
density-based outlier detection methods. Experimental results show the effec-
tiveness of our algorithm for identifying outliers. 

Keywords: Outlier detection · Distance-based outlier detection · Density-based 
outlier detection · Spectral clustering · Eigenvalues 

1 Introduction 

With the rapid development of information technology, people have been able to easi-
ly access and store large amounts of information from the real world. However, how 
to find important and useful information from these massive and high-dimensional 
data has become an urgent problem. Therefore, data mining and database technologies 
come into being consequently. 

Outlier detection is an important data mining technique, which focuses on discov-
ering the small portion of data objects in a data set that, being inconsistent with the 
conventional pattern of the majority of the data set, however, may imply important 
information. Hawkins proposed a relatively widely accepted definition: “Outlier is an 
observation that deviates so much from other observations as to arouse suspicion that 
it was generated by a different mechanism.” [1] Currently, outlier detection has im-
portant applications in areas like intrusion detection [2,3], fraud detection [4], etc.. 
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In recent years, there have been a broad range of definitions for outliers and re-
searchers have developed many types of algorithms for outlier detection, mainly in-
cluding distribution-based outlier detection algorithm, depth-based outlier detection 
algorithm, distance-based outlier detection algorithm, density-based outlier detection 
algorithm and clustering-based outlier detection [5,6]. However, none of them has 
been proved to be completely applicable to every situation. Methods based on the 
statistical distribution are firstly presented using the classic statistical approaches with 
the assumption that the database corresponds to a given distributional model. Howev-
er, the model is usually not known a priori for modern sophisticated large databases. 
As a result, they have a limited number of applications. Being an improvement, 
depth-based outlier detection methods assign a depth value to each data object and 
regard the data objects in the shallow layers to be more likely to be outliers than those 
in the deep layers. Unfortunately, these methods suffer high computational complexi-
ty for more than a few dimensions. Distance-based methods, also known as adjacen-
cy-based methods, believe that data objects are outliers if they are far away from the 
majority of data points and address more globally-oriented outliers in the database [7]. 
Density-based methods usually assign each data object a measure of outlier degree as 
the classic LOF algorithm did and then regard those data objects which possess the 
largest outlier degrees as outliers [8]. In comparison to distance-based methods, these 
methods address more locally-oriented outliers. Finally, clustering-based methods 
obtain outliers as a by-product and regard the outliers as the data items that reside in 
the smallest clusters [9]. 

Recently, spectral clustering has been widely applied to pattern recognition and da-
ta mining because it can obtain global optimal solution on sample spaces of arbitrary 
shape [10,11,12]. Meanwhile, since it is only related to the number of data points, not 
the dimensionality, spectral clustering can help solve the curse of dimensionality suf-
fered by distance-based methods and density-based methods on high-dimensional data 
space. In this paper, we propose a spectral clustering based outlier mining approach, 
which, when compared with distance-based methods and density-based methods on 
some standard test datasets, manifests its effectiveness and efficiency. 

The rest of the paper is organized as follows. In section 2, we present some prelim-
inaries of spectral clustering. In section 3, the proposed spectral clustering based out-
lier mining approach is introduced. In section 4, we present the results of our experi-
ments conducted to evaluate the performance of our algorithm. Finally, the conclu-
sions are given in section 5. 

2 Preliminaries 

2.1 Spectral Clustering 

Clustering is the process to divide points in a data set into a number of categories of 
clusters so that the similarity between two points within the same cluster and the dis-
similarity between two points belonging to respectively two different clusters is as 
high as possible. Cluster analysis plays an important part in data mining. Spectral 
clustering receives much attention as a competitive clustering algorithms emerging in 



 A Spectral Clustering Based Outlier Detection Technique 17 

recent years, which is mainly applied to image segmentation. Basically, possessing 
numerous advantages, spectral clustering treats points in a dataset as the vertices of a 
weighted undirected graph and the similarity between two vertexes as the weights of 
edges in the graph, and converts the problem of clustering into an optimal partitioning 
problem of a graph. The goal is to find a graph partitioning methodology to make the 
weights of edges connecting two different sub-graphs as large as possible and the 
weights of edges within a sub-graph as small as possible. The most common graph 
division criteria proposed include Mini Cut [13], Normalized Cut [14,15] and Ratio 
Cut [16]. Mini Cut produces a good result on image segmentation but is prone to 
skew-segmentation, while Normalized Cut and Ratio Cut take both the minimum sum 
of the weights of the cutting edges and the balance of division into account. 

In this paper, we utilize the k-way Normalized Cut partitioning approach, for a giv-
en data set, which contains n points, x1, x2, …, xn, the goal of clustering is to divide 
this n points into k clusters so that the similarities between two points belonging to a 
same cluster are maximized and those between two points belonging to different clus-
ters are minimized. Treating data point xi in the dataset  as a vertex vi in a graph and 
the similarity between xi and xj, Wij,  as the weight of the edge connecting xi and xj, 
and we obtain a weighted undirected graph, G = (V, E) with V the set of all the ver-
texes and E the set of all the edges in the graph G. Suppose that the multi-way spec-
tral clustering partitions the graph G into k sub-graphs, A1, A2, …, Ak, then the target 
function of Normalized Cut (Ncut) that makes the optimal partitioning can be de-
scribed as: 
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After mathematic transformations, the solution for the above Ncut problem can be 
finally converted to a problem of finding eigenvalues (and eigenvectors) of a 
Laplacian matrix and the smallest series of eigenvalues corresponds to the optimal 
partitioning of the graph. Thus the discrete clustering problem becomes to find the 
eigenvectors on a contiguous data space. 

In the general frame of the spectral clustering, the following three Laplacian ma-
trixes are commonly used, 

 WDL   (2) 

 2
1

2
1

2
1

2
1


 WDDILDDLsys  (3) 

 WDILDLrw
11    (4) 



18 Y. Wang et al. 

where W is the similarity matrix, D is the corresponding diagonal matrix, 
Dij=∑N

j=1Wij, and I is the identify matrix. In this paper, we adopt the second form of 
Laplacian matrix, and notice that Lsys=I-D-1/2WD-1/2, hence the sum of eigenvalues of 
D-1/2WD-1/2 and the corresponding eigenvalues of Lsys are one and the corresponding 
eigenvectors are equal. Therefore, finding the eigenvectors of  D-1/2WD-1/2 which cor-
respond to the k largest eigenvalues is equivalent to finding the eigenvectors of Lsys 
which corresponds to the k smallest eigenvalues. With these ideas in mind, the general 
frame of spectral clustering works as following, 

1. Given a set of data points, x1, x2, …, xn, calculate the similarity between each two 
points according to a certain kind of similarity definition (e.g., the Gaussian kernel 
function) and construct the similarity matrix W; 

2. Compute the corresponding Laplacian matrix Lsys, and find its k eigenvectors cor-
responding to the k smallest eigenvalues and use these k eigenvectors as columns 
to construct a feature matrix in a k-dimensional space, H є Rn×k; 

3. Treat each row of feature matrix, H, as a data point in k-dimensional space and per-
form K-means clustering on these points. Each original d-dimensional data point is 
assigned the same cluster number as the k-dimensional feature vector of the corre-
sponding row in the feature matrix H. 

2.2 An Enhancement for Spectral Clustering 

From the general framework of spectral clustering given in the previous subsection, it 
can be seen a similarity definition should first be provided to establish the similarity 
matrix. The most commonly used one is the Gaussian kernel function, which has the 
following form, 
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where ||xi–xj|| denotes the Euclidean distance between two points xi and xj, and σ is 
the width parameter, controlling the radial function scope of the Gaussian kernel func-
tion. Obviously, the similarity is closer to 1 if two points are very close; otherwise, 
the similarity is closer to 0 if two points are far away from each other. 

With respect to parameterσ, in the original NJW algorithm, it was proposed to 
perform spectral clustering respectively using several pre-set values and choose the 
one that yields the best clustering results. To improve the running time performance, 
some researchers suggested to determineσ by empirical formulas. However, all these 
practices require a combination of the domain knowledge and are not applied to all 
the situations. Therefore, researchers start to focus on how to automatically determine 
this parameter according to the data set itself. Under this line, Zelnik-Manor  
and Perona proposed the “Self-Tuning” algorithm [17]. Based on “Local Scale”  
idea, the algorithm constructs a self-adaptive parameterσi = ||xi–xp|| (where xp is the  
k-th nearest neighbor of xi, usually k = 7 is used) for each data point using its own 
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neighborhood information. The similarity between two points is then replaced by the 
following form, 
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Empirical evidence shows that this latter approach can address those data set with a 
multi-scale nature where a universal σ can not do, and isolate accurately the dense 
clusters embedded in a sparse background. 

2.3 Outlier Detection 

There are three parts of the unsupervised outlier detection literature that are related to 
our study: distance-based outlier detection, density-based outlier detection and clus-
tering-based outlier detection. 

Knorr and Ng proposed distance-based outlier detection methods as a good way to 
detect outliers residing in relatively sparse regions. Beginning with this work, various 
versions of distance-based outlier definition have been developed. For an example, 
given two integers, n and k, outliers are the data items whose distance to their k-th 
nearest neighbor is among top n largest ones [18], referred to as the DB-max method 
in the following. For another example, given two integers, n and k, outliers are the 
data items whose average distance to their k nearest neighbors is among top n largest 
ones [19,20] , referred to as the DB method in the following.  

Distance-based outlier detection techniques work well for detecting global outliers 
in simply-structured data sets that contain one or more clusters with similar density. 
However, for many real world data sets which have complex structures in the sense 
that different portions of a database can exhibit very different characteristics, they 
might not be able to find all interesting outliers. To deal with this situation, Breunig et 
al. pioneered the density-based outlier detection research by assigning to each object a 
degree of being an outlier, called the Local Outlier Factor (LOF), for judging the 
outlyingness of every object in the data set based on ratios between the local density 
around an object and the local density around its neighboring objects [8]. The LOF 
method works by first calculating the LOF for each object in the data set. Next, all the 
objects are ranked according to their LOF values. Finally, objects with top-n largest 
LOF values are marked as outliers. 

A problem associated with distance-based as well as density based outlier detection 
algorithms is their strong sensitiveness to the setting of some parameters. The situa-
tion could be worse for the detection of outliers in high-dimensional feature space 
since data points cannot be visualized there. This is where clustering algorithms can 
be of some help. Being a very important data mining tool, the main concern of clus-
tering algorithms is to find clusters by optimizing some criterion, such as minimizing 
the intra-cluster distance and maximizing the inter-cluster distance. As a by-product, 
data items in small groups can often be regarded as outliers (noise) that should be 
removed to make clustering more reliable.  
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3 The Proposed Spectral Clustering Based Outlier Mining 
Algorithm 

In the above section, outlier definitions and spectral clustering are presented. In view 
of the curse of dimensionality problem suffered by distance-based and density-based 
algorithms on high-dimensional data space, while spectral clustering shields this prob-
lem by computing similarity between two data objects using Euclidean distance but 
suffer high computation cost and high memory storage cost. For a given dataset with 
N number of objects, the size of the similarity matrix used by spectral clustering is 
N×N. When N is very large, the size of the similarity matrix will become too large to 
fit into the main memory. 

3.1 A Simple Idea 

It is generally believed outliers comprise a small portion of the whole dataset and 
reside in small clusters in sparse region and behave differently relative to the majority 
of the normal data. To take the dimension and the number of data objects in a data-
base both into consideration for clustering based outlier detection, we propose a pre-
process to find for each data point its k-nearest neighbors (kNN) and then perform a 
spectral clustering process on these k+1 data point. By this way, it is more easily to 
examine the abnormal behavior of a small number of data points by taking advantage 
of a small neighborhood of each data point and its kNN while keeping the tempo- and 
spatio-computational cost as low as possible. The result of this pre-processing step is 
N new small datasets consisting of each data point and its k nearest neighbors. Next, 
we perform spectral clustering on every new dataset, which results in N new sets of k-
dimensional feature data in the eigen-space. For these k-dimensional feature data in 
the eigen-space, their smallest eigenvalue is zero for all the data. Our clustering based 
outlier detection algorithm is based on the observation that the values of the second 
smallest eigenvalues associated with outliers have lowest frequency of occurrence. 
However, the opposite is not true. That is, the values of the second smallest eigenval-
ues associated with some inliers have very low frequency of occurrence as well. From 
a statistical point of view, we select those points (for example 15%~20% of the total 
number) as outlier candidates whose corresponding second smallest eigenvalues ap-
pear least frequently. From our experience, there are some inliers among the outlier 
candidates. To remove inliers, we then compute the distance of each outlier candidate 
to its k-th nearest neighbor as its outlier index to rank the outlier candidates (i.e., the 
distance-based outlier score for the DB-max method). Finally, top n ranked outlier 
candidates with the largest outlier indices will be returned as outliers in the database. 

To illustrate this observation, a synthetic 2-dimensional dataset is plotted in Fig. 1. 
It consists of 73 data points and, in our pre-process stage, produces 73 size-reduced 
mini datasets. After performing spectral clustering process on these 73 new groups of 
data, we plot the second smallest eigenvalues for each new data set in Fig. 2. From the 
plot, it can be clearly seen that six points, labeled by 68, 69, 70, 71, 72, 73, have their 
second smallest eigenvalues occurring with lowest frequency (i.e., one time, while 
other values appear more than one time) among all such eigenvalues as plotted in Fig. 
2. Then back to Fig. 1, we can see they correspond to six outstanding outliers. 
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Fig. 1. Synthetic dataset for illustration of our working idea 

 
Fig. 2. The distribution of the second smallest eigenvalues of synthetic dataset 
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3.2 Our Spectral Clustering Based Outlier Detection Algorithm 

Based on the above discussion, our spectral clustering (SC)-based outlier detection 
algorithm can be summarized in the following Table 1. 

Table 1. A Spectral Clustering Based Outlier Detection Algorithm 

Input: S: a set of N data objects; p: a loosely estimated percentage of the number of 
outliers; k: the number of nearest neighbors 

Output: m: a desired number of ranked outliers; 
Begin:  

1: Compute k nearest neighbors for each data point; generate N mini datasets 
{S1, S2, …, SN} consisting of each data point and its kNN; 

2: Perform spectral clustering on each mini dataset Si, 1≤i≤N; collect all the 
corresponding second smallest eigenvalues λi2, 1≤i≤N; 

3: Add top p data objects with the least occurring frequency of the second 
smallest eigenvalues to outlier candidates C; 

4: For each outlier candidate in C, calculate its distance to the k-th nearest 
neighbor as the outlier index; 

5: Rank all the outlier candidates in a non-increasing order according to their 
outlier index and return top m ones with the biggest outlier indices as the 
final outliers. 

End  
 
To summarize, the numerical parameters the algorithm needs from the user include 

the data set, S, the loosely estimated number of outliers (i.e., the percentage of outlier 
candidates in the original data set), p, and the number of nearest neighbors, k. 

4 Experimental Results 

In this section, experiments are conducted to evaluate the performance of our pro-
posed algorithms in comparison to those of three-state-of-the-art outlier detection 
methods, namely, the DB method, the DB-max method and the LOF method, on dif-
ferent datasets. First, we select three 2-dimensional outlier detection problems to 
show that our spectral clustering based algorithm can outperform classic outlier detec-
tion algorithms in the detection accuracy. And then we evaluate our algorithm on a 
higher dimensional real dataset with no assumptions made on the data distribution, 
which is downloaded from the UCI Machine Learning Repository [21], to check the 
technical soundness of this study. All the data sets are briefly summarized in Table 2. 

We implement all the algorithms in java and perform all the experiments on a 
computer with AMD A6-4400M Processor 2.70GHz CPU and 4.00G RAM. The op-
erating system running on this computer is Windows 7. In our evaluation, we focus on 
the outlier detection accuracy rate of these four outlier detection algorithms on differ-
ent data sets. The results show that, overall, our spectral clustering based outlier  
detection algorithm is superior over other state-of-the-art outlier detection algorithms. 
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Table 2. Descriptions of all datasets 

Data Name Data Size Dimension # of outliers 
syn_ Data1 89 2 11 
syn_ Data2 78 2 6 
lymphography 148 18 6 

4.1 Performance of Our Algorithm on Synthetic Data 

In this subset ion, we use two synthetic datasets to show that the proposed spectral 
clustering based outlier detection method can effectively identify local and global 
outliers in various scenarios. 

All two synthetic datasets, syn_Data1 and syn_Data2 are shown in Fig. 3. The first 
synthetic dataset, syn_ Data1, consists of 89 instances, including one large uniformly 
distributed cluster surrounded by eleven planted easy-identified outliers denoted by 
yellow circles. This is a global outlier detection task. The best experimental results are 
obtained with the parameter k’s being determined by error and trial to be 5, 5, 5, 14 
for DB, DB-max, LOF and our method, respectively and depicted in Fig. 4. 

 
Fig. 3. Synthetic Datasets (left) syn_Data1, (right) syn_Data2 

From the figure, it can be seen that, LOF method and our method can correctly de-
tect all the outliers (denoted by red circles) while DB and DB-max methods both miss 
one. 

syn_Data2 contains 78 instances, including five planted global outliers (A,D,E), 
two local outliers (B, C), and four clusters of different densities consisting of 36, 8, 12 
and 16 uniformly distributed instances. To demonstrate the effectiveness of our ap-
proach in finding both global and local outliers, the same set of experiments is con-
ducted and the best experimental results are obtained with the parameter k’s being 
determined by error and trial to be 5, 5, 5, 5 for DB, DB-max, LOF and our method, 
respectively and depicted in Fig. 5. For this case, DB and DB-max both miss the two 
local outliers.  
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Fig. 4. Experimental results for syn_Data1 (upper left) DB method, (upper right) DB-max, 
(lower left) LOF method, (lower right) our method 

 
Fig. 5. Experimental results for syn_Data2 (upper left) DB method, (upper right) DB-max, 
(lower left) LOF method, (lower right) our method 

LOF misses one global outlier. Our spectral clustering based outlier detection algo-
rithm identifies all six outliers correctly. 

4.2 Performance of Our Algorithm on Real Data 

As pointed out by Aggarwal and Yu, one way to test how well the outlier detection 
algorithm works is to run the method on the dataset and test the percentage of points 
which belongs to the rare classes [22]. To evaluate the effectiveness and accuracy of 
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our proposed method on real data, we compare the algorithms by their performance 
on detecting rare classes in a real dataset, namely, lymphography, which is download-
ed from UCI [21]. The lymphography dataset has 148 instances with 18 attributes and 
contains a total of 4 classes. Classes 2 and 3 have the largest number of instances (81 
and 61, respectively). The remaining two classes have totally 6 instances (2 and 4, 
respectively) and are regarded as outliers (i.e., rare classes) for they are small in size. 
To quantitatively measure the performance of an outlier detection scheme, a metric 
called recall is employed here. Assuming that a dataset D=Do∪Dn where Do denotes 
the set of all outliers and Dn denotes the set of all normal data. Given any integer 
m≥1, if Om denotes the set of outliers among objects in the top m positions returned 
by an outlier detection scheme, recall is defined as 

 
o

m
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O

recall   (7) 

We report the corresponding detecting results of four methods in terms of recall in 
Table 3 with the parameter k’s being determined by error and trial to be 5, 5, 5, 8 for 
DB, DB-max, LOF and our method, respectively, and m=6. From the experimental 
results, it can be seen that our method performs the best. 

Table 3. Experimental results for lymphography data 

Dataset DB DB-max LOF Our Method 
lymphography 0.33 0.50 0.50 0.67 

4.3 Discussion 

For an undirected, weighted graph with weight matrix, the multiplicity n of the eigen-
value 0 of the matrix equals the number of n connected components in the graph in 
the ideal case. The matrix has as many eigenvalues 0 as there are connected compo-
nents, and the corresponding eigenvectors are the indicator vectors of the connected 
components. If the graph only consists of one connected component, eigenvalue 0 has 
multiplicity 1 and the first eigenvector is the constant vector. Therefore, if each point 
and its k nearest neighbors all belong to the same cluster in the ideal situation, the 
smallest eigenvalues for all the point’s k+1 nearest neighbor set are zero and the rest 
eigenvalues are very similar if not of exactly the same values, resulting in their high 
frequency of appearance. However, in real situations where outliers may exist, the 
second smallest eigenvalues in the set of eigenvalues of the spectral clustering for 
each point’s k+1 nearest neighbor set should behave (in terms of frequency of appear-
ance) quite differently for outliers than for those of the majority of normal data points. 
To summarize, a low frequency of the second eigenvalue in the set of eigenvalues of 
the spectral clustering for each point’s k+1 nearest neighbor set is used as an indica-
tion that this point is an outlier. 

Distance-based and density-based outlier detection methods are good outlier detec-
tors. However, they are very sensitive to parameter k and a small change in k can lead 
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to changes in the scores and, correspondingly, the ranking. From Section 3, we know 
that our method is based on a low frequency of the second eigenvalue in the set of 
eigenvalues of the spectral clustering for each point’s k+1 nearest neighbor set. k is a 
very critical parameter of our proposed method. For a suitable value to be chosen for 
k, our goal is to promote eigenvalues other than the second smallest one to appear as 
frequently as possible. In other words, a desired k should be large enough for each 
point’s k+1 nearest neighbor set to include normal points so much that these normal 
points dominate the neighborhood. From the experiments, we see that, for syn_Data1 
and the real data, where outlying groups have outliers more than one data point, the 
optimal k’s for our method are much larger than those for the other three methods, 
while for syn_Data2, where there is only one data point for each outlying group, the 
optimal k’s for our method is the same as those for the other three methods. 

5 Conclusions 

In this paper, we have proposed an effective spectral clustering based outlier detection 
method that can detect both global and local outliers. Traditional spectral clustering-
based outlier detection algorithms have a quadratic running time complexity with data 
sizes and are very time- and space-consuming for modern large datasets. To partially 
circumvent this problem, we apply the spectral clustering process upon N mini-
datasets, each consisting a data point and its k-nearest neighbors. To identify potential 
outliers, our algorithm first locates those data points in the eigen space whose second 
smallest eigenvalue appears least frequently as outlier candidates that deviate from the 
main patterns. Candidate outliers are then ranked based on the notion of distance-
based outlier scores that are assigned to each data point. To demonstrate the utility of 
our proposed outlier detection mechanism, we have performed a detailed comparison 
of its performance with state-of-the-art distance-based and density-based outlier de-
tection methods. Experimental results show the ability of our algorithm to rank the 
best candidates for being an outlier with high recall. Our study also manifests that, in 
reality, it is usually difficult to detect all the outliers that fit user’s intuitions. Thus, it 
is more meaningful to incorporate our proposed outlier detection method as a compo-
nent into current outlier detection framework. Finally, the size of the nearest neigh-
borhood parameter, k, is very critical to the behavior of the proposed method. Though 
a qualitative analysis for how to choose it is given in the above, a more quantitative 
determination for it should be the focus of our continuing effort in the future. 
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