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Abstract. Identifying frequently occurring items is a basic building
block in many data stream applications. A great deal of work for effi-
ciently identifying frequent items has been studied on the landmark
and sliding window models. In this work, we revisit this problem on
a new streaming model based on time decay, where the importance of
every arrival item is decreased over the time. To address the importance
changes over the time, we propose a new heap structure, named Quasi-
heap, which maintains the item order using a lazy update mechanism.
Two approximation algorithms, Space Saving with Quasi-heap (SSQ)
and Filtered Space Saving with Quasi-heap (FSSQ), are proposed to find
the frequently occurring items based on the Quasi-heap structure. Exten-
sive experiments demonstrate the superiority of proposed algorithms in
terms of both efficiency (i.e., response time) and effectiveness (i.e., accu-
racy).

1 Introduction

A data stream is a massive unbounded sequence of items continuously received
at a rapid rate and it appears in a variety of applications, such as network moni-
toring, financial monitoring, web logging, etc. Substantial analytical studies have
been devoted to the data streams, such as clustering [6], classification [17], and
mining frequent patterns [3]. Finding frequent items [8,11,14,16, 18] has received
considerable attentions in the data stream analytical tasks. This problem has
been served as an important building block for different data stream mining
problems, such as mining frequent itemsets [3] and computing the entropy of a
data stream [2].

In typical data stream scenarios, the item arrival rate is very high so that not
every received item can be kept in the main memory. Thereby, the solutions nor-
mally scan every arrival item once (i.e., sequential access) and drop unpromising
items (e.g., less frequently occurring items) when the main memory becomes
full. Complying with these constraints, the prior studies mostly focus on how to
answer the data stream problem approximately with an error bound.
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Early solutions [8,10,11,14,16] of this problem are developed based on two
traditional streaming models, the landmark (i.e., the frequent items can be any
item in the entire stream) and the sliding window (i.e., the frequent items can
only be the items of the current window). While the landmark model preserves
better data completeness, it ignores the importance of newly arrival items. On
the other hand, the sliding window model partially addresses the item freshness
but the items not occurring in the current window are completely ignored.

To address these, finding the frequent items in time decayed data streams has
received substantial attention over the past decade [4,5,9,12,15,19]. Under the
time decay model, the weight of a received item is decreased over the time and
the frequent items are then computed based on the time decayed weights. This
model preserves better completeness (i.e., every item is considered) and item
freshness (i.e., the recent items are more important) than the prior streaming
models.

In the landmark and the sliding window models, the count of an item always
increases by one when the item comes from the stream. Hence, given an ordered
list of the frequent items (maintained by a linked list or a heap structure), we
can easily maintain the order consistency by swapping the affected item with its
neighbor items. Under the time decay model, the weight of every item is updated
over the time subject to the decay function. The order maintenance may become
costly since the updated item may swap with multiple items in the ordered list.

To address this challenge, we propose a new heap structure, named Quasi-
heap, which maintains the order of the items in a heap by a lazy manner. Based
on the Quasi-heap, two approximation algorithms are studied to solve the fre-
quent item problem on time decayed data streams. We briefly list our main
contributions as follows.

— We propose a new heap structure, named Quasi-heap, to maintain the frequent
items based on their time decayed counts.

— We invent two approximation algorithms, Space Saving with Quasi-heap
(based on Space Saving [16]) and Filtered Space Saving with Quasi-heap
(based on Filtered Space Saving [10]). Our improved algorithms answer the
frequent item problem with reasonable memory overhead and a guaranteed
error bound.

— Extensive experiments are conducted to demonstrate the superiority of our
algorithms in terms of the running time and the estimation accuracy.

The remainder of this paper is organized as follows. A survey of related
work is presented in Sect.2. Section3 formulates the frequent item problem
in time decayed streams. Section4 discusses and analyzes the proposed Quasi-
heap. Sections 5 and 6 depict two improved algorithms SSQ and FSSQ, respec-
tively. Section 7 evaluates the proposed algorithms, and we conclude this paper
in Sect. 8.
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2 Related Work

2.1 Landmark Model and Sliding Window Model

In the landmark and the sliding window models, there are a great deal of work
proposed to find the frequent items from a data stream. These work can be classi-
fied into two main categories [7], counter-based and sketch-based. The counter-
based algorithms are deterministic, which only monitor a subset of the items
from a data stream. These algorithms maintain a set of counters to track the
frequent items over the subset. Space Saving (SS) [16], Lossy Counting [14],
and Frequent [11] are the representative ones in this category. The sketch-based
algorithms which use a set of array counters to estimate the frequencies of the
items. Different from the counter-based algorithms, each item is projected into a
set of corresponding sketches by some hash functions. The frequency of an item
is estimated from the counters of its corresponding sketches. To minimize the
collision probability of the hash functions, we can increase the granularity of the
sketch (i.e., more counters are used). However, this will lead to huge memory
consumption. CountSketch [2], Count-Min Sketch [8], and Filtered Space Saving
(FSS) [10] are the representative algorithms in this category.

However, these work either treat the stale and the fresh data the same (i.e.,
the landmark model) or remove the stale item by a subjective window length
(i.e., the sliding window model). In real world applications, it is more desirable
if the frequent item problem not only considers every arrival item but also treats
the fresh items more important than the stale items.

2.2 Time Decay Model

Finding frequent items in a time decayed data stream has received substantial
attention from the community recently [4,5,9,12,15,19]. Zhang et al. [19] pro-
posed two e-approximation algorithms called Frequent-Estimating (FE) and FE
with Heap (FEH). FE updates the frequent item result for an item arrival in
O(e1) time by a linked list and FEH updates the result in O(loge~!) by a heap
structure. Chen et al. [5] proposed another e-approximation algorithm, called
Frequent-item Counting (FC), which takes O(1) time to maintain the answer for
each arrival item by a hash function. Mei and Chen [15] proposed to estimate
the frequencies of items by multiple hash functions. However, their work did not
give the analysis of the memory consumption and the estimation accuracy.
Recent developments attempted to improve the estimation accuracy by either
exploiting the decay function or employing a new data structure. Lim et al. [12]
proposed a new e-approximation algorithm, TwMinSwap, which takes O(e~!)
time to process each arrival item. The basic idea is to drop the minimum item
(with the smallest counter) when the memory becomes full, where the counters
are updated over the time by multiplying the decay rate. A-HCount algorithm [4]
employs a double linked list to record the frequent items and improves the fre-
quency estimation accuracy by multiple hash functions. The items monitored
in the double linked list are arranged in the descending order of their recently
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updated time. Since the items are organized in a double linked queue structure,
the algorithm can reallocate an item entry to the end of the list in O(1) time.

All the above algorithms are based on a backward decay function where
the item importance is decreased over the time. The main challenge under the
backward decay function is that the weights of the existing items are constantly
changed. To address this, Cormode et al. [9] studied an alternative decay function
that is a monotone increasing function to the age of an item (i.e., the subtraction
of the arrival time and the origin time). In this model, the item weight is fixed
when the age of an item is decided. In other words, the weights of the existing
items become stable and the problem of finding the frequent item becomes easier.
However, the forward weight of an item will become very large (due to the age)
if the system has been running for a long time. One possible solution is to reset
the origin time periodically but it needs extra effort to recompute the frequent
items. The effectiveness of this model on the frequent item problem is unknown.

For clarity, in this work we focus on finding the frequent items based on the
backward decay function as it is widely adopted in the prior studies.

3 Definitions and Preliminaries

Table1 summarizes the notation to be used in this paper. We use a stan-
dard stream model with discrete timestamps and only one item arrives at
every timestamp. The current data stream D, =< Ii,Is,...,I, >, where
I € {al,...,aD}.

Table 1. Summary of notation

Notation | Description Notation Description

D, The data stream up to time n I The received item at time t
D The number of distinct items {a1,...,ap} | The set of distinct items

) Frequency threshold € Error tolerance parameter
m The length of the monitored list |7 Time decay rate

Ct(a;) The decayed count of a; at time ¢ | ct(a;) The estimate value of Ct(a;)

While processing a long stream, it is reasonable to treat a recent item more
important than an old item. In this work we adopt a backward time decay model
that is used to gradually decrease the effect of the obsolete items.

Definition 1 (Decayed count of an item, C,(a;) [3]). Given a time decay
rate T (0 < 7 <1), Cy(a;) is the decayed count of an item a; at time n, i.e.,
Cr(a;) = Cn_y(ai) x 7+ Wy (a;) (1)

where Ci(a;) = Wi(a;) and Wi(a;) is a function that indicates the arrival of
an item a; at the timestamp k. Specifically, if I, = a;, Wi(a;) = 1; otherwise,
Wk(ai) =0.
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Definition 2 defines the frequent item in this work subject to a frequency
threshold ¢. Specifically, an item a; is in the result set if and only if its normalized
decayed count is higher than ¢ and the normalization factor is the sum of all

items |D,| (= %, which approaches to -~ when n — o).

Definition 2 (¢-frequent item). Given a stream D,,, and a frequency thresh-
old ¢, 0 < ¢ < 1. If the decayed count Cy(a;) is higher than ¢ X |Dy| (|Dn| is
the sum of decayed counts of all items in D,, ), then a; is a ¢-frequent item.

We need huge memory to maintain the ¢-frequent items exactly in a long
running data stream, where the space complexity is Q(D) when the number of
distinct items in the stream is D [7]. Thereby, the typical solutions focus on
answering this problem approximately subject to an error bound e. Formally,
the approximation version of the problem is defined as follows.

Problem 1. (e-Approzimate Decayed Frequent items). Given a data stream D,,,
the e-approximate frequent item set contains all items where their decayed counts
are higher than (¢ — €) x |Dy]|.

4 Quasi-heap

To find the frequent items in a data stream, a group of counters is used to record
the candidate items. We assume that there are m counters available (subject to
the memory budget) and these counters are organized into a linked list or a
heap structure. To address the memory budget, the prior studies [16] replace the
smallest item by the newly arrival item when the memory becomes full.

According to Definition 1, the decayed count of an item a; is increased when
a; is received from the stream. Thereby, the position of a; in the counters should
be changed in order to keep the order correct. The complexity of each update
takes O(m) (for the linked list) and O(logm) (for the heap structure), which is
definitely too time consuming in data stream environments. Hence, we propose
a new data structure called Quasi-heap which aims at postponing their sorting
operations when the decayed count of an existing item is increased. In other
words, we allow certain order inconsistency in the Quasi-heap structure. An
example of the Quasi-heap is given in the following Example 1.

@ Swap and Replace

Fig. 1. A running example of Quasi-heap
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Ezample 1. (An example of Quasi-heap). In Fig. 1, each node consists of the
item name and its decayed count. We adopt 7 = 1 for ease of presentation.
Figure 1a shows a Quasi-heap that contains 12 items where the order is identical
to that of the ordinary heap. Upon receiving the next sequence < a, b,a,b,e, e >,
the corresponding counts of a, b, e are increased. Instead of running heapify to
maintain the heap structure, we only mark these items as delayed (e.g., these
items marked by thick lines in Fig. 1b) since they are the old items in the Quasi-
heap. While receiving a new item n, we start to run the heapify partially to those
delayed nodes starting from the root. After the heapify process, ¢ becomes the
root node as it is the smallest item in the Quasi-heap. And then, c is replaced
by n (cf. Fig. 1¢) where the estimated count of n is set to 4 (i.e., the count of ¢
+ 1) as followed the suggestion of other counter-based algorithms [16].

According to the discussion in Example 1, the main operation, delayedSort-
ing, is to execute heapify partially on the Quasi-heap so that the minimum node
can be properly identified and removed.

Algorithm 1. delayedSorting

(t—c.ut).

c.ent «—— c.ent X T
if c.delay = 0 or c is a leaf node then return;
delayedSorting (each child counter of c);
if c.cnt > sml.cnt then > sml is the smaller of the two child counters

swap ¢ and sml and sml.delay «— 1;
if c.ent = sml.cnt then

if sml.error > c.error then

swap ¢ and sml and sml.delay «— 1;

c.delay = 0;

C.erTor «— C.error X T (t=c.ut),

caut <+

Algorithm 1 describes the delayedSorting operation in detail. The information
of an item is updated in line 1. If the delayed flag of an item is not marked, in line
2, then its count must be the minimum count in its subtree according to Lemma 1
(being discussed shortly). If the delayed flag of an item is marked, the order of this
item may be inaccurate so that we need to execute the delayedSorting operation on
its each child (line 3). After the recursive calls, if the count of the root is larger than
that of its children, we swap the root with its child in lines 4-5. If the counts are
identical, we swap the root with its child only when the child has larger estimated
error than c (i.e., the estimated error is decided when the node is inserted into the
Quasi-heap, cf. line 7 of Algorithm 2 and Example 1).

Lemma 1. Let p and q be two counters in a Quasi-heap and p is an ancestor
of q. If p.delay = 0, then the decayed count of p is no larger than gq.

Proof. When the Quasi-heap is not full, the Quasi-heap is identical to an ordi-
nary heap so that p.cnt < g.cnt due to the heapify.

When the Quasi-heap becomes full, there are two cases. If p is not received
from the data stream again, then p.cnt < g.cnt is still held no matter whether ¢
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has been updated or not due to the monotonicity of the decayed count function
(cf. Eq.1). If p has been received from the data stream again, the delay flag of
p must be set to 1. The delay flag is reset to 0 only when the subtree of p is
refined by the heapify (cf. Algorithm 1) so that p.cnt < g.cnt is still held. O

Time Complexity Analysis: When the newly arrival item is in the Quasi-
heap, we only update the decayed count of this item and mark the delay flag.
Hence, processing an existing item takes O(1) time. When the newly arrival item
is not in the Quasi-heap, we replace the minimum item of the Quasi-heap by this
new item. To find the minimum item in the Quasi-heap, we execute Algorithm 1
to ensure the correctness of the order. The cost of Algorithm1 is O(m) as it
may traverse the entire tree in the worst case. However, this case is very rare
to happen in real datasets. In addition, a frequent item is likely kept in the
Quasi-heap (as their counts are high) and it is more frequently received form
the data stream than other items. The response time of processing the existing
items is dramatically reduced from O(logm) to O(1). In our experiments, the
Quasi-heap can reduce response time up to 80 % as compared with the ordinary
heap.

5 Space Saving Algorithm with Quasi-heap

We study a counter-based algorithm, SSQ (that is based on the SS algo-
rithm [16]), to find the e-approximate decayed frequent items. Algorithm 2
depicts the SSQ in detail. If the new arrival item c is already in the Quasi-heap
(lines 2-3), we update its statistics and mark the delay flag as 1. Otherwise,
we first check whether the Quasi-heap is full or not. If the Quasi-heap is not
full (lines 9-11), we simply execute heapify to maintain the consistence of the
Quasi-heap. Otherwise, we run the delayedSorting from the root of the Quasi-
heap and replace the refined root by the new item c. Similar to the SS algorithm,
the estimated count of a new item c¢ is derived from the count of the removal
item 7.

Algorithm 2. SSQ Algorithm

1: for each coming item c at timestamp ¢ do
2: if c is tracked in Quasi-heap then
c.error «— c.error X" cent «— c.entXT
if ¢ is not tracked in Quasi-heap then
if Quasi-heap is full then
delayedSorting(r) > 1 is the root of Quasi-heap
cerror «— r.ent X 7T cent — rent X 7T 41 cout — ¢
c.dealy < 1; and replace r by ¢
if Quasi-heap is not full then
create a new counter c; c.error < 0; c.cnt < 1; c.ut <+ t; c.dealy < 0

insert and maintain ¢ in the Quasi-heap

t—c.ut

+1; cut +— t; c.dealy «— 1

_ =
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We present two properties of SSQ algorithm, which are based on the prop-
erties proposed in SS [16] and FE [19] with some minor modifications.

1—7"
m(l—7)"

Lemma 2. Among all m counters, the minimum counter value pu <

Proof. The sum of estimated counts of all m items in the monitored list is equal
to the sum of decayed counts of all n items in the data stream, i.e., X;c,(a;) =
L=7" Tt is following that mu < X;c,(a;), so p < =T~ O

-
1—7 " m(l—7)"

Based on the Lemma 2, SSQ can use confined space (i.e., m = [1/€]) to find
e-approximate frequent items by securing the error ratio at most € x | D,,| [16].

Theorem 1 (No False Negative). For any item a; with the decayed count
Cn(a;) greater than u is present in the Quasi-heap.

Proof. We prove the theorem by contradiction. Assume at the current time ¢, an
item a; with decayed count Cy(a;) > p is not in the Quasi-heap. Then, a; must be
evicted sometime in the past. Suppose a; was last evicted at time unit ¢/, then its
decayed count Cy (a;) = Ci(a;)/7""", which is larger than u/7'~*" (based on the
condition Cy(a;) > p). Let py be the minimal count at ¢/, then py < p/70=t. We
can get Cy (a;) = Cyla;)/m7" > p/7=" > py. So, clearly, Cy (a;) > . This
fact means that the estimated count of the item a; was greater than the minimum
counter value when it was evicted at time unit ¢'. This contradicts the fact that the
SSQ algorithm evicts the item with the minimum counter value. O

6 Filtered Space Saving Algorithm with Quasi-Heap

In this section, we propose a sketch-based algorithm, FSS with Quasi-Heap
(FSSQ) (that is based on the FSS algorithm [10]), to find the frequent items.
The FSSQ algorithm employs two data structures, (1) the Quasi-heap and (2) a
sketch (i.e., a two-dimensional array with width w and depth d). The sketch
used in this work is similar to that of the Count-Min algorithm [7]. Each
entry of the sketch is composed of an estimated count and the time of last
update, denoted as (cnt, ut). To update the value of the sketch entries, we need
d pairwise-independent hash functions: hq,...,hq : {1,2,...., D} — {1,2,...,w}.
FSSQ improves the estimation accuracy since the count of a new item is esti-
mated by d sketch entries instead of the minimum item in the Quasi-heap (cf.
SSQ).

Algorithm 3 depicts the FSSQ, whose idea is similar to that of Algorithm 2
except the situation that a new item is not tracked in Quasi-heap and Quasi-
heap becomes full, hence we omit the similar parts. We first run delayedSorting
from the root (line 4) in order to find the minimum item. Next we update the
corresponding sketch entries by ¢ (lines 6-7), and estimate its minimum value
among d corresponding sketch entries (line 8). If the estimated minimum count
is larger than the root of Quasi-heap, then we replace the root by the new item
¢ (lines 12-13) and update the corresponding sketch entries by the evicted item
r (lines 10-11).

The properties of the FSSQ are given in Lemmas 3—5 and Theorem 2.
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Algorithm 3. FSSQ Algorithm

1: for each coming item c at timestamp ¢ do

2: if ¢ is not tracked in the Quasi-heap then

3: if Quasi-heap is full then

4: delayedSorting(r) > r is the root of Quasi-heap
5: Let s[z,y] be the counter in the sketch entry (z,y);

6: for j=1,--- ,ddo > d is the depth of the sketch
7: s[4, hj(c)].ent «— s[j, hj(c)].ent xrt=slha@lwt L1 g5 hi(e)]ut — t;
8: est — mini<;<aslj, hj(c)].cnt};

9: if est > r.cnt then

10: for j=1,--- ,ddo

11: s[4, hj(r)].cnt « r.ent x 7Y s[4, by (r)]aut ¢

12: cerror «— r.ent X 7T cent — roent X 7T 410 cout — ¢
13: c.dealy < 1; and replace r by ¢

Lemma 3. At any moment, for each item a;, the minimum count p in the
Quasi-heap is no less than the minimum entry that the hash function values of
a; associates, i.e., 1 > mini<;<daslj, hj(a;)].

Proof. In the initialization phase, all the hits are reflected in Quasi-heap, and
all the entries in sketch have value of 0. Hence, the conclusion is trivially true.
When the Quasi-heap has been full. For a new coming item, if it is being
monitored in the Quasi-heap, its counter in the Quasi-heap increases and all
the entries in the sketch remain unchanged. If a new coming item is not being
monitored in the Quasi-heap, the increment of the entry in the sketch may lead
to the situation that the minimum entries become larger than p. However, at
this case, a replacement is taken place. Hence, the conclusion is still true. a

Lemma 4. For any item in the Quasi-heap, its overestimated error is no greater
than (.

Proof. For any item a; in the Quasi-heap, its maximum overestimated error is
always assigned the minimum decayed count in the entries that a; associates,
when a replacement takes place. This value is no greater than u according to
Lemma 3, so the maximum overestimated error is no greater than . O

Lemma 5. Assume w = [e/e]| and d = [In(1/6)], in which e is the Euler’s
constant, i.e., the base of natural logarithms. For any item in the Quasi-heap,
its count error is no greater than €/(1 — 7) with probability at least 1 — §.

Proof. We omit the proof due to the space limit.
Theorem 2. For any item with C,(a;) > p is present in the Quasi-heap.

Proof. We first prove that a; is present in the Quasi-heap. If the last arrival
time of a; is t; time unit ago, then the estimated count of a; in the sketch t;
time units ago is no less than C,(a;)/7'*. Thereby, mini<;<aslj, hj(a;)]/7"* >
Ch(a;)T" > p/7'. This means that a; was inserted in the monitored counters
t; time units ago. We also need to show there is no false negative result. The
proof is identical to that of Theorem 1 if a; is present in the Quasi-heap. O
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7 Experimental Study

In this section, we empirically evaluated the efficiency and effectiveness of SSQ
and FSSQ using both real and synthetic datasets. We compared proposed solu-
tions with the state-of-the-art solutions, TwMinSwap [12] (counter-based) and
A-HCount [4] (sketch-based). All methods were implemented in C++ and com-
piled using the Microsoft Visual Studio 2012 compiler. All experiments were
conducted on a 3.20 GHz Pentium PC machine with 8 GB main memory run-
ning Windows 7 Professional Edition.

7.1 Experimental Settings

The synthetic datasets are generated based on Zipfian distributions. The Zipfian
parameter value is from 0.8 to 2 (the default value is 1.0). We also used two
real datasets widely evaluated in the data stream research [13]. The Kosarak
is an anonymized click-stream on a Hungarian online news portal’. The Retail
contains retail market basket data from an anonymous Belgian store [1]. In our
experiments, we consider every single item in sequential order. Kosarak (Retail)
is of all the items 8019015 (908576) and distinct items 41270 (16470).

We verify the efficiency with respect to Time (Each algorithm is run for 20
times and the average response time is reported), Precision (The fraction of the
items identified by the algorithm that are actually frequent), and Recall (All the
frequent items are detected due to the overly estimated count (cf. Theorem1)).

7.2 Experimental Results

To verify the scalability, we varied one parameter in each set of experiments
while setting other parameters to their default values. ¢ is from 0.0001 to 0.01
(the default value is 0.001), m is from 1000 to 4000 (the default value is 1000)
and 7 is from 0.97 to 1.00 (the default value is 0.995).

Performance Overview: In terms of the response time, SSQ yields better
performance than state-of-art solutions, due to the Quasi-heap data structure
proposed which can save the response time by up to 80 %. In terms of the pre-
cision, FSSQ performs the best among all methods due to the sketch structure
which can get a better bound on the estimation count error.

Figure 2 shows the response time and the precision by varying the cardinality
of the items. Notably, the response time of all methods increases as n becomes
larger. We find that the counter-based algorithms are faster than the sketch-
based algorithms; however, the counter-based algorithms is less accurate than
the sketch-based algorithms as discussed in Sect. 6.

It is obvious that the response time decreases when the data becomes more
skewed (cf. Fig.3(a)). The cost of processing an existing item in the Quasi-heap
is less than that of processing a new item in the Quasi-heap. The probability of
receiving an existing item becomes higher when the data is more skewed.

! Frequent Ttemset Mining Dataset Repository http://fimi.cs.helsinki.fi/data/.
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Figures 4, 5 and 6 show the experiments conducted ¢, 7, and memory, respec-
tively. Due to the space limit, each figure only reports one set of experiments as
all methods preform similarly on three datasets. For instance, SSQ is 35 % —40 %
faster than TwMinSwap on average for ¢ and 7 on all three datsets. Figure 6
shows that the precision increases when we have more space.

7.3 Effectiveness of Quasi-heap

We also performed an experiment to investigate the advantage of the Quasi-
heap (SSQ) as compared to the ordinary heap (SS). We reported the number of
comparisons performed in the heap and the response time. Figure 7(a) shows that
the performance between the Quasi-heap and the ordinary heap. For example,
when the stream size is 107 and the data skew is 3.0, the number of comparisons
in the Quasi-heap is 2k which is 118 times smaller than 236k in the ordinary
heap. From Fig. 7(b), we can find that the Quasi-heap reduces the response time
by up to 80 % since huge amount of unpromising comparisons are delayed by the
delaySorting method.
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£ o| § B o S, S % /
10 Too| & 8 il 1.0 OGSO 2 /
Sty [ O 0
=z 2 { o O f
0.00Fms 60 1] ] o ] A i
10 100 1000 1 10 100 1000 7081.01.214161820 . B .
n(x10%) n(x10%) z z
(a) Response time (b) Precision (a) Response time (b) Precision
Fig. 2. Effect of n on synthetic Fig. 3. Effect of z on synthetic
=== non-sketch —— sketch BEE FSSQ == SSQ ---- non-sketch —— sketch BEE FSSQ =53 SSQ
Q-0 SSQ 0= FSSQ — FZ2 M-Hcount EEE TwMinSwap 0= SSQ — ZZ2 M-Hcount EEEE TwMinSwap
a5 &--8 TwMinSwap 6—0 A-Hcount IS 20 -8 TwMinswap 6—O M-Hcount S
L:; . O‘O—o—o\o 5 \u"’_; | o—o—0—0—0—0—0 51005»@@ _ o
£l o000 3 £ 2 -
E1s DR S £ 1.0} O—0—0—0—0—0— 3 gol f § i
B a S, TR SR, TR SR , S a
DD 8787878787878 : =
05— 35 10 50 100 00557 098 099 1.00 600:97 0.98 0.99 1.00
B(x107%) B(x107) T ™
(a) Response time (b) Precision (a) Response time (b) Precision
Fig. 4. Effect of ¢ on synthetic Fig. 5. Effect of 7 on Kosarak
e B 2l | [ R R ] e
. 0--0 TwMinSwap O—O M-Hcount = 5 3
O P = 2 o
o 2 © 2
£ 0_0_0-——0——‘0 o a 2
3:0'5 g...---o------O“""D'""'O 1 § g =
<>»----<>-~~--<>~~---<>""'<> a 4&; 1
0037 3 2 3 070 15 20 25 30
space( x 10%) space( x 10%) z
(a) Response time (b) Precision (a) #comparisons  (b) Response time

Fig. 6. Effect of memory on retail Fig. 7. Effectiveness of Quasi-heap



28 S. Wu et al.

8 Conclusion and Future Work

In this paper, we focused on the problem of finding frequent items in data streams
with a time decay model. In order to reduce the maintenance cost of the ordinary
heap, we proposed a Quasi-heap data structure with a delayed sorting operation
and invented two algorithms based on it. We extensively evaluated our methods
on three datasets. In the future, we plan to extend the proposed methods in
a distributed environment especially for data whose volume does not fit into
memory of a stand-alone machine.
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