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Abstract. Fault tree analysis, as many other dependability evaluation
techniques, relies on given knowledge about the system architecture and
its configuration. This works sufficiently for a fixed system setup, but
becomes difficult with resilient hardware and software that is supposed to
be flexible in its runtime configuration. The resulting uncertainty about
the system structure is typically handled by creating multiple depend-
ability models for each of the potential setups.

In this paper, we discuss a formal definition of the configurable
fault tree concept. It allows to express configuration-dependent variation
points, so that multiple classical fault trees are combined into one repre-
sentation. Analysis tools and algorithms can include such configuration
properties in their cost and probability evaluation. The applicability of
the formalism is demonstrated with a complex real-world server system.

Keywords: Fault tree analysis : Reliability modeling - Structure
formulas - Configurable - Uncertainty

1 Introduction

Dependability modeling is an established tool in all engineering sciences. It helps
to evaluate new and existing systems for their reliability, availability, maintain-
ability, safety and integrity. Both research and industry have proven and estab-
lished procedures for analyzing such models. Their creation demands a correct
and detailed understanding of the (intended) system design.

For modern complex combinations of configurable hardware and software,
modeling input is available only late in the development cycle. In the special
case of resilient systems, assumptions about the logical system structure may
be even invalidated at run-time by reconfiguration activities. The problem can
be described as uncertainty of information used in the modeling attempt. Such
sub-optimal state of knowledge complicates early reliability analysis or renders it
even impossible. Uncertainty is increasingly discussed in dependability research
publications, especially in the safety analysis community. Different classes of
uncertainty can be distinguished [16], but most authors focus on structural or
parameter uncertainty, such as missing event dependencies [18] or probabilities.

On special kind of structural uncertainty is the uncertain system configura-
tion at run-time. From the known set of potential system configurations, it is
unclear which one is used in practice. This problem statement is closely related

© Springer International Publishing Switzerland 2016
I. Crnkovic and E. Troubitsyna (Eds.): SERENE 2016, LNCS 9823, pp. 13-27, 2016.
DOI: 10.1007/978-3-319-45892-2_2



14 C. Jakobs et al.

to classical phased mission systems [2] and feature variation problems known
from software engineering.

Configuration variations can be easily considered in classical dependability
analysis by creating multiple models for the same system. In practice, however,
the number of potential configurations seems to grow heavily with the increas-
ing acceptance of modularized hardware and configurable software units. This
demands increasing effort in the creation and comparison of all potential system
variations. Alternatively, the investigation and certification of products can be
restricted to very specific configurations only, which cuts down the amount of
functionality being offered.

We propose a third way to tackle this issue, by supporting configurations as
explicit uncertainty in the model itself. This creates two advantages:

— Instead of creating multiple dependability models per system configuration,
there is one model that makes the configuration aspect explicit. This simply
avoids redundancy in the modeling process.

— Analytical approaches can vary the uncertain structural aspect to determine
optimal configurations with respect to chosen criterias, such as redundancy
costs, performance impact or resulting reliability.

The idea itself is generic enough to be applied to different modeling tech-
niques. In this paper, we focus on the extension of (static) fault tree modeling
for considering configurations as uncertainty.

This article relies on initial ideas presented by Troger et al. [23]. In com-
parison, we present here a complete formal definition with some corrections that
resulted from practical experience with the technique. We focus on the structural
uncertainty aspect only and omit the fuzzy logic part from the original proposal
here.

2 Clarifying Static Fault Trees

Fault trees are an ordered, deductive and graphical top-down method for depend-
ability analysis. Starting from an undesired top event, the failure causes and their
interdependencies are examined.

A fault tree consists of logical symbols which either represent basic fault
events, structural layering (intermediate events) or interdependencies between
root causes (gates). Classical static fault trees only offer gates that work inde-
pendent of the ordering of basic event occurence. Later extensions added the
possibility for sequence-dependent error propagation logic [26].

Beside the commonly understood AND- and OR gates, there are some non-
obvious cases in classical fault tree modeling.

One is the XOR-gate that is typically only used with two input elements.
Pelletrier and Hartline [19] proposed a more general interpretation we intend to
re-use here:
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The formula for an XOR-gate sums up all variants where one input event is
occurring and all the other ones are not. This fits to the linguistic definition of
fault trees as model where “exactly one input event occurs” at a time [1].

The second interesting case is the Voting OR-gate, which expresses an error
propagation when k-out-of-n input failure events occur. Equations for this gate
type often assume equal input event probabilities [14], rely on recursion [17],
rely on algorithmic solutions [4] or calculate only approximations [12,13] for the
result. We use an adopted version of Heidtmanns work to calculate an exact
result with arbitrary input event probabilities:

P =3 0 (1) X IR 2
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As usual, if £ = 1, the Voting OR-gate can be treated as an OR-gate. For
k = n, the AND-gate formula can be used.

3 Configurable Fault Trees

Configurable fault trees target the problem of modeling architectural variation.
It is assumed that the amount of possible system configurations is fixed and that
it is only unknown which one is used. A configuration is thereby defined as set
of decisions covering each possible architectural variation in the system. Opting
for one possible configuration creates a system instance, and therefore also a
dependability model instance. A system may operate in different instances over
its complete life-time.

3.1 Variation Points

The configuration-dependent wvariation points are expressed by additional fault
tree elements (see Table 1):

A Basic Fvent Set (BES) is a model element summarizing a group of basic
events with the same properties. The cardinality is expressed through natural
numbers k£ and may be explicitly given by the node itself, or implicitly given by
a parent RVP element (see below). It can be a single number, list, or range of
numbers.

The parent node has to be a gate. The model element helps expressing an
architectural variation point, typically when it comes to a choice of spatial redun-
dancy levels. A basic event set node with a fixed & is equivalent to k basic event
nodes.



16 C. Jakobs et al.

Table 1. Additional symbols in configurable fault trees.

Intermediate Event Set (IES): Set of intermediate events having identical

@ Basic Event Set (BES): Set of basic events with identical properties. Car-
dinality is shown with a # symbol.
‘IJ subtrees. Cardinality is shown with a # symbol.

\, Feature Variation Point (FVP): 1-out-of-N choice of a subtree, depending
“~--~*  on the configuration of the system.

Redundancy Variation Point (RVP): Extended Voting OR-gate with a
configuration-dependent number of redundant units.

\'\ | Inclusion Variation Point (IVP): Event or event set that is only part of
the model in some configurations, expressed through dashed lines.

An Intermediate Fvent Set (IES) is a model element summarizing a group of
intermediate events with the same subtree. When creating instances of the con-
figurable fault tree, the subtree of the intermediate event set is copied, meaning
that the replicas of basic events stand for themselves. A typical example would
be a complex subsystem being added multiple times, such as a failover cluster
node, that has a failure model on its own. An intermediate event set node with
a fixed k is equivalent to x transfer-in nodes.

A Feature Variation Point (FVP) is an expression of architectural variations
as choice of a subtree. Each child represents a potential choice in the system
configuration, meaning that out of the system parts exactly one is used.

An interesting aspect are event sets as FVP child. Given the folding semantic,
one could argue that this violates the intended 1-out-of-N configuration choice
of the gate, since an instance may have multiple basic events being added as one
child [23]. This argument doesn’t hold when considering the resolution time of
parent links. The creation of an instance can be seen as recursive replacement
activity, were a chosen FVP child becomes the child of a higher-level classical
fault tree gate. Since the BES itself is the child node, the whole set of ‘unfolded’
basic events become child nodes of the classical gate. Given that argument, it is
valid to allow event sets as FVP child.

A Redundancy Variation Point (RVP) is a model element stating an unknown
level of spatial redundancy. As extended Voting OR-gate, it has the number of
elements as variable N and a formula that describes the derivation of k from a
given N (e.g. K = N — 2). All child nodes have to be event sets with unspecified
cardinality, since this value is inherited from the configuration choice in the parent
RVP element. N can be a single number, list or range of numbers. A RVP with a
fixed N is equivalent to a Voting OR-~gate. If a transfer-in element is used as child
node, the included fault tree is inserted as intermediate event set.
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An Inclusion Variation Point (IVP) is an event or event set that, depending
on the configuration, may or may not be part of the model. In contrast to house
events, the failure probability is known and only the occurrence in the instance
is in doubt. An IVP is slightly different to the usage of an FVP, since the former
allows configurations where none of the childs is a part of the failure model. In this
case, the parent gate is (probably recursively) vanished from the model instance.

Classical Voting OR-gates with an IVP child can no longer state an explicit
N, since this is defined from the particular configuration. This is the only mod-
ification of classical fault tree semantics reasoned by our extension.

3.2 Mathematical Representation

A configuration can be understood as a set of mappings from a variation point node
to some specific choice. Depending on the node type, an inclusion variation point
can be enabled or disabled, one child has to be selected at a feature variation point,
or N and therefore also k is specified for a redundancy variation point.

Event sets, whether BES or IES, are a folded group that translate to single
events in one instance. Since there is no difference between an event and an event
set with cardinality of one, it is enough to discuss the formal representation of
the latter only. The cardinality of event sets is represented through # in the
model, while in the mathematical description & is used.

The formal representation of classical AND and OR gates needs to include
the cardinality x of a potential BES or IES child:

P(t) =[] Pi#)";ri €N (3)
i=1
Pit)y=1-]]0 - P(@®)]*r €N (4)
i=1
For classical XOR gates, we rely on Eq. 1 as starting point. In addition, the
k value of child nodes also has to be considered:

n

o o fro B0

for kg, ki € N; Pi(t) #1

The summation term goes over each gate (i = 1 to n) and declares a sum-
mation part for the output = true case in the truth table for this gate. As the
child can be a BES with a cardinality greater than one, there would be one
summation part for each cardinality, which can be rewritten as k; times the
output = true line in the truth table. Also the product part of the formula needs
to be exponentiated. All other combinations are eliminated from the calculation.

To make the equation valid for general use in algorithms, the event proba-
bility processed at the very moment has to be divided once from the product
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part of the formula. This makes it unnecessary to clarify which event given what
cardinality is processed at the moment. Such an approach is only valid as long as
the component probability is smaller than one, which seems to be a reasonable
assumption in dependability modeling.

The Voting OR-gate has to be analyzed by calculating all possible failure
combinations. With Eq. 2 in mind, a reduced calculation is possible. When using
BES nodes as child, the different instances according to the cardinality have to
be considered. This is done by defining first a set of sub-sets N, which represents
the combinations of the event indexes and the cardinality indexes. Given that,
we redefine the specification of IV; to be the set of all combinations of sub-sets
of N,:

P =30+ (7)Ao (©

i=k IEN; icl

For special cases k =1 or k = N, the according equations for OR and AND
gates can be used respectively.

The FVP represents a variable point in the calculation that is defined by one
sub-equation and the k value for a given instance. This allows to represent the
FVP with a single indexed variable.

The RVP expresses uncertainty about the needed level of redundancy. It is an
extended form of the Voting OR-gate. The structural uncertainty is represented
by the possibilities for the IV value that influence the k-formula. A new variable
is therefore defined which gets the different results as a value, so that the impact
of the redundancy variation is kept till the end of the analysis. An RVP with a
single value for N is a Voting OR-gate.

The IVP states an uncertainty about whether the events or underlying sub-
trees will be part of the system or not. It is formally represented by a variable
that can either stand for the event probability or the neutral probability in case
the IVP acts as non-included.

4 Use Case Example

The use case example is a typical high-performance server system available in
multiple configurations!. The main tree is shown in Fig.1. Two subtrees are
included by the means of standard transfer-in gates. We only show a qualitative
fault tree here, but the formula representations can be used to derive quantitative
results, too.

It should be noted that intermediate events only serve as high-level descrip-
tion of some event combination, although they map to higher-order configura-
tions in the example case.

The server has a hot swap power supply, so the machine fails if both power
supplies are failing at the same time. The cardinality is defined by the BES node
itself, so:

! https://www.thomas-krenn.com/en/wiki/2U_Intel_Dual- CPU_RI2212+ Server.
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hotswap = pwr?

19

(7)

For the CPU variation point, a variable is defined based on the current con-

figuration choice, expressed by the function ch():

CPU2623, Kepu = 2, if Ch(Tcpu) =

Tepu = CPU2603, Kepu = 2, if Ch(Tcpu) =2

(®)

The server can be optionally equipped with additional LAN cards, which is

described in a similar way.
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Fig. 2. Subtree for server RAM configurations
As for the CPU, the RAM can be configured in many different ways (see

Fig.2). The failure events for single modules are expressed as event sets with a
direct list of cardinalities. This is reflected in the related equation system:

o m4gb, Hm4gb = 2; lf Ch(Tm4gb) =1

Tmdgb = . (9)
mAdgb, Kmags = 4; if ch(Tmagy) =1

msdghb =1 — (1 — mdgb)~mis® (10)

e m8gb, Kmsgp = 2; if ch(Tmggy) =1 (1)
TEEE T m8gh, kimsgy = 24; if ch(Tmggy) = 1

1 — (1 — m8gb)rimssr;

Tmssgb = { if ch(Tmsggy) = 1 (12)
1 — (1 — m8gbp)?;if ch(Timssgn) = 2

ms8gb = Timsagh (13)
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msdgb;if ch(Tranm)

=1
ms8gb; if ch(tranr) = 2

TRAM = (14)

ms16gb;if ch(tran) =3
ms32gb; if Ch(TRAM) =4

The RAID subtree (see Fig.3) in combination with the hard disc subtree
(ommitted due to space restrictions) expresses configuration modes of the RAID
controller, were each of them relies on some predefined variation for the number
of discs.

The determination of 745, works similarly to the approach shown with 7.,
(see Eq.8). The more interesting aspect is the representation of the different
RAID configurations.
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Failure
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Fig. 3. Sub tree for server RAID configurations.



22 C. Jakobs et al.

RAID 0 and RAID 1 are special cases. In the RAID 0 case, the variation
point can be interpreted as OR-gate. For RAID 1, the variation point can be
interpreted as AND-gate:

[1 - (]- - Tdisc)2}; if Ch(NTaidO) =2
[1 - (1 - Tdisc)s]; if Ch(NraidO) =3

raid) = < (15)
[1 — (1 — Tdisc)m]; if Ch(NTa’idO) =12

(Tdisc)2 ) if Ch(Nraidl)

(Tdisc)3; if Ch(Nraidl)
raidl = ¢ (16)

=2
=3

(Tdisc)12§ if Ch(Nraidl) =12

RAID 5 and RAID 6 are based on striping and parity bits and fail if two
respectively three disks fail. Since both RAID types lead to the same mathemat-
ical representation, we show only one here:

= Tdiscl,1Tdisc1,2 T Tdiscl,1Tdiscl,3+
Tdiscl,2Tdisc1,3 — 2 * (Tdisc1,1Tdise1,2
Tdiscl,3); if Ch(NraidE}) =3

= Tdisc1,1Tdiscl,2T

Tdiscl,1Tdisc1,3 t Tdiscl,1Tdiscl,4+

raidd = < Tdiscl,2Tdisc1,3 + Tdisc1,2Tdiscl 4T (17)
Tdisel,3Tdisc1,4 — 2+ (Tdise1,1Tdisel,2

Tdiscl,3 t Tdisc1,1Tdisc1,2Tdiscl,4+

Tdiscl,1Tdisc1,3Tdiscl,4 + Tdisc1,2

Tdiscl,3Tdisc1,4) + 3(Tdisc1,1Tdisc1,2

Tdiscl,3Tdisc1,4); if Ch(Nypaigs) =4

RAID 10, 50 and 60 are based on two levels. The lower one is an RAID 1, 5
or 6 and the upper one is RAID 0. We show the RAID 10 case as example, the
others are comparable:
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subraidl = 73;,, (18)

1 — (1 — subraidl)?];

if ch(Nyaidio0) = 2

raid10 = { [ — (1 — subraidl)?]; (19)
(

if ch razle) 3

The FVP node expresses the single choice for one of the RAID configurations:

raid0; if ch(modraid) =1

raidl;if ch(modraid) = 2
Tmodraid = § . (20)

raid60; if ch(modraid) =7

The Cache Vault Module can be added to the server to get a battery-backed
write cache in the RAID controller. It is represented as IVP. Similar to the voter
in a triple modular redundancy setup, it can act both as source of reliability and
additional root cause for a system failure. Since the parent node is an OR-gate,
the value may become 0, since this is the neutral element for OR-parents:

cache; if ch(cache) = 1 (true)
cache — . (21)
0; if ch(cache) = 0 (false)
The complete RAID system then ends up being expressible like this:
=1-[(1-RAID ontroller )’
TRAID [( Controller) (22)

(]- - Tmodraid) ‘ (1 - Tcache)]

At last, the server itself can be evaluated through the OR-gate equation.
Combining all sub parts, the overall server structure formula representing the
configurable fault tree looks like this:

Server Failure =1 — [(1 — hotswap) - (1 — mainboard)-
(1 - Tcpu) . (1 - TRA]\/I) : (1 - Tlanl)' (23)
(1 = Tian2) - (1 = Tiana) - (1 — TrRAID)]

The stated set of expressions represents 4.259.520 possible server configura-
tions, which would otherwise needed to be modeled in single fault trees. Based
on the given expression, it would now be interesting to determine configuration-
dependent and independent cut sets. Furthermore, each configuration may be
related to some costs, f.e. based on the components being involved. The following
section discussed some options for such analysis tasks.
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5 Analyzing Configurable Fault Trees

Configurable fault trees can obviously be analyzed by enumerating all possible
configurations, creating the structure formula for each of them and treating the
resulting set as equation system [23]. By iterating over the complete configuration
space, best and worst cases can be identified in terms of their variation point
settings. Especially if configuration parameters depend on each other, this kind
of analysis can be helpful to deduct system design decisions.

Similarly, it is possible to do an exhaustive analysis of cut sets for each
of the configurations. This allows to identify configuration-dependent and
configuration-independent cuts sets for the given fault tree model as a whole.

An easy addition to the presented concept is a cost function. It may express
component or manufacturing costs, energy needed for operating the additional
component, repair costs if the component fails, or — in case of the top event —
the cost introduced by the occurrence of a failure.

The opposite approach is also possible. Each failure model element can be
extended with a performance factor, which should be maximized for the whole
system. Adding some system part in a configuration may then decrease the failure
probability and decrease the performance at the same time. This again allows
automated trade-off investigations for the system represented by the configurable
fault tree.

A typical analysis outcome in classical fault trees are importance metrics.
They determine basic events that have the largest impact to the failure proba-
bility of the system [8,20]. Classical importance metrics assume a coherent fault
tree that is translated to a linear structure formula. In case of configurable fault
trees, there are two factors that may have impact: Basic events and configura-
tion changes. One algebraic way for such analysis is the Birnbaum reliability
importance measure in its rewritten version for pivotal decomposition [5]. It can
determine the importance of a configurable element in the structure formula.

The creation of a combined importance metric for basic events and config-
uration changes raises some challenges. The reason for the non-applicability of
classical importance measures here is the discontinuity in an importance func-
tion in combination with possibly existing trade-offs between configuration and
basic probabilities. The impact of selecting a specific configurations may depend
on the probability of basic events. A simple example is a feature variation point
that either enables or disables the usage of a Triple Modular Redundancy (TMR)
structure. Depending on the failure probability of the voter and the replicated
modules, the configuration with TMR might decrease or increase the system
failure probability. This leads to an interesting set of new questions:

— Is there a dominating configuration that always provides the best (worst)
result for the overall space of basic event probabilities?

— If so, how can it be identified without enumerating the complete space of
configurations?

— If not, what are the numerical dependencies between configuration choices,
basic event probabilities and the resulting configuration rankings?
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— Given that, how is the importance of a particular event related to configuration
choices?

The answer to these questions as well as a general importance metric is part
of our future work on the topic.

6 Related Work

Ruijters and Stoelinga [21] created an impressive summary of fault tree modeling
approaches and their extensions, covering things such as the expression of timing
constraints or unknown basic probabilities. Although many different kinds of
uncertainty seemed to be discussed for fault trees, we found no consideration of
parametric uncertainty.

Bobbio et al. [6] addressed the problem of fault trees for big modern systems.
They propose the folding of redundant fault tree parts, but their approach can-
not handle true architecture variations. Buchacker [10] uses finite automata at the
leaves of the fault tree to model interactions of basic events. The automata can be
chosen from a predefined set or custom sub-models. This makes it possible to model
basic events affecting each other, but only in one configuration. Kaiser et al. [15]
introduced the concept of components in fault trees, by modeling each of them in a
separate tree. This supports a modular and scalable system analysis, but does not
target the problem of parametric uncertainties.

An interesting attempt for systems with dynamic behavior is given by Walter
et al. [25]. The proposed textual notation for varying parts may serve as suitable
counterpart for the graphical notation proposed here. In [9], continuous gates are
used to model relationships between elements of a fault tree. This is divergent
to our uncertainty focus, but the approach might be useful as an extension in
future work.

There are several existing approaches for considering uncertainty in impor-
tance measures, which “reflect to what degree uncertainty about risk and reliabil-
ity parameters at the component level influences uncertainty about parameters
at the system level” [11].

Walley [24] gives an overview over different uncertainty measures which can
be used in expert systems. The presented metrics are based on Bayesian proba-
bilities, coherent lower previsions, belief functions and possibility measures. Bor-
gonovo [7] examined different uncertainty importance measures based on Input-
Output correlation or Output variance. Suresh et al. [22] proposed to modify
importance measures for the use with fuzzy numbers. Baraldi et al. [3] proposed
a component ranking by Birnbaum importance in systems with uncertainty in
the failure event probabilities. All these approaches do examine the value of the
output uncertainty which respect to the uncertain input values, which relates to
parameter, but not parametric uncertainty as in our case.

7 Conclusion and Future Work

We presented an approach for expressing different system configurations directly
as part of a fault tree model. The resulting configurable fault tree allows the
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derivation of failure model instances, where each of them describes the depend-
ability of a particular system configuration. Based on clarified semantics for
XOR and Voting OR-gates, we have shown how configurable fault trees can be
represented both graphically and mathematically.

We offer a web-based tool? for evaluating the modeling concept. The under-
lying open source project® is available for public use and further development.

The most relevant next step is the formal definition of analytical metrics that
comply with the configuration idea. Unfortunately, dependencies in the config-
uration space can not yet be expressed explicitly. This flaw already appeared in
the presented use case, where certain CPU models are only usable with certain
RAM constellations. We can imagine to express such dependencies by abusing
house events as ‘switches’, but it doesn’t seem to be appropriate. Instead, we
intend to extend the modeling approach in the future for supporting an explicit
expression of the relations, either at modeling or analysis time.
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