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Abstract. In this paper, we proposed two region partition multicast
routing algorithms for the 3D mesh Interconnection Network to enhance
the overall system performance. The proposed two algorithms shorten
the network long path latency. Compared to the based multicast routing
algorithm, our simulations with six different synthetic workloads reveal
that our architecture acquires high system performance.
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1 Introduction

The technology trends to scale with Moore's law, a single die can incorporate sev-
eral hundreds of cores. When the number of core increases, interconnect becomes
more and more complicated in System-on-chip design. The number of core on
a single chip continues to increase to efficient utilize the process elements. Net-
works on chip were shown to be feasible and easy to scale for supporting a large
number of cores and memory rather than shared buses or point-to-point inter-
connect wires [1]. However, with the increasing cores number in the 2D plane is
not an efficient way due to its long wire interconnects [2,3]. The emerging of the
3D integrated circuit that stacks several dies to reduce the long wire delay, it
results in lower power consumption and higher performance [4,5]. The 3D inte-
grated circuit is also an attractive way for Network on chip design. The 3D NoC
architecture is widely studied in the network topology [4,5], router architecture
[6,7], and routing algorithms [8,9].

In order to run many kinds of communication applications in Multi-Processors
System-on-Chip (MPSoC), collective communications must be supported. In an
MPSoC system, the cache-coherent shared memory protocols (such as directory-
based or token-based) require one-to-many or broadcast communications to
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obtain shared data or invalidate shared data on different cache blocks [10]. It has
been proved that only percent 2-5 multicast traffic in the total network traffic will
have a serious impact on system performance [10]. If multicast communication is
supported in NoC can advance system performance significantly. Several recent
research and industry products trend to support multicasting in hardware imple-
mentation.

There are three multicast mechanisms that can be classified as unicast-based,
tree-based and path-based. In unicast-based multicast scheme [11], the multicast
packet is partitioned into multiple unicast packets at the source node and trans-
mits to the destinations separately. The advantage of this multicast scheme is
which can be executed on the unicast routers, and the unicast routers did not
require make any change. However, such a scheme is very inefficiency owe to
the multiple copies of the same packet is injected into the network in turn. In
path-based multicast scheme, the multicast packet selects a path to route the
multicast packet to each destination sequentially until it arrives to the last node.
Hence, path-based multicast routing does not block message along the path. So
in path-based method is reducing the overall path length in the multi-packet
[12] show that path-based routing is more beneficial in the wormhole switched
network, yet in networks employing tree-based, store and forward routing is
advantageous.

In this paper, we work on shorten multicast path length algorithm that is for 3D
bufferless mesh architectures to enhance the overall system performance. The rest
of paper is organized as follows. The related work is reviewed in Sect. 2. Section 3
proposes the general multicast schemes in bufferless 3D mesh architecture. In
Sect. 4, Partition methods for is proposed. In Sect. 5, the simulation and experi-
mental results are presented and analyzed, followed by the conclusion in Sect. 6.

2 Related Work

The fact is that the multicast communication is used to support several collec-
tive communication operations. There has been several multicast communication
research in 2D NoCs. Low Distance multicast (LD) [13] algorithm is a path-based
multicast communication method which optimized destination nodes order and
utilized adaptive routing for multicast packets through the network. The Virtual
Circuit Tree Multicasting (VCTM) [14] is a typical tree-based multicast rout-
ing method. This routing method first sends a setup packet to build a multicast
tree, then sends multicast packet. Similar as VCTM multicast scheme, two phase
multicast tree construct method is proposed in [15] which consume less power
than VCTM algorithm. The Recursive Partitioning Multicast (RPM) [16] which
supposes the network is divided into several partitions, the multicast packet
selects intermediate nodes to replicate, minimizes the packet replication time.
This scheme performs better than VCTM due to its more path diversities. How-
ever, it is not implemented in hardware. Feng [17] proposed bufferless multicast
routing algorithms for 2D NoC architecture.

Recently, researches have considered on evaluating the performance metric of
3D NoCs. Feero [18] showed that 3D-NoC can reduce latency and the energy per
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packet by 40 % by decreasing the number of hopes. [5] is proved that 3D-NoC
can decrease 62 % and 58 % power consumption compare to a traditional 2D-
NoC topology for a network size of N=128 and N =256 nodes, respectively.
The fact is that 3D mesh-based NoC architecture can reduction in the average
wire length and wire delay resulting in better performance and lower power
consumption [4].

In the open literature, there has been no work addressing bufferless mul-
ticasting for 3D NoCs systems. In this work, we first put forward a new idea
of balanced partitioning in 3D bufferless mesh network for unicast/multicast
traffic.

3 Preliminaries

The general path-based routing algorithm for buffer 3D mesh architecture is
based on Hamiltonian path strategy. It is constructed two directed Hamiltonian
Paths (high channel sub-network and low channel sub-network) [19]. However,
this routing algorithm does not suit to the bufferless 3D mesh architecture. The
algorithm in bufferless 3D mesh architecture is a non-deterministic path-based
multicast scheme. The multicast packet is routed to every destination along a
non-deterministic path. When a multicast packet arrives at a midway router,
the router always selects a destination with the minimum manhattan distance
to the current router from the destination address nodes. Owe to the packet
would be deflected away from the shortest path to the destination, During the
routing process the best destination nodes in the multicast will change dynami-
cally. Table 1 is shown the pseudo code of the path-based bufferless 3D multicast
routing algorithm. The algorithm first gains multicast destination node IDs in
the packet to an array dst_id_array (Steps 1-7), then sets the first element of
dst_id_array as the best candidate node ID and calculates the manhattan dis-
tance between the current node and the best candidate node (Steps 8-10). Third,
acquires the minimum manhattan distance of the best candidate node to the cur-
rent node (Steps 11-17). Finally, the optimal direction is based on the position
of the best candidate node to the current node (Step 18).

4 Partitioning Methods for 3D Mesh Architecture

In this section, we put forward two partition methods for bufferless 3D mesh
architecture. They are two block partition (TBP) and four block partition (FBP).
This partition method is first applying for bufferless architecture.

4.1 Partitioning Methods

Two block partition, the network is partitioned into up block sub-network and
down block sub-network. In up block sub-network contains all destination node
IDs in this block. In down block sub-network contain all destination node IDs
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Table 1. Path-based algorithm for bufferless 3D mesh architecture

Routing computation function for path-based bufferless 3D multicast routing algorithm
Input: Multicast destination address dst-add Coordinate of current node (e, Ye, zc)
Output: Optimal direction set (doptimal)

1: 90

: for jin 0 to N-1 loop

NS}

3 if dst_add[j] = 1 then

4: dst_id-arrayfij—j

5 e—i+1

6: endif

7: end loop

8: best_candidate_id— dst_id_array/[0]

9: (xa, ya, zda)— get_dst_coordinate(dst_id_array[0])

10: distance— get-manhattan_distance(za, ya, zd, Tc, Ye, 2c)

11: for j in 1 to i-1 loop

12: (z4,yd,z4) — get-dst_coordinate( dst_id_array[j| )

13: if distance ; get-manhattan_distance(xq, Yd, Zd, Te, Ye, zc) then
14:  distance — get_manhattan_distance(Tq, Yd, 2d; Te, Ye, Zc)

15:  best_candidate_id — dst_id_arrayfj]

16:  end if

17: end loop

18: doptimal — get_optimal_direction (best_candidate_id, xc,Yc, zc )

in it. All destination nodes are split into two disjoint groups use this method.
They are up group and down group.

Figure 1 shows an example of this partitioning policy and the portions of each
partition which depends on the source node position. If the multicast packet can
inject into the network, the multicast will deflection routing in the network.
When the coordinate (x, y, z) of the current node is equal to the destination
node coordinate (x, y, z), the multicast arrives to the current destination and
modifies the multicast destination address. In the example, it is assumed that
for 3D mesh NoC architecture, the source node is at node 25 where the destina-
tion set is D=9, 16, 17, 24, 39, 44 and for FBP multicast algorithm using our
proposed multicasting strategy, the source node and the destination set is the
same as the TBP algorithm. For the TBP multicast routing scheme is shown
in Fig. 1(a), First Node 25 is copied into two node and separate sends to dif-
ferent partitions if the source node have more than two empty ports. Node 24
and 39 are chosen at the first best candidate since it has the minimum man-
hattan distance to the source node 25. After the packet is sent to node 24
and 39, node 16 and 9 are chosen as the second best candidate. Without con-
tention, the multicast minimum latency is equal to 9 hops. The path shown
in Fig. 1(a) is not the only one path since the packet may be deflected due to
contention.

For the FBP multicast routing strategy, there is a great improvement in terms
of packet latency for the same source node and destination set. As illustrated in
Fig. 1(b), the destination set is partition into four parts. In this case, the latency
is equal to 5 hops. The reason for such a significant improvement is that multiple
region partition way is shorten the long path.
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Fig. 1. Two multicast routing where the source is at node 25

4.2 Packet Format

The router supports two packet types: unicast and multicast. The format of
multicast packet type is shown in Fig.2. The packet fields are explained as
follows:

Type field (2bits): indicate the type of the packet (10: multicast packet; O:
unicast packet; 00/11: invalid packet).

Dst_addr field: it use bit string encoding. A bit of 1in the string means the
corresponding nodes is one of destinations.

Hop_counter field (11bits): record the number of hops the packet has been
routed and used it as packet priority to avoid livelock.

Src_addr field (18 bits): denote the relative address to the source node (6 bits
for row addresses, 6 bits for column addresses and the other 6 bits for layer
addresses).

Payload field: the payload can be extended to contain more bits for different
application requirements.

In our multicast routing, When a multicast packet arrive to a destination,
the bit in the destination address corresponding to that destination node reset to
0, the message is copied and sent with its header to the next node in accordance
with our proposed routing algorithm which will be shown in the following sub-
section. The hop counter field of the packet will be added 1.
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n bits(n is the number of nodc)

0f1 e n-1

2 18 11 64

Type Src_addr | Dst addr |Hop_counter Data

Fig. 2. Multicast packets format

5 Multicast Routing Algorithm

The TBP multicast routing of packets that takes place in the 3D bufferless
NoC mesh architecture is a non-deterministic deflection routing based multicast
algorithm. The pseudo code of the two block partition function for the routing
scheme is shown in Table 2. The function judges the coordinate of current node
and destination node, then collects multicast destination node IDs into array G1
and G2.

The FBP multicast routing of packets take place in the 3D bufferless NoC
mesh architecture. The pseudo code of the algorithm for the routing scheme
is shown in Table3. The function judges the coordinate of current node and

destination node, then collects multicast destination node IDs into array G1,
G2, G3 and G4.

Table 2. The TBP algorithm for bufferless 3D mesh architecture

Algorithm: Two block partitioning (TBP)
Input: Multicast destination address dst_add Coordinate of current node (T4, Yd, zd)
Multicast current node Coordinate is (e, Ye, 2c)
Output: groupl (G1) and group2 (G2)

: begin

: for jin 0 to N-1 loop

if dst_addfj] = 1 then

if za > zeor(za = zcandxq < x.)then
G1—dst-add[i]

else

G2—dst_add[i]

end if

end if

10: end loop

11: end TBP

O~
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5.1 Deadlock and Livelock Avoidance

Deflection routing is deadlock-free, because of the packets never have to wait in a
router. However, when a packet does not acquire the optimal port, it will deflect
to another port away from destination node. Thus, livelock must be avoided
by limiting the number of deflection. In our multicast routing algorithm, the
multicast packets are prioritized based on its age that the number of hops already
routed in the network. The age-based priority mechanism guarantees the oldest
packet will first win the link arbitration and direct to its destination. Once the
oldest packet reaches its destination, another packet becomes the oldest. Thus
livelock can be avoided.

6 Performance Evaluation

We evaluate the performance of the proposed multicasting mechanism for the
3D mesh interconnection network, a cycle-accurate NoC simulator developed
in VHDL. The based multicast routing scheme is use the path-based multicast
routing algorithm. There multicast routing algorithms were analyzed for syn-
thetic traffic patterns. Nostrum [19] router is as a baseline router structure. For
the 3D mesh architecture, routers have 7 input/output ports. The arbitration
scheme for the switch allocator is age-based.

The performance of the network was evaluated using latency curves and the
packet injection rate function. The packet latency is the time duration from
when the packet is created at the source node to the packet is delivered to the
destination node. To perform the simulations, a packet generator is attached to

Table 3. The FBP algorithm for bufferless 3D mesh architecture

Algorithm: Four block partitioning (FBP)

Input: Multicast destination address dst_add Coordinate of current node (Ta, Yd, zd)
Multicast current node Coordinate is (Tc, Ye, 2c)

Output: groupl (G1), group2 (G2), group3(G3), group4(G4)

1: begin

2: for j in 0 to N-1 loop

3: if dst_addfj] = 1 then

4 if (24 > zeandyq > ye)or(za = zcandxg >= xcandyq > yc)then
5:  Gl—dst_add[i]

6:  elsif(za > zeandyq < yec)or(za = zcandrq > rcandyqs <= y.)then
7: G2—dst_addfi]

8:  elsif(za < zcandyqg >= yc)or(zq = zcandzrq < zcandyqs >= yc)then
9: G3—dst_add[i]

10:  else

11:  G4«dst_addfi]

12:  end if

18: end if

14: end loop

15: end TBP
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each router and uses a FIFO to buffer the packets which cannot be injected into
the network immediately due to the fact that there is no free output port to
route the packet. It is use A combination of unicast (80 %) and multicast (20 %)
traffic. For the unicast portion of the traffic, we use six traffic patterns: uniform
random, transpose, bit reverse, bit complement, shuffle, tornado. In uniform
random traffic, each resource node sends packet randomly to other nodes with
an equal probability. For transpose traffic, resource node coordinate is (x, v,
z)(/(x=y=2)) sends package to the destination node coordinate is (z, y, x).
If the four-bit source address is s3, s2, s1, sO the destination address for bit
reverse traffic is s0, s1, s2, s3 and for shuffle traffic is s2, sl, s0, s3. For bit
complement traffic. The four-bit source node ID {si|i € [0, 3]} sends packets to
destination {~ sili € [0,3]}. For tornado traffic, each (radix-k) digit of the
destination address Dx is a function of a digit Sx of the source address, which
is Dy =95, + (k/2-1) mod k. For multicast packet, the destination nodes are
uniformly distributed. The simulations are performed on a 4 x 4 x 4 3D mesh
architecture.

In the experiment set, the number of destination nodes has been set to 8.
The average packet latency curves for uniform random (i.e. 80 % uniform random
unicast 20 % uniform multicast), transpose, bit reverse, bit complement, shuffle,
tornado are shown in Fig.3. It can be observed for all six traffic patterns, that
FBP and TBP multicast scheme achieves less average latency than the Path-
based multicast scheme. The main reason is that the two proposed multicasting
scheme shorten the long path latency.
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Conclusion and Future Work

In this paper, we propose two region patition multicast routing strategy for
the 3D NoC mesh architecture, improving the overall NoC performance. The
proposed architecture exploits region partition to shorten long path latency to
provide high-performance hardware multicast support. Our simulations with
different traffic profiles showed that the two multicast routing algorithms can
achieve significant performance improvements over the pat-based multicast rout-
ing algorithm. In the future, our work will be extended by introducing faulty links
for proposed architecture and simulating it using a set of realistic workloads. We
will also measure power consumption and area for this architecture.
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