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Abstract. Today, Internet users are much more willing to express them-
selves on online social media channels. They commonly share their daily
activities, their thoughts or feelings, and even their intention (e.g., buy a
camera, rent an apartment, borrow a loan, etc.) about what they plan to
do on blogs, forums, and especially online social networks. Understand-
ing intents of online users, therefore, has become a crucial need for many
enterprises operating in different business areas like production, banking,
retail, e–commerce, and online advertising. In this paper, we will present
a machine learning approach to analyze users’ posts and comments on
online social media to filter posts or comments containing user plans or
intents. Fully understanding user intent in social media texts is a com-
plicated process including three major stages: user intent filtering, intent
domain identification, and intent parsing and extraction. In the scope of
this study, we will propose a solution to the first one, that is, building
a binary classification model to determine whether a post or comment
carries an intent or not. We carefully conducted an empirical evaluation
for our model on a medium–sized collection of posts in Vietnamese and
achieved promising results with an average accuracy of more than 90 %.

Keywords: Intention mining · User intent identification · Social media
text understanding · Content filtering · Text classification

1 Introduction

The past decade has seen an explosive growth of online social media services. In
this highly interactive ecosystem, users become the key players1 who incessantly
contribute and enrich the social media channels via their online activities and
behaviors. In this cyberspace, people tend to express themselves and are willing
to share their daily activities, their thoughts and feelings, and even their intents
about anything they would do. As a result, user posts and comments on online

1 Time Person of the Year (2006): You (i.e., the Internet users).
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forums and social networks can actually reflect a lot about the public opinion
and people’s intention. Analyzing those posts and comments, therefore, becomes
an effective approach for enterprises and businesses to understand what their
potential customers really care and want, helping them to have a better online
marketing plan and finally penetrate the market faster and more efficiently.

Being aware of this important trend, many previous researches focused on
the understanding of user intents behind their online activities like web search
[1,8,10,12,13,18] or computer/mobile interactions [5,6]. Most of these studies
attempted to guess or determine the user implicit intents behind their search
queries and browsing behaviors. Understanding search intent helps improving
the quality of web search significantly. Explicit intent, on the other hand, is a
directly or explicitly written statement by a user about what he or she plans
to do. According to Bratman (1987), intent or intention is a mental state that
represents a commitment to carrying out an action or actions in the future [3].
As more and more users are willing to share their intents explicitly on the web,
we have an opportunity to access to an invaluable source of knowledge about
a huge number of online users or probably potential customers. However, there
have been few previous studies really focusing on analyzing and identifying user
explicit intents from their posts or comments on forums or social networks. This
is explainable. In spite of its huge potential for application, the identification of
user explicit intents is actually a natural language understanding problem which
is inherently a hard research direction in natural language processing.

It, however, does not mean that this problem is unsolvable. In this paper,
we will present a definition of user explicit intents in the form of a quintuple
(5–tuple) and propose a three–stage process for understanding or identifying
them from user posts or comments on online forums or social networks. This
process consists of three major stages: (1) the filtering phase that will determine
which posts/comments hold an explicit intent; (2) the domain identification
phase that helps to recognize what an intent is about (e.g., finance, real estate,
tourism, automobile, etc.); and (3) the intent parsing and extraction that helps
to acquire all intent’s information. In this process, the first and the second phases
can be seen as classification problems. The last one is actually an information
extraction task that extracts the intent’s properties or constraints. As a user
intent can be about anything in any domain, it is hard to pre–define a fixed set
of domains and a fixed set of intent properties. As a result, understanding user
explicit intent in open domain is extremely challenging. We, therefore, cannot
solve the whole problem at once. The process should be broken down into sub–
problems with feasible solutions. In this work, we will propose a machine learning
approach to the first phase, that is, building a classifier to filter user posts
or comments from social media to determine which ones actually carry a user
explicit intent. All in all, our work has the following contributions:

– We propose a definition of user explicit intent (Ie
u) that consists of five

elements. The detailed explanation is given in Sect. 3.1.
– We also propose a three–stage process or roadmap for full understanding of

user explicit intents. The description and explanation are in Sect. 3.2.
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– We attempted to solve the first problem, intent filtering for user text posts
or comments, with maximum entropy classification. We also built a medium–
sized data set of text posts in Vietnamese collected from online forums and
social networks for evaluation and achieved promising results.

The remainder of the paper is organized as follows. Section 2 reviews related
work. Section 3 describes the process of user intent identification from online
social media texts. Section 4 presents our main study: building a classifier to
filter text posts or comments carrying a user intent. Experimental results and
analysis are reported in Sect. 5. Finally, conclusions are given in Sect. 6.

2 Related Work

User intent understanding can be defined in different ways for different appli-
cation domains. In this section, we will review several studies on understanding
user goals or intents that are more or less related to our work.

A major number of previous studies working on the problem of identify-
ing user goals or intents behind their web search activities. Lee et al. (2005)
proposed the use of features like user–click behavior and anchor–link distrib-
ution to identify user goals in web search. They classified user goals into two
classes: navigational and informational [12]. Ashkan et al. (2009) proposed a
method for understanding user intents underlying their search queries [1]. Their
method used ad click–through logs and query specific information to determine
whether a query carries a commercial intent. Hu et al. (2009) proposed the use
of Wikipedia concepts for identifying intent behind user’s queries [8]. Li (2010)
proposed a machine learning approach for understanding user query intent by
recognizing intent heads and intent modifiers using Markov and semi–Markov
conditional random fields (CRFs) [13]. Jethava et al. (2011) used tree structure
distribution to determine different dimensions or facets or user intents behind
their search queries [10]. Shen et al. (2011) proposed sparse hidden dynamic
conditional random fields to model user intents from their search sessions. This
method can model the dynamics between intent labels and user behavior vari-
ables [18]. The user intents behind their search queries can also be classified into
commercial and non–commercial. Hu et al. (2009) proposed the use of skip–
chain CRFs to determine a query is commercial or not [9]. Dai et al. (2006) also
proposed the use of machine learning to identify online commercial intention [7].

Some other researches model the intent behind user actions on their comput-
ers or mobile devices. Chen et al. (2002) used Naive Bayes classifier to model
user’s action intention on a computer. This simply recognize five types of action:
browse, click, query, save, and close [5]. Church and Smyth (2009) focused on
studying the information need of mobile users. They studied what mobile users
need when the context changes like at home, at work, or on–the–go [6].

Among the previous studies, the following are more relevant to our
work. Chen (2014) [4] attempted to understand the user intent behind their
questions posted on community question answering sites. They classified the
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question intent into five categories: subjectivity, locality, navigationality, proce-
durality, and causality. This helps users understand others’ questions better and
give more relevant answers. Kroll and Strohmaier (2009) [11] determined the
user intents/goals in text documents. They constructed and enriched a taxon-
omy of human intentions and a knowledge base with 135 action categories. To
parse intents in a document, they took each sentence as a query to the knowledge
base. The intent assignment was performed based on the full–text index search
(using Lucene). These studies limit the intents in a small number of categories.
The latter also used search–based method to query intent from a knowledge base
rather than an accurate intent identification.

3 User Intent Identification from Social Media Texts

3.1 User Explicit Intents

In a broad sense, intent or intention refers to an agent’s specific purpose in
performing an action or a series of actions. According to Bratman (1987) [3],
intent or intention is a mental state that represents a commitment to carrying
out an action or actions in the future. Intention involves mental activities such as
planning and forethought. Intent can be stated explicitly or implicitly, directly
or indirectly. In scope of our work, we will only focus on user explicit intents.
Figure 1 shows several text posts by users on online forums and social networks.
Some of which contain explicit intents and some do not.

In order to model and analyze user intents on online social media, we formally
define a user explicit intent as a quintuple (5–tuple) as follows:

Ie
u = 〈u, c, d, w,p〉 (1)

in which:

– u is the user identifier, e.g., user nickname or id on social media services.
– c is the current context or condition around this intent. For example, a user

may currently be pregnant, sick, or having baby. Context c also includes the
time at which the intent was expressed or posted on online.

– d is the domain of the intent. For example, the three sample intents shown in
Fig. 1 belong to housing, finance–banking, and education, respectively.

– w is a key word or phrase representing the intent. It may be the name of a
thing or an action of interest. The w values of the three intents listed in Fig. 1
can be rent–house, borrow–loan, and study–english, respectively.

– p is a list of properties or constraints associated with an intent. It consists of
a list of property–value pairs related to the intent. For example, for the first
intent in Fig. 1, p can be {location=“Phuong Mai, Bach Khoa or Ton That
Tung”, number–people=“4”, price=“3 million vnd”}.
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Fig. 1. Examples of texts with non–intent and explicit intents

3.2 Process of Analyzing and Understanding User Intents

The process of analyzing and understanding user intents includes three major
stages as shown in Fig. 2, that are:

1. User Intent Filtering: This phase helps to filter text posts on online social
media channels to determine which posts contain user intents and which do
not. Posts carrying user intents will be forwarded to the next stage below.

2. Intent Domain Identification: Given a text paragraph or a text post con-
taining a user intent, this phase will analyze and identify the domain of the
intent. As explained in the previous subsection, the domain of an intent can
be about education, real–estate, finance–banking, tourism–vacation, automo-
bile or any other area that the intent is related to.

3. Intent Parsing and Extraction: Given a text post containing an intent
and its domain, this stage will parse, analyze, and extract all the infor-
mation about the intent. In other words, this step will extract important
information from the text to fill the key word/phrase w and the list of prop-
erties/constraints p of the intent as defined in Formula 1 above.

Figure 3 shows a specific example of the user intent understanding process.
The input is a text post on social media talking about the plan of a couple to find
and book a honeymoon trip after getting married. User Intent Filtering module
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Fig. 2. Process of mining/identifying user intent from (online social media) texts

Fig. 3. Example of the user intent mining process



Learning to Filter User Explicit Intents in Social Media Texts 19

determined that this post holds an intent. In the next step, Intent Domain
Identification module determined its domain (tourism/vacation). The post and
its domain were then forwarded to the final phase, User Intent Parsing and
Extraction. At this step, the properties/constraints of the intent were parsed
and extracted:

The process of full understanding of user intents is complex and needs a com-
bination of different methods. The first phase, User Intent Filtering, is probably
the simplest among the three phases. This is a binary classification problem.
The second stage is more challenging because the number of domains is proba-
bly large. It is harder to solve this problem because we need to handle a large
output space. The third stage is the most difficult. We need to parse and extract
all relevant information in the texts. This is extremely hard because the list of
properties or constraints p of an intent can vary a lot depending on its domain.

4 Filtering User Intents in Online Social Media Texts

As stated earlier, the whole process of understanding user intents in online social
media texts is complicated and challenging. It needs a holistic solution combining
different methods. In this section, we only focus on solving User Intent Filtering.

4.1 User Intent Filtering as a Binary Classification Problem

As described above, user intent filtering takes text posts/comments as inputs
and determine which ones carry user intents. This can be seen as a binary clas-
sification problem. User intents can be diverse, they can be implicit or indirect.
However, in this study, we only consider explicit intents. All text posts/comments
with implicit intents will be classified into the class no–intent. Thus, we have
two classes: EI (explicit intent) and NI (non–intent).

Basically, we can use any classification method for building a classifier. How-
ever, we decided to use maximum entropy (MaxEnt) for several reasons. First,
MaxEnt is suitable for sparse data like natural language [2,16]. Second, MaxEnt
can encode a variety of rich and overlapping features at different levels of gran-
ularity for better classification. Also, MaxEnt is very fast in training/inference.

4.2 Building Filtering Model with Maximum Entropy Classification

The MaxEnt principle is to build a classification model based on what have
been known from data and assume nothing else about what are not known. This
means MaxEnt model is the model having the highest entropy while satisfying
constraints observed from empirical data. Berger et al. (1996) [2] showed that
MaxEnt model has the following mathematical form:

pθ(y|x) =
1

Zθ(x)
exp

n∑

i=1

λifi(x, y) (2)
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where x is the data object that needs to be classified, y is the output class label.
θ = (λ1, λ2, . . . , λn) is the vector of weights associated with the feature vector
F = (f1, f2, . . . , fn), and Zθ(x) =

∑
y∈L exp

∑
i λifi(x, y) is the normalizing fac-

tor to ensure that pθ(y|x) is a probabilistic distribution. Feature in MaxEnt is
defined as a two–argument function: f<cp, l>(x, y) ≡ [cp(x)][y = l], where [e]
returns 1 if the logical expression e is true and returns 0 otherwise. Intuitively
feature f<cp, l>(x, y) indicates correlation between a useful property, called con-
text predicate (cp), of the data object x and an output class label l ∈ L.

Training or estimating parameters for MaxEnt model is to search the opti-
mal weight vector θ∗ = (λ∗

1, λ
∗
2, . . . , λ

∗
n) that maximizes the conditional entropy

H(pθ) or maximizes the log-likelihood function L(pθ,D) with respect to a train-
ing data set D. Because the log-likelihood function is convex, the search for the
global optimum is guaranteed. Recent studies [15] have shown that quasi-Newton
methods like L–BFGS [14] are more efficient than the others. Once trained, the
MaxEnt model will be used to predict class labels for new data. Given a new
object x, the predicted label is y∗ = argmaxy∈L pθ∗(y|x).

4.3 Feature Templates for Building the Filtering Model

For building the classification model with MaxEnt, we need to define our fea-
ture templates. Table 1 shows two types of features in our model. The first is
n–gram. We used 1–grams (word tokens themselves), 2–grams (two consecutive
word tokens), and 3–grams (three consecutive word tokens). When combining
consecutive word tokens to form 2–grams and 3–grams, we did not join two
consecutive word tokens if there is a punctuation mark between them.

We also used a dictionary for look–up features. Two consecutive word tokens
were joined and looked up in the dictionary. This dictionary contains key
phrases indicating there is an intent or not. Here are some examples:

and many more.

Table 1. Feature templates to train the MaxEnt model for user intent filtering

N–grams Context predicate templates

1–grams [w−2], [w−1], [w0], [w1], [w2]

2–grams [w−2w−1], [w−1w0], [w0w1], [w1w2]

3–grams [w−2w−1w0], [w−1w0w1], [w0w1w2]

Dictionaries Text templates for matching dictionaries

2–words [w−2w−1], [w−1w0], [w0w1], [w1w2] in dictionary



Learning to Filter User Explicit Intents in Social Media Texts 21

5 Evaluation

5.1 Experimental Data

In order to evaluate the classification model, we collected a medium–sized col-
lection of Vietnamese text posts and comments on online social media channels
like Facebook and Webtretho (one of the most active forums in Vietnam). The
collection consists of 1315 text posts/comments. A group of students were asked
to label the data. They read the texts and assigned labels (either EI or NI ) to
the texts based on the agreement among them. The resulting collection contains
588 explicit–intent posts and 727 non–intent posts. The collection were then
divided randomly into four parts. We in turn took three parts for training and
the one left for test to perform 4–fold cross–validation tests. The experimental
results will be reported in the next subsection.

5.2 Experimental Results and Analysis

Table 2 shows the experimental results of the 4th fold. Human is the number of
manually annotated intents in the corresponding test set. Model is the number
of explicit–intent posts/comments classified by the model. Match is the number
of correctly classified posts/comments by the model, that is, the true positive.
The last three columns are precision, recall, and F1–score calculated based on
Human, Model, and Match values. We achieved the macro–averaged F1–measure
of 91.98 and the micro–averaged F1–measure of 92.07. This is a significantly high
result because we only have n–gram and one dictionary look–up features.

Figure 4 shows the accuracy (i.e., micro–averaged F1–score) of the four folds
and the average value over the four folds. For each fold, we report to results,
the first is the test result using n–gram features only while the second used
both n-gram and dictionary look–up features. As we can see, classification using
dictionary look–up features can give a better performance. Dictionary look–up
features can improve the accuracy for more than 1.5 % on average. With the
results of 4–fold cross–validation tests, we can see that the results are quite
stable over the four folds. This shows that the classification model can work well
on this data set.

We also calculated the average precision, recall, and F1–measure of the two
classes: non–intent and explicit–intent over the four folds. The results are shown

Table 2. Feature templates to train the MaxEnt model for user intent filtering

Class Human Model Match Precision Recall F1–score

Non–intent 181 185 170 91.89 93.92 92.90

Explicit intent 147 143 132 92.31 89.80 91.03

Averagemacro 92.10 91.86 91.98

Averagemicro 328 328 302 92.07 92.07 92.07
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Fig. 4. The accuracy of the 4–fold cross–validation tests

Fig. 5. The average precision, recall, and F1–score of non–intent and explicit–intent
over the 4 folds (with dictionary)

in Fig. 5. As we can see, the performance of explicit–intent class is a bit lower
than that of non–intent. This is in part because the number of posts/comments
carrying explicit intents is smaller (588 versus 727).

There are several hard posts/comments for classification. Some non–intent
posts/comments have all keywords or phrases that commonly appear in explicit–
intent texts. This is highly ambiguous and needs more sophisticated and high–
level features to distinguish. For example, a post like

(I intended to buy a Camry couple of years
ago but after that ...) will be ambiguous. This contains an intent in the past
and cannot be classified into explicit–intent. However, many of its keywords
and phrases (in Vietnamese) indicate that it is an intent. Another example
is that
(think thoroughly if you want to buy this milk product). This post/comment is
actually a piece of advice or a warning message, not an explicit intent. However,
it is classified into explicit–intent class. To deal with these difficult cases, we need
to integrate more high–level features to capture past tense, sentence type, etc.
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6 Conclusions

In this work, we have built a classification model based on the maximum entropy
method to classify text posts/comments on online social media to determine
which ones carry user explicit intents. This is the first stage (user intent filtering)
of a complex process that aims at fully understanding user intents. We have
achieved an average F1–score of 90.80, a promising result for further work on
this problem. We also realized that we need to add better and higher level
features to the model in order to effectively discriminate highly ambiguous text
posts/comments. This will be our focus in the future work.
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