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Abstract. In this article, we propose an analysis of polysemy and coer-
cion phenomena using a syntax-semantics interface which combines Lex-
icalized Tree Adjoining Grammar with frame semantics and Hybrid
Logic. We show that this framework allows a straightforward and explicit
description of selectional mechanisms as well as coercion processes. We
illustrate our approach by applying it to examples discussed in Gener-
ative Lexicon Theory [23,25]. This includes the modeling of dot objects
and associated coercion phenomena in our framework, as well as cases of
functional coercion triggered by transitive verbs and adjectives.
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1 Introduction

Any compositional model of the syntax-semantics interface has to cope with
polysemy and coercion phenomena. Well-known examples of inherent systematic
polysemy are the varying sortal characteristics of physical carriers of information
such as book : Books can be bought, read, understood, put away, and remembered,
and thus can refer to physical objects or abstract, informational entities, depend-
ing on the context of use. The question is then how to represent such potential
meaning shifts in the lexicon and how to integrate the respective meaning com-
ponents compositionally within the given syntagmatic environment. A different
but related phenomenon in selectional polysemy [25], where an apparent selec-
tional mismatch is resolved by coercion mechanisms that go beyond referential
shifts provided by lexical polysemy. Examples are given by expressions like Mary
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began the book and John left the party, where the aspectual verb begin selects
for an event argument (here, an activity with the book as an undergoer), and
leave selects for an argument of type location.

There is a considerable body of work on the compositional treatment of pol-
ysemy and coercion. One important strand of research in this domain is the dot
type and qualia structure approach as part of Generative Lexicon Theory devel-
oped by James Pustejovsky and his colleagues [6,22,23,25,26]. A more recent
development in this direction is Type Composition Logic [3–5,7], which intro-
duces an elaborate system of complex types and rules for them. The approach
presented in the following takes a model-oriented perspective in that it asks for
the semantic structures in terms of semantic frames that underlie the phenomena
in question. We propose a compositional framework in which syntactic operations
formulated in Lexicalized Tree Adjoining Grammar drive the semantic compo-
sition. On the semantic side, we use underspecified Hybrid Logic formulas for
specifying the associated semantic frames.

The rest of the paper is structured as follows: Sect. 2 introduces the general
model of the syntax-semantics interface adopted in this paper. Its main compo-
nents are a formal model of semantic frames, a slightly adapted version of Hybrid
Logic for describing such frames, and a version of Lexicalized Tree Adjoining
Grammar which combines elementary trees with underspecified Hybrid Logic
formulas. Section 3 shows how this framework can be fruitfully employed for a
detailed modeling of systematic polysemy and coercion phenomena. It is shown
how dot objects can be represented in frame semantics and how various cases
of argument selection and coercion can be formally described. Section 4 gives a
brief summary and lists some topics of current and future research.

2 The Formal Framework

We follow [16] in adopting a framework for the syntax-semantics interface that
pairs a Tree Adjoining Grammar (TAG) with semantic frames. More concretely,
every elementary syntactic tree is paired with a frame description formulated in
Hybrid Logic (HL) [2]. In the following, we briefly introduce this framework; see
[14,16] for more details.

2.1 Frames

Frames [8,10,18] are semantic graphs with labeled nodes and edges, as in Fig. 1,
where nodes correspond to entities (individuals, events, . . . ) and edges to (func-
tional or non-functional) relations between these entities. In Fig. 1 all relations
except part-of are meant to be functional.

Frames can be formalized as extended typed feature structures [15,21] and
specified as models of a suitable logical language. In order to enable quantifica-
tion over entities or events, [16] propose to use Hybrid Logic, an extension of
modal logic.
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Fig. 1. Frame for the meaning of the man walked to the house (adapted from [15])

2.2 Hybrid Logic and Semantic Frames

Before giving the formal definition of Hybrid Logic (HL) as used in this paper,
let us illustrate its use for frames with some examples. Consider the frame in
Fig. 1. The types in frames are propositions holding at single nodes, the formula
motion, for instance, is true at the node n0 but false at all other nodes of our
sample frame. Furthermore, we can talk about the existence of an attribute for a
node. This corresponds to stating that there exists an outgoing edge at this node
using the ♦ modality in modal logic. In frames, there may be several relations,
hence several modalities, denoted by 〈R〉 with R the name of the relation. For
example, 〈agent〉man is true at the motion node n0 in our frame because there
is an agent edge from n0 to some other node where man holds. (Note that HL
does not distinguish between functional and non-functional edge labels. That
is, functionality has to be enforced by additional constraints.) Finally, we can
have conjunction, disjunction, and negation of these formulas. E.g., motion ∧
〈manner〉walking ∧ 〈path〉〈endp〉� is also true at the motion node n0.

HL extends this with the possibility to name nodes in order to refer to them,
and with quantification over nodes. We use a set of nominals (unique node
names), and a set of node variables. n0 is such a nominal, the node assigned
to it is the motion node in our sample frame. x, y, ... are node variables. The
truth of a formula is given with respect to a specific node w in a frame, an
assignment V from nominals to nodes in the frame and an assignment g which
maps variables to nodes in the frame.

There are different ways to state existential quantifications in HL, namely
Eφ and ∃x.φ. Eφ is true at w if there exists a node w′ at which φ holds. In other

words, we move to some node w′ in the frame and there φ is true. For instance,
Ehouse is true at any node in our sample frame. As usual, we define

A

φ ≡ ¬ E(¬φ)
and φ → ψ ≡ ¬φ∨ψ. In contrast to Eφ, ∃x.φ is true at w if there is a w′ such that
φ is true at w under an assignment of x to w′. In other words, there is a node
that we name x but for the evaluation of φ, we do not move to that node. E.g.,
the formula ∃x.〈path〉〈endp〉〈part-of 〉(x∧ region)∧ E(house∧〈at-region〉x) is
true at the motion node in our sample frame.

Besides quantification, HL also allows us to use nominals or variables to
refer to nodes via the @ operator: @nφ specifies the moving to the node w
denoted by n before evaluating φ. n can be either a nominal or a variable.
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The ↓ operator allows us to assign the current node to a variable: ↓ x.φ is true
at w if φ is true at w under the assignment gxw. I.e., we call the current node x,
and, under this assignment, φ is true at that node. E.g., 〈path〉〈endp〉〈part-of 〉(↓
x.region ∧ E(house ∧ 〈at-region〉x)) is true at the motion node in our frame.

To summarize this, our HL formulas have the following syntax: Let Rel =
Func ∪ PropRel be a set of functional and non-functional relation symbols, Type
a set of type symbols, Nom a set of nominals (node names), and Nvar a set of
node variables, with Node = Nom ∪ Nvar. Formulas are defined as:

(1) Forms :: = � | p | n | ¬φ | φ1 ∧ φ2 | 〈R〉φ | Eφ | @nφ | ↓x.φ | ∃x.φ

where p ∈ Type, n ∈ Node, x ∈ Nvar, R ∈ Rel and φ, φ1, φ2 ∈ Forms. For more
details and the formal definition of satisfiability as explained above see [14,16].

2.3 LTAG and Hybrid Logic

A Lexicalized Tree Adjoining Grammar (LTAG; [1,12]) consists of a finite set of
elementary trees. Larger trees are derived via substitution (replacing a leaf with
a tree) and adjunction (replacing an internal node with a tree). An adjoining
tree has a unique foot node (marked with an asterisk), which is a non-terminal
leaf labeled with the same category as the root of the tree. When adjoining such
a tree to some node n of another tree, in the resulting tree, the subtree with
root n from the original tree is attached at the foot node of the adjoining tree.

The non-terminal nodes in LTAG are usually enriched with feature struc-
tures [27]. More concretely, each node has a top and a bottom feature structure
(except substitution nodes, which have only a top). Nodes in the same elemen-
tary tree can share features. Substitutions and adjunctions trigger unifications
in the following way: In a substitution step, the top of the root of the new tree
unifies with the top of the substitution node. In an adjunction step, the top of
the root of the adjoining tree unifies with the top of the adjunction site and the
bottom of the foot of the adjoining tree unifies with the bottom of the adjunc-
tion site. Furthermore, in the final derived tree, top and bottom must unify in
all nodes.

Our framework for the syntax-semantics interface follows previous LTAG
semantics approaches in pairing each elementary tree with a semantic repre-
sentation that consists of a set of HL formulas, which can contain holes and
which can be labeled. In other words, we apply hole semantics [9] to HL and
link these underspecified formulas to the elementary trees. Composition is then
triggered by the syntactic unifications arising from substitution and adjunction,
using interface features on the syntactic trees, very similar to [11,13,17].

As a basic example consider the derivation given in Fig. 2 where the two NP
trees are substituted into the two argument slots in the ate tree. The interface
features i on the NP nodes make sure that the contributions of the two arguments
feed into the agent and theme nodes of the frame. Furthermore, an interface
feature mins is used for providing the label of the E(eating...) formula as minimal
scope to a possible quantifier. The unifications lead to identities 1 = i, 2 = x and
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Fig. 2. Derivation of John ate pizza

4 = l1, triggered by the feature unifications on the syntactic tree. As a result,
when collecting all formulas, we obtain the underspecified representation

(2) @i(person∧〈name〉John), l1 : E(eating∧〈agent〉i∧〈theme〉x), E(↓x.pizza∧ 3 ),
3 �∗ l1

The relation �∗ links holes to labels: h�∗ l signifies that the formula labeled l is a
subformula of h or, to put it differently, is contained in h. In (2), the E(eating...)
formula, labeled l1, has to be part of the nuclear scope of the quantifier, which is
given by the hole 3 . Disambiguating such underspecified representations consists
of “plugging” the labeled formulas into the holes while respecting the given
constraints. Such a plugging amounts to finding an appropriate bijection from
holes to labels. (2) has a unique disambiguation, namely 3 → l1. This leads to
(3), which is then interpreted conjunctively.

(3) @i(person ∧ 〈name〉John), E(↓x.pizza ∧ E(eating ∧ 〈agent〉i ∧ 〈theme〉x))

3 Application to Coercion

3.1 Dot Objects in Frames Semantics

In order to capture the full complexity of concepts while modeling them, we
need a way to represent the phenomenon of inherent polysemy, that is, the phe-
nomenon that certain concepts integrate two or more different and apparently
contradictory senses. Consider for instance the following two sentences:

(4) a. The book is heavy.
b. The book is interesting.

Both sentences use book in the common way, but while in (4a) the adjective heavy
applies to a physical object, the adjective interesting in (4b) requires its object
to be an information. It thus appears that book carries two different aspects,
which are arguably incompatible. However, this contradiction reveals an under-
lying structure in which these aspects are linked to each other. This structure
appears in Pustejovsky’s work [23] under the name of dot object. Following this
approach, our frame definition of book encodes the lexical structure proposed by
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Pustejovsky by taking two nodes with types information and phys-obj respec-
tively, to represent both aspects, and defining an explicit relation between them,
which is quite similar to what Pustejovsky calls the formal component of the
concept. In the traditional definition of frames, one node should be marked as
the referential, or central one, the others being connected to it by functional
edges (see e.g. [21]). The necessity of fixing a referent for sense determination
was also proposed in [19]. We have therefore chosen to take the physical aspect
of book as the referential node; and since its two aspects are linked by the “has
information content” relation, we define a content attribute to connect the
physical object to the information it carries.1 We thus get the following formula
to express the semantics for book :

(5) book ∧ 〈content〉information

To ensure that the type book is permitted where a phys-obj is required, we assume
general constraints which, among other things, express that books are entities
of type phys-obj. Furthermore, we introduce a type info-carrier for information
carrying physical objects, and therefore build our constraints in two steps:

(6) a.

A

(book → info-carrier )
b.

A

(info-carrier → phys-obj ∧ 〈content〉information)

The purpose of the type info-carrier is to provide a stage between specific types
like book and more general ones like phys-obj, to which other concepts can be
linked. For instance, a complex word like newspaper should have a type which
implies the type info-carrier [6,20,24]. Note that we can easily deduce the fol-
lowing constraint from (6a) and (6b):

(7)

A

(book → phys-obj )

This constraint will be very useful to simplify formulas where the type book is
involved.

3.2 Coercion, Selection and Dot Objects

Let us start with the case of read, which has been described in [23]. The verb read
allows for the direct selection of the dot object book as complement, as illustrated
in (8a), but also enables coercion of its complement from type information in (8b)
as well as from type phys-obj in (8c). The distinction between all these concepts
can be explained as follows: although books and stories are informational in
1 One of the reviewers raised the question on what grounds phys-obj is preferred over
information as the primary lexical meaning facet of book and, more importantly, of
how to decide this question for related terms like novel and for dot types in gen-
eral. We regard this as an empirical issue which falls ultimately into the realm of
psycholinguistic research. As a first approximation, we tend to rely on the informa-
tion provided by monolingual dictionaries. For instance, the Longman Dictionary of
Contemporary English tells us that a book is “a set of printed pages that are held
together in a cover”.



24 W. Babonnaud et al.

nature, a story does not need a physical realisation, whereas a book does, and
although books and blackboards are physical objects, a blackboard does not
necessarily contain information. The constraints for the associated types are
defined in (9).

(8) a. John read the book.
b. John read the story.
c. John read the blackboard.

(9) a.

A

(story → information)
b.

A

(blackboard → phys-obj )
c.

A

(phys-obj ∧ information → ⊥)

The semantics for read has to encode the direct selection of a dot object as
a complement. In [23], the verb read is analysed with two distinct events linked
by a complex relation expressing the fact that the reader first sees the object
before reaching its informational content. We want to keep a similar analysis
here; we build our semantic definition of read by taking an event node of type
reading with two attributes, namely perceptual-component and mental-
component, whose values are respectively of type perception and comprehen-
sion.2 These nodes are meant to represent the decomposition of the activity
of reading into two subevents, the action of looking at a physical object (the
perception) and the action of processing the provided information (the com-
prehension). These two events are linked by a non-functional temporal relation
inspired from the one proposed by Pustejovsky: we call it ordered-overlap, and it
expresses the fact that the perception starts before the comprehension and that
these two subevents (typically) overlap. For the sake of simplicity, we encode the
central part of this semantics into the definition of reading with the following
constraint:

A

(reading → ∃x.〈perc-comp〉(perception ∧ 〈ordered-overlap 〉x)
∧ 〈ment-comp〉(comprehension ∧ x))

(10)

Moreover, the perception node has an attribute stimulus describing the role
of its object, which has to be of type phys-obj, and the comprehension node has
an attribute content which refers to the information that was read. We also
explicitly add in our semantics the requirement that the value of stimulus has
a content attribute, whose value is the same for the content attribute from
the comprehension node. Furthermore, since the argument contributed by the
object can be either the stimulus of the perception (phys-obj ) or its content,
we add a disjunction of these two possibilities. We therefore obtain the formula
represented in Fig. 3, with the associated elementary tree.3 In this formula, 1 is
2 In the following, we will abbreviate these attributes by perc-comp and ment-comp,

respectively.
3 The constraint (10) should be applied here, but for reasons of space, we do not list

all the conjuncts contributed by it.
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Fig. 3. Semantics and elementary tree for read

Fig. 4. Derivation for (8a)

intended to unify with a node variable when the direct object gets inserted (i.e.,
1 is provided as value of the feature i in the object node associated lexicalized
tree for read), and the process of rewriting and simplifying the final formula will
allow us to identify either x or y with the variable of the direct object, depending
on whether this is of type phys-obj or information.

We can now use this elementary tree-frame pair to achieve a derivation for
(8a), which is represented in Fig. 4. The HL formula coming with read is now
labeled and its label is provided as potential minimal scope for quantifiers at
the NP slots. Concerning the entry of the, we simplify here and treat is as
an existential quantifier, disregarding the presuppositions it carries. The book
formula is also labeled, and the label is made available via an interface feature p
(for “proposition”).4 Due to the two scope constraints, this proposition will be
part of the restriction of the quantifier (i.e., part of the subformula at 4 ) while
the read formula will be part of the nuclear scope, i.e., part of the subformula

4 Note that in Fig. 4, we have already applied (6).
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at 5 . Substitutions and adjunctions lead to the unifications 0 = i, 1 = z, 2 =
l0 and 3 = l1 on the interface features. As a result, we obtain the following
underspecified representation:

@i(person ∧ 〈name〉John), E(↓z. 4 ∧ 5 ),

l0 : ∃x.∃y. E(reading ∧ 〈agent〉i
∧ 〈perc-comp〉〈stimulus〉x ∧ 〈ment-comp〉〈content〉y
∧ @x(phys-obj ∧ 〈content〉(information ∧ y))
∧ (z ↔ x ∨ z ↔ y)),

l1 : book ∧ 〈content〉information,

4 �∗ l1, 5 �∗ l0

(11)

The only solution for disambiguating the representation in (11) is the mapping
4 �→ l1, 5 �→ l0, which leads to (12):

@i(person ∧ 〈name〉John),
E(↓z.book ∧ 〈content〉information
∧ ∃x.∃y. E(reading ∧ 〈agent〉i

∧ 〈perc-comp〉〈stimulus〉x ∧ 〈ment-comp〉〈content〉y
∧ @x(phys-obj ∧ 〈content〉(information ∧ y))
∧ (z ↔ x ∨ z ↔ y))),

(12)

Furthermore, due to the constraint (7) and due to the incompatibility of informa-
tion and phys-obj (9c), we can deduce that z ↔ x and ¬(z ↔ y). Consequently, we
can simplify our formulas by omitting the ∃x quantification and replacing every x
with z. Putting these things together leads to the representation (13):

@i(person ∧ 〈name〉John),
E(↓z.book ∧ 〈content〉information
∧ ∃y. E(reading ∧ 〈agent〉i ∧ 〈perc-comp〉〈stimulus〉z

∧ 〈ment-comp〉〈content〉y
∧ @z(phys-obj ∧ 〈content〉(information ∧ y)))

(13)

The frame shown in Fig. 5 is a minimal model for (13) which also takes (10) into
account, i.e., it is the smallest frame graph satisfying (13) and (10).

The semantic representations of (8b) and (8c) can be derived in a similar way,
except that for (8b), the variable z introduced by the quantifier will be equivalent
to the information variable y in the contribution of read. The interesting point
in these cases is that the final semantic formula involves a node which reflects
respectively that there is an implicit material on which the story is written
(8b) and that implicit contents are written on the blackboard (8c). The analysis
of (8a) differs from that of (8c) in that the semantics of book always brings a
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Fig. 5. Frame for (8a) John read the book

content attribute of type information, which is merged with the constraints
contributed by the semantics of read. In (8c), by contrast, the content attribute
of the blackboard is contributed solely by the verb.

It is also worth asking how to handle cases where the verb does not select
a dot object as for read, but rather a simple type. Indeed, although the dot
object book has the properties of physical objects and of information, there
are some verbs which do not allow book as a complement but select a pure
informational argument. These verbs actually provide no possibilities of coercion:
their argument has to be of the specified type to allow a direct selection. This
kind of selection is referred to as passive selection, in opposition to the active
selection which enables coercion and type accommodation [23]. To understand
this phenomenon, consider the following sentences (those in (15) are taken from
[23]):

(14) a. Mary believed the story.
b. Mary believed the book.

(15) a. Mary told the story.
b. *Mary told the book.

The verbs believe and tell both require their argument to be of type information;
however, the verb believe accepts the dot object book as its argument whereas
tell does not: the sentence (15b) seems to be incorrect. Thus the examples in
(14) illustrate a case of active selection, with a coercion of the complement in
(14b), and those in (15) show a case of passive selection.

With our semantics for read, the way to build the semantics for these two
verbs is quite straightforward. In comparison to read, we only need in each case
a single node to represent the activity, respectively of believing and of telling.
But the really interesting point is about the selection of the variable provided
by the semantics of the argument. In the case of read, we had the subformula
1 ↔ x ∨ 1 ↔ y, with 1 to be unified with the variable contributed by the
direct object, regardless of its type. For believe, we need a similar subformula
that allows for the object variable to be either of type information, or to have a
content attribute with a value of type information; cf. (16a). For tell, however,
the object variable has to be unified directly with the theme of telling, which is
of type information; cf. (16b).
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(16) a. ∃x. E(believing ∧ 〈agent〉 0 ∧ 〈theme〉(information ∧ x)
∧ ( 1 ↔ x ∨ @ 1 (〈content〉x)))

b. E(telling ∧ 〈agent〉 0 ∧ 〈theme〉(information ∧ 1 ))

In this way, active and passive selections differ in that in the case of active
selection, we have an additional subformula that handles coercion possibilities.5

3.3 Other Cases of Coercion

Coercion is not limited to dot objects: it can occur for many other concepts
with a simple type. We will discuss here a few more examples of coercion, and
present ways to handle them within our framework. We will thus show that many
different cases of coercion can be solved in similar ways. We start here with a
sentence taken from [25]:

(17) John left the party.

The verb leave requires its object to be of type location while in (17), the noun
party is provided, which is of type event and does not carry a dot type. Here,
the coercion relies on the fact that party, like every event, has an associated
location, which is basically where the party takes place. The application of leave
to the party therefore involves a transfer of meaning from the direct sense to
a related one. This phenomenon is referred to as attribute functional coercion
[25,26] because it operates on concepts which can serve as types as well as
attributes.

Our framework is capable of handling such cases without problems. Indeed,
the basis of frame semantics is to work with attribute-value descriptions, and
the coercion which occurs here shifts from one sense to another by following an
attribute to get to the required concept type. Hence we naturally define a type
location and an attribute location to represent the dual nature of the concept
of location. As previously for book, we need to assume the general constraints in
(18) to link party with these new elements:

(18) a.

A

(party → event)
b.

A

(event → 〈location〉location)
c.

A

(event ∧ location → ⊥)

It remains to define the semantics for leave in such a way that it enables
coercion to the value of the attribute location when the given argument is not
of the required type. This can be done in a similar way to what we did in the
case of believe in (16a), leading to the formula in Fig. 6, where 1 is intended to
be unified with the node variable from the direct object argument. By following
the steps described in Sect. 3.2, we can easily produce a derivation for (17).

5 As pointed out by one of the reviewers, having the attribute content in the disjunc-
tion in (16a) imposes specific constraints on the semantic structure of the argument.
We leave it as a question for future research whether constraints of this type are
overly restrictive when moving from selected examples to large-scale applications.
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Fig. 6. Semantics and elementary tree for leave

As a starting point, we consider the yield of the syntactic unifications and the
mapping of holes to formulas, which gives the following result:

@i(person ∧ 〈name〉John),
E(↓z.party ∧ ∃x. E(leaving ∧ 〈agent〉i ∧ 〈theme〉(location ∧ x)

∧ (z ↔ x ∨ @z(〈location〉x))))
(19)

With the constraints in (18), we can conclude that ¬(z ↔ x) and consequently,
we obtain the following semantics for (17):

@i(person ∧ 〈name〉John),
E(↓z.party ∧ ∃x. E(leaving ∧ 〈agent〉i ∧ 〈theme〉(location ∧ x)

∧ @z(〈location〉x)))
(20)

There is only a slight difference between functional coercion of the kind just
described and the treatment of dot objects shown before: frame semantics allows
us to process both types of coercion phenomena in a similar way because of
the underlying attribute-value structure. A further example is given by the dot
object speech, which combines the types event and information [25]. Speech has
the two attributes content and location, among others. More precisely, the
dot type speech is characterized by the constraint in (21a), which, together with
(18b) repeated here as (21b) gives rise to the constraint in (21c). Note that the
latter constraint makes no difference between the two attributes – although they
have different “levels” of origin, as content is a direct consequence of speech
whereas location is implied by the type event, which is entailed by speech.

(21) a.

A

(speech → event ∧ 〈content〉information)
b.

A

(event → 〈location〉location)
c.

A

(speech → 〈content〉information ∧ 〈location〉location)

Two further examples, adapted from [6], are considered in (22) below. Their
purpose is to show how adjectival modification which enables coercion can be
handled in our framework.

(22) a. Mary mastered the heavy book on magic.
b. Mary broke every readable screen.
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In (22a), both heavy and on magic act as modifiers of of book, but the for-
mer modifier acts on the phys-obj component of the dot object while the latter
modifier acts on the information component. In (22b), on the other hand, the
adjective readable coerces screen from the simple type phys-obj to a dot type,
with a new informational component.

Fig. 7. Derivation for heavy book on magic

Let us start with the sentence in (22a). The most interesting parts of its
derivation are represented in Fig. 7. We define the semantics of heavy by assum-
ing that it selects directly a physical object (and so voluntarily keeping any other
meaning aside). The semantics of magic is simply regarded as sortal for the pur-
poses of the present example. As for on, its semantic representation includes
a disjunction to allow for the identification with a node of the required type,
using a similar technique as in the representation of believe above.6 Moreover,
we introduce a type knowledge, which is intended to be a subtype of information,
and which has a topic attribute describing what field the knowledge is about.
That is, we have the constraint in (23).

(23)

A

(knowledge → information ∧ 〈topic〉�)

The substitutions and adjunctions in Fig. 7 trigger unifications 1 = l1, 2 = l0
and 3 = l3, which leads to the HL formula in (24):

book ∧ 〈content〉information ∧ phys-obj ∧ 〈weight〉heavy
∧ ∃x.(x ∨ 〈content〉x) ∧ @x(knowledge ∧ 〈topic〉magic)

(24)

6 The given semantic representation for on is considerably simplified. A more precise
representation should include a selection between two effects depending on the type
of the argument of on (unified with 3 on Fig. 7), as the preposition can also occur
in phrases like the book on the table where a physical object is involved: in this
case, a more elaborated subformula with a location attribute would replace the
subformula knowledge ∧ 〈topic〉 3 .
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Formula (24) can be simplified due to the fact that book and knowledge are incom-
patible; therefore the first element of the disjunction x ∨ 〈content〉x (which is
evaluated in the book node) cannot be true. Consequently, we reduce the dis-
junction to 〈content〉x.

It is also worth noticing that the verb master seems to require an object of
type knowledge and not merely information. Indeed, the use of this verb with
another subtype of information as in sentences (25b) seems unacceptable, while
(25a) involving a pure knowledge concept is fully acceptable. The sentence in
(25c) shows that master is able to coerce at least certain types of arguments.

a. John mastered the theorem.
b. *John mastered the story.
c. John mastered the book.

(25)

The selectional mechanism is therefore more complex for this verb. Neverthe-
less, as the type knowledge provided by on magic overwrites the information
value in the relevant example (22a), book has already a coerced type for its con-
tent in this case, which allows us to leave a more general analysis of master
for future work and to assume for now the same behavior for this verb as for
believe. A derivation for the sentence in (22a) leads thus, after unification and
simplification, to the following semantic representation:

@i(person ∧ 〈name〉Mary),
E(↓z.book ∧ 〈content〉information ∧ phys-obj ∧ 〈weight〉heavy
∧ 〈content〉(knowledge ∧ 〈topic〉magic)
∧ ∃y. E(mastering ∧ 〈agent〉i

∧ 〈theme〉(knowledge ∧ y) ∧ @z(〈content〉y)))

(26)

The case in (22b) is very similar to the coercion of blackboard to a dot object
by read. The semantics of the adjective readable does nothing else than adding a
content attribute with an information value to a physical object. This trans-
lates into the logical formula in (27a). Moreover, screen is considered as a sub-
type of phys-obj, and we assume here a simple semantics for break, given in (27b).
Finally, (27c) recalls the semantics for every.7

a. 0 ∧ phys-obj ∧ 〈content〉information
b. E(breaking ∧ 〈agent〉 1 ∧ 〈theme〉 2 )
c.

A

(↓x. 3 → 4 )
(27)

The derivation for (22b) therefore leads to:

@i(person ∧ 〈name〉Mary)

∧ A

(↓x.screen ∧ 〈content〉information
→ E(breaking ∧ 〈agent〉i ∧ 〈theme〉x))

(28)

7 Lack of space prevents us from showing the associated elementary syntactic trees.
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The foregoing examples have shown that our formal framework allows us to solve
a large variety of coercion problems in similar ways, building on constraint-based
semantic representations combining frames and HL.

4 Conclusion

In this paper, we presented a model of coercion mechanisms for the case of verbs
and adjectives which select nominal arguments within a syntax-semantics inter-
face based on frames semantics using LTAG and HL. We also provided a frame-
semantic representation of Pustejovsky’s dot objects which keeps the notion of
referential meaning and explicitly includes the relations between the different
aspects of a concept. Frame semantics is well-suited to handle such mechanisms
since type shifting can simply be modeled by moving along an attribute relation
from a given meaning to the coerced one. Furthermore, the approach with HL
and holes semantics in the composition process allows us to implement precisely
the argument selection mechanisms into the model, using a disjunction of type
shifting possibilities in the logical representation of a predicate.

Another interesting point of this model is the fact that it is able to han-
dle different cases of coercion in similar ways, thus avoiding the requirement of
more complex structures when involving polysemous concepts. We also think
that coercion phenomena in sentences like Mary began the book, in which aspec-
tual verbs with a nominal argument are involved, could be modeled using the
same kind of representation. Indeed, in Pustejovsky’s analysis the underspecified
information has been encoded into the lexicon by a qualia structure, where qualia
are partial functions describing the roles that a concept can have [23]. As such, it
seems possible to represent these qualia by attribute-value pairs, and modeling
this kind of coercion would therefore follow the way presented in this paper.
Moreover, the general constraints in HL that are used in our framework could
be extended by contextual constraints as well: we would be able to change the
intended qualia of a word depending on the context, and also to handle cases
of metaphoric readings by adding some temporary constraints if the previous
selection mechanism fails.
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