
Chapter 2
Interim Evaluation of Efficacy in Clinical
Trials with Two Co-primary Endpoints

Abstract We discuss group-sequential designs for early efficacy stopping in
clinical trials with two outcomes as co-primary endpoints, i.e., trials designed to
evaluate whether the test intervention is superior to the control on all primary
endpoints. We discuss two outcome scale situations: (i) when both outcomes are
continuous, and (ii) when both outcomes are binary. We derive the power and
sample size formulae within two decision-making frameworks: (A) evaluation of
superiority not necessarily simultaneously and (B) evaluation of superiority for the
two primary endpoints simultaneously. We evaluate the behaviors of sample size
and power with varying design characteristics and provide an example to illustrate
the methods.
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2.1 Introduction

In this chapter, we describe the methods for designing group-sequential clinical
trials with two outcomes as co-primary endpoints, where a trial is designed to
evaluate whether the test intervention is superior to the control on all primary
endpoints, and to be terminated early when evidence is overwhelming (early
stopping for efficacy). Group-sequential designs for multiple co-primary endpoints
are a more attractive design feature rather than the fixed-sample designs because
they offer the possibility of stopping a trial when evidence is overwhelming, thus
providing efficiency (Hung and Wang 2009) as the sample size in fixed-sample
clinical trials with multiple co-primary endpoints is often unnecessarily large and
impractical.

Recently, Asakura et al. (2014, 2015) discussed two decision-making frame-
works associated with interim evaluation of efficacy in clinical trials with two
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co-primary endpoints in a group-sequential setting. One framework is to reject the
null hypothesis if and only if statistical significance is achieved for the two end-
points simultaneously (i.e., at the same interim time-point of the trial). The other is a
generalization of this, i.e., to reject the null hypothesis if superiority is demonstrated
for the two endpoints at any interim time-point (i.e., not necessarily simultane-
ously). The former framework is independently discussed by Chang et al. (2014)
and evaluated in clinical trials with two co-primary endpoints. Hamasaki et al.
(2015) discussed more flexible decision-making frameworks, allowing the different
time-points of analyses among the endpoints. In addition, Jennison and Turnbull
(1993) and Cook and Farewell (1994) discussed the decision-making frameworks
associated with interim evaluation of efficacy and futility to monitor the efficacy and
safety responses and considered a simple method for determining the boundaries as
if the responses are not correlated (i.e., assuming zero correlations between the
responses). The methods for the interim evaluation of efficacy and futility will be
discussed in Chap. 4.

We discuss two outcome scale situations: (i) when both outcomes are continuous
(in Sect. 2.2) and (ii) when both outcomes are binary (Sect. 2.3). We derive the
power and sample size formulae within two decision-making frameworks for early
efficacy stopping: (A) evaluation of superiority not necessarily simultaneously and
(B) evaluation of superiority for the two primary endpoints simultaneously. We
evaluate the behaviors of sample size and power with varying design characteristics
and provide an example to illustrate the methods. For more than two endpoints, see
Hamasaki et al. (2015).

2.2 Continuous Outcomes

2.2.1 Notation and Statistical Setting

Consider a randomized, group-sequential clinical trial of comparing the test inter-
vention (T) with the control intervention (C). Two continuous outcomes (i.e.,
K = 2), EP1 and EP2, are to be evaluated as co-primary endpoints. Suppose that a
maximum of L analyses is planned, where the same number of planned analyses
with the same information space is selected for both endpoints. Let nl and rCnl be
the cumulative number of participants on the T and the C at the lth analysis
ðl ¼ 1; . . .;LÞ, respectively, where rC is the allocation ratio of the C to the T. Hence,
up to nL and rCnL participants are recruited and randomly assigned to the T and the
C, respectively. Then, there are nL paired outcomes ðYT1i; YT2iÞ ði ¼ 1; . . .; nLÞ for
the T and rCnL paired outcomes ðYC1j; YC2jÞ ðj ¼ 1; . . .; rCnLÞ for the C. Assume that
ðYT1i; YT2iÞ and ðYC1j; YC2jÞ are independently bivariate distributed with means
E½YTki� ¼ lTk and E½YCkj� ¼ lCk , variances var½YTki� ¼ r2Tk and var½YCkj� ¼ r2Ck, and
correlation corr½YT1i; YT2i� ¼ qT and corr[YC1j; YC2j� ¼ qC; respectively (k = 1, 2).
For simplicity, the variances are assumed to be known and common,
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i.e., r2Tk ¼ r2Ck ¼ r2k . Note that the method can be applied to the case of unknown
variances. For the fixed-sample designs, Sozu et al. (2011) discuss a method for the
unknown variance case and show that the calculated sample size is nearly equiv-
alent to that for the known variance in the setting of 80 % or 90 % power at 2.5 %
significance level for one-sided test. By analogy from the fixed-sample designs,
there may be no practical difference in the group-sequential setting and the
methodology for a known variance provides a reasonable approximation for the
unknown variances case.

Let dk ¼ lTk � lCk and Dk ¼ dk= rk denote the mean differences and stan-
dardized mean differences for the T and the C, respectively (k = 1, 2). Suppose that
positive values of dk represent the test intervention’s benefit. There is an interest in
conducting a one-sided hypothesis test at the significance level of a to evaluate
whether the T is superior to the C on both endpoints. The hypothesis for each
endpoint is tested at significance level of a: The hypotheses are H0k: dk � 0 versus
H1k: dk [ 0. For multiple co-primary endpoints, “success” can be declared if the
superiority is achieved on both endpoints. The hypotheses for co-primary endpoints
are the null hypothesis H0: H01[H02 versus the alternative hypothesis (the union
H0 of both individual nulls is tested against the intersection alternative
H1: H11\H12). This is referred to as the intersection–union test (Berger 1982).

Let ðZ1l; Z2lÞ be the statistics for testing the hypotheses at the lth analysis, given by

Zkl ¼
�YTkl � �YCkl

rk
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1þ 1=rCÞ=nl

p ;

where �YTkl and �YCkl are the sample means given by �YTkl ¼
Pnl

i¼1 YTki=nl and
�YCkl ¼

PrCnl
j¼1 YCkj=ðrCnlÞ. For large samples, under the alternative hypothesis H1,

each Zkl is approximately normally distributed as Zkl �Nð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rCnl=ð1þ rCÞ

p
dk=rk; 12Þ.

Thus, ðZ1l; Z2lÞ is approximately bivariate normally distributed with the correlation
corr½Z1l; Z2l� ¼ ðrCqT þ qCÞ=ð1þ rCÞ ¼ qZ at the lth interim analysis. Furthermore,
the joint distribution of ðZ11; Z21; . . .; Z1l; Z2l; . . .; Z1L; Z2LÞ is 2L multivariate normal
with their correlations given by corr Z1l0 ; Z1l½ � ¼ corr Z2l0 ; Z2l½ � ¼ ffiffiffiffiffiffiffiffiffiffiffi

nl0=nl
p

; and

corr Z1l0 ; Z2l½ � ¼ corr Z1l; Z2l0½ � ¼ qZ
ffiffiffiffiffiffiffiffiffiffiffi
nl0=nl

p
, where 1� l0 � l� L and k0 � k: If the

correlation between the two endpoints is assumed be common between the two
intervention groups, i.e., qT ¼ qC ¼ q, then the correlation among test statistics
across the interim analyses is simply given by corr Z1l0 ; Z2l½ � ¼ corr Z1l; Z2l0½ � ¼
q
ffiffiffiffiffiffiffiffiffiffiffi
nl0=nl

p
as qZ ¼ q.

2.2.2 Decision-Making Frameworks and Stopping Rules

When evaluating the joint effects on both of the endpoints within the context of
group-sequential designs, there are the two decision-making frameworks associated
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with hypothesis testing. One is to reject H0 if statistical significance of T relative
to C is achieved for both endpoints at any interim analysis until the final analysis
(i.e., not necessarily simultaneously at the same interim analysis) (DF-A) (Asakura
et al. 2014), and the other is the special case of DF-A and is to reject H0 if and only
if superiority is achieved for the two endpoints simultaneously (i.e., at the same
interim analysis of the trial) (DF-B) (Asakura et al. 2014; Cheng et al. 2014). We
will discuss the two decision-making frameworks separately as the corresponding
stopping rules and power definitions are unique.

DF-A is flexible. If only the hypothesis for one endpoint is rejected at an interim
analysis, then the trial will continue but in subsequent interim analyses the
not-yet-rejected hypothesis for other endpoint is repeatedly tested until it is rejected or
the trial is completed. The stopping rule based on DF-A is formally given as follows:

At the lth analysis ðl ¼ 1; . . .; L� 1Þ
if Z1l [ cE1lðaÞ and Z2l0 [ cE2l0 ðaÞ for some 1� l0 � l, or if Z1l0 [ cE1l0 ðaÞ for
some 1� l0 � l and Z2l [ cE2lðaÞ, then reject H0 and stop the trial,
otherwise, continue the ðlþ 1Þth analysis,

at the Lth analysis

if Z1L [ cE1LðaÞ and Z2l0 [ cE2l0 ðaÞ for some 1� l0 � L, or if Z1l0 [ cE1l0 ðaÞ for
some 1� l0 � L and Z2L [ cE2LðaÞ, then reject H0 and stop the trial,
otherwise, then do not reject H0;

where cE1lðaÞ and cE2lðaÞ are the critical boundaries, which are constant and selected
separately, using any group-sequential method such as the Lan–DeMets
error-spendingmethod (Lan andDeMets 1983) to control the overall Type I error rate,
as if they were a single primary endpoint, ignoring the other co-primary endpoint.

For example, consider a group-sequential clinical trial with the five planned
analyses (L = 5). The hypothesis for the joint effect on both endpoints is tested at
2.5 % significance level. If the critical boundaries for both endpoints are commonly
determined by the O’Brien–Fleming-type boundary (OF) (O’Brien and Fleming
1979), using the Lan–DeMets error-spending method with equally spaced incre-
ments of information, then critical boundaries for each analysis are 4.8769, 3.3569,
2.6803, 2.2898, and 2.0310. Figure 2.1 illustrates the region for rejecting each H0k

(k ¼ 1; 2). For example, if we observe the test statistics Z14 = 3.5073 for EP1 and
Z24 = 2.2294 for EP2 at the fourth analysis, then H0 is not rejected as Z14 is larger
than the corresponding critical boundary of cE14ð2:5Þ ¼ 2:2898 but Z24 is not. In the
subsequent analysis, i.e., the final analysis, the hypothesis testing is repeatedly
conducted only for EP2. At the final analysis, if we observe Z25 ¼ 2:9732 for EP2,
then H0 is rejected as Z25 is larger than the corresponding critical boundary of
cE25ð2:5Þ ¼ 2:0310.

18 2 Interim Evaluation of Efficacy in Clinical Trials …



The power for the joint effect on both endpoints, corresponding to DF-A, is

1� b ¼ Pr
[L
l¼1

A1l

( )\ [L
l¼1

A2l

( )�����H1

" #
; ð2:1Þ

where Akl ¼ Zkl [ cEkl
� �

. The power based on DF-A (2.1) can be numerically
assessed by using multivariate normal integrals. A detailed calculation is provided
in Appendix A.

DF-B is relatively simple. If only the hypothesis for one endpoint is rejected at an
interim analysis, then the trial continues and the hypotheses for both endpoints are
repeatedly tested until they are rejected simultaneously, i.e., during the same interim
analysis. The stopping rule based on DF-B is formally given as follows:

At the lth analysis ðl ¼ 1; . . .; L� 1Þ
if Z1l [ cE1lðaÞ and Z2l [ cE2lðaÞ, then reject H0 and stop the trial,
otherwise, continue to the (l + 1)th analysis,

at the Lth analysis

if Z1L [ cE1LðaÞ and Z2L [ cE2LðaÞ; then reject H0;
otherwise, do not reject H0:

Figure 2.2 illustrates the region for rejecting each Hk0 with the number of
planned analyses similarly as in Fig. 2.1. For example, if we observe the test
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Fig. 2.1 The region for rejecting H0 based on DF-A in a group-sequential clinical trial with the
five planned analyses (L = 5), where the decision-making is based on DF-A. The hypothesis for
the joint effect on both endpoints is tested at 2.5 % significance level. The critical boundaries for
both endpoints are commonly determined by the OF, using the Lan–DeMets error-spending
method with equally spaced increments of information
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statistics Z14 ¼ 3:5073 for EP1 and Z24 ¼ 2:2294 for EP2 at the fourth analysis,
then H0 is not rejected as Z14 is larger than the corresponding critical boundary of
cE14ð2:5Þ ¼ 2:2898 but Z24 is not. At the final analysis, both H01 and H02 is tested
again. If we observe Z15 ¼ 3:4946 and Z25 ¼ 2:9732; then H0 is rejected as both
Z15 and Z25 are larger than the corresponding critical boundary of cE15ð2:5Þ ¼
cE25ð2:5Þ ¼ 2:0310 simultaneously.

The power for the joint effect on both endpoints, corresponding to DF-B, is

1� b ¼ Pr
[L
l¼1

A1l \A2lf g
�����H1

" #
: ð2:2Þ

Similarly as in the power based on DF-A, the power based on DF-B can be
numerically assessed by using multivariate normal integrals. A detailed calculation
is provided in Appendix A.

To illustrate the difference in the power for the joint effect on both endpoints
between the DF-A and DF-B, Fig. 2.3 summarizes how the powers based on DF-A
and DF-B behave with correlation (qT ¼ qC ¼ q), critical boundary combinations,
and the number of planned analyses under a given sample size, in a
group-sequential clinical trial with the two or four planned analyses (L = 2 or 4),
assuming equal standardized mean differences D1 ¼ D2 ¼ 0:2: The hypothesis for
the joint effect on both endpoints is tested at 2.5 % significance level. The given
sample size (equally sized groups: rC ¼ 1) is 393 per intervention group has 80 %
power to detect a standardized mean difference for each endpoint at 2.5 % sig-
nificance level for a one-sided test. The three critical boundary combinations are
considered: OF for both endpoints (OF-OF), Pocock-type boundary (PC) (Pocock
1977) for both endpoints (PC-PC), and OF for EP1 and PC for EP2 (OF-PC).
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Fig. 2.2 The region for rejecting H0 in a group-sequential clinical trial with the five planned
analyses (L = 5), where the decision-making is based on DF-B. The hypothesis for the joint effect
on both endpoints is tested at 2.5 % significance level. The critical boundaries for both endpoints
are commonly determined by the OF, using the Lan–DeMets error-spending method, with equally
spaced increments of information
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A range of correlation between the two endpoints considered in the evaluation is
q� 0 since the correlation between the endpoints are usually non-negative as
suggested in Offen et al. (2007).

The figure shows that the powers based on both DF-A and DF-B increase as the
correlation approaches one in all of the three critical boundary combinations and the
numbers of analyses. DF-A provides a slightly higher power than DF-B. In both of
L = 2 and 4, the largest difference in the power between DF-A and DF-B is
observed in PC-PC, and the smallest in OF-OF. However, the difference between
DF-A and DF-B is smaller with higher correlation or smaller number of planned
analyses in all of the three critical boundary combinations.

The testing procedure for co-primary endpoints is conservative. For example, in
fixed-sample designs, if a zero correlation between the two endpoints is assumed
and each endpoint is tested at 2.5 % significance level for a one-sided test, then the
Type I error rate is 0.0625 % (=2.5 % × 2.5 %) (DF-A). As shown in Asakura
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Fig. 2.3 Behavior of power for detecting a joint effect on both endpoints with correlation, critical
boundary combinations, and the number of planned analyses under a given sample size, in a
group-sequential clinical trial with the two or four planned analyses (L = 2, 4), assuming equal
standardized mean differences D1 ¼ D2 ¼ 0:2; where the decision-making is based on DF-A or
DF-B. The given sample size (equally sized groups) is 393 per intervention group has 80 % power
to detect a standardized mean difference for each endpoint at 2.5 % significance level for a
one-sided test. The hypothesis for the joint effect on both endpoints is tested at 2.5 % significance
level. The critical boundary combinations are OF for both endpoints (OF-OF), and PC are for both
endpoints (PC-PC) and OF for EP1 and PC for EP2 (OF-PC)

2.2 Continuous Outcomes 21



et al. (2014), the maximum overall Type I error rate associated with the rejection
region of the null hypothesis increases as the correlation approaches one, but it is
not larger than the prespecified significance level. Figure 2.4 summarizes how the
overall Type I error rates based on DF-A and DF-B behave with correlation
(qT ¼ qC ¼ q), critical boundary combinations, and standardized mean difference
for EP2, in a group-sequential clinical trial with the two planned analyses (L = 2)
and zero standardized mean difference for EP1, D1 ¼ 0:0: The hypothesis for the
joint effect on both endpoints is tested at 2.5 % significance level. The correlations
are ρ = 0.0, 0.3, 0.5, and 1.0. The three critical boundary combinations are con-
sidered: OF for both endpoints (OF-OF), PC for both endpoints (PC-PC), and OF
for EP1 and PC for EP2 (OF-PC). The figure shows that the Type I error rate for
both decision-making frameworks increases as the correlation approaches one, but
they are not larger than the prespecified significance level of 2.5 %, in all of the
three critical boundary combinations, and DF-B is always slightly conservative than
DF-A.

The above differences in power and the Type I error between DF-A and DF-B
can be illustrated from the following two situations where the interim analysis result
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Fig. 2.4 Behavior of Type I error rate with correlation, critical boundary combinations, and
standardized mean difference for EP2 in a group-sequential clinical trial with the two planned
analyses (L = 2), assuming zero standardized mean difference for EP1 D1 ¼ 0; where the
decision-making is based on DF-A or DF-B. The hypothesis for the joint effect on both endpoints
is tested at 2.5 % significance level. The three critical boundary combinations are OF for both
endpoints (OF-OF), PC for both endpoints (PC-PC), OF for EP1 and PC for EP2 (OF-PC)
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is inconsistent with the final analysis result even when the alternative hypothesis is
true; that is, (i) EP1 is statistically significant at the interim, but not at the final
analysis and similarly, and (ii) EP2 is statistically significant at the interim, but not
at the final analysis. Thus, DF-B fails to reject the null hypothesis in both situations
even if the alternative hypothesis is true, but DF-A is able to reject the null
hypothesis in both situations. However, the likelihood of this scenario occurring is
low and hence little practical difference in the power and sample size determina-
tions based on DF-A and DF-B. However, DF-A offers the option of stopping
measurement of an endpoint for which superiority has been demonstrated. Stopping
measurement may be desirable if the endpoint is very invasive or expensive but
may also introduce an operational challenge into the trial. For more details, see
Asakura et al. (2014) and Hamasaki et al. (2015).

2.2.3 Sample Sizes

We describe two sample size concepts, i.e., the maximum sample size (MSS) and
the average sample number (ASN) (i.e., expected sample size) based on the power
(2.1) or (2.2). The MSS is the sample size required for the final analysis to achieve
the desired power 1� b: The MSS is given by the smallest integer not less than nL
satisfying the power for a group-sequential strategy at the prespecified dk, rk , and
qT and qC with Fisher’s information time for the interim analyses, nl=nL
(l = 1, …, L).

To identify the value of nL, an easy strategy is a grid search to gradually increase
(or decrease) nL until the power under nL exceeds (or falls below) the desired
power. The grid search often requires considerable computing time, especially with
a larger number of endpoints, a larger number of planned analyses, or a small mean
difference. To reduce the computing time, the Newton–Raphson algorithm in
Sugimoto et al. (2012) or the basic linear interpolation algorithm in Hamasaki et al.
(2013) may be utilized.

The ASN is the expected sample size under hypothetical reference values and
provides information regarding the number of participants anticipated in a
group-sequential clinical trial in order to reach a decision point. The ASN per
intervention group is given by

ASN ¼
XL�1

l¼1

nlPl þ nL 1�
XL�1

l¼1

Pl

 !
;

where Pl ¼ Pl d1; d2; r1; r2; qT; qCð Þ is the stopping probability (or exit probability)
as defined by the likelihood of crossing the critical boundaries at the lth interim
analysis assuming that the true values of the intervention’s effect are ðd1; d2Þ.

Both MSS and ASN depend on the design parameters including the differences
in means, the correlation structure among the endpoints, the selected critical
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boundary based on Lan–DeMets error-spending method, the number of planned
analyses, and whether there are equally or unequally spaced increments of infor-
mation. As shown in Hamasaki et al. (2015), our experience suggests that when
considering more than two endpoints as co-primary in a group-sequential setting
with more than five analyses, calculating the multivariate normal integrals often
requires considerable computing time. A Monte Carlo simulation-based method
provides an alternative but the number of replications for simulations should be
carefully chosen to control simulation error in calculating the empirical power.

Figures 2.5 and 2.6 display how the reduction in MSS and ASN varies with the
ratio of the two standardized mean differences ðD2=D1Þ, correlation ðqT ¼ qC ¼ qÞ,
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Fig. 2.5 Behavior of reduction in MSS with standardized mean difference, correlation, and
critical boundary combination in a group-sequential clinical trial with the two planned analyses
(L = 2), where the decision-making is based on DF-A. The sample size reduction is calculated as
[MSS(ρ) – MSS(0)]/MSS(0), where MSS(ρ) is MSS calculated using ρ and MSS(0) is calculated
using zero correlation. The sample size (equally sized groups) per intervention group is calculated
to detect the joint effect on both endpoints with 80 % power at 2.5 % significance level for a
one-sided test. The four critical boundary combinations are OF for both endpoints (OF-OF), PC for
both endpoints (PC-PC), OF for EP1 and PC for EP2 (OF-PC), and PC for EP1 and OF for EP2
(PC-OF)
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and critical boundary combinations in a group-sequential clinical trial with the two
planned analyses (L = 2), where the decision-making is based on DF-A. The
reduction is calculated as [MSS(ρ) – MSS(0)]/MSS(0), where MSS(ρ) is MSS
calculated using ρ and MSS(0) is calculated using zero correlation. The sample size
per intervention group (equally sized groups: rC ¼ 1) is calculated to detect the
joint effect on both endpoints with 80 % power at 2.5 % significance level for a
one-sided test. The four critical boundary combinations are considered: OF for both
endpoints (OF-OF), PC for both endpoints (PC-PC), OF for EP1 and PC for EP2
(OF-PC), and PC for EP1 and OF for EP2 (PC-OF).
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Fig. 2.6 Behavior of reduction in ASN with standardized mean difference, correlation, and critical
boundary combination in a group-sequential clinical trial with the two planned analyses (L = 2),
where the decision-making is based on DF-A. The reduction is calculated as [MSS(ρ) – MSS(0)]/
MSS(0), where MSS(ρ) is MSS calculated using ρ and MSS(0) is calculated using zero correlation.
The sample size per intervention group (equally sized groups) is calculated to detect the joint effect
on both endpoints with 80 % power at 2.5 % significance level for a one-sided test. The four critical
boundary combinations are OF for both endpoints (OF-OF), PC for both endpoints (PC-PC), OF for
EP1 and PC for EP2 (OF-PC), and PC for EP1 and OF for EP2 (PC-OF)
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Similarly as in fixed-sample designs shown in Sozu et al. (2015), the figures
show that the absolute reduction in both MSS and ASN decreases as the correlation
approaches one in all of critical boundary combinations when D2=D1 ¼ 1:0: OF-OF
and PC-PC provide a larger reduction than OF-PC and PC-OF. When
1:0\D2=D1\1:5; they still decreases as the correlation approaches one. However,
when D2=D1 exceeds 1.5, especially larger than 1.8, the reduction does not change
considerably as the correlation varies. Thus, incorporating the correlation into the
sample size calculation may lead to a reduction in sample sizes when the stan-
dardized mean differences between the two endpoints are approximately equal.
However, it is less dramatic as it does not greatly depend on the correlation when
the standardized mean differences between the two endpoints are unequal.

2.2.4 Illustration

We provide an example to illustrate these sample size methods. Consider the
clinical trial, “Effect of Tarenflurbil on Cognitive Decline and Activities of Daily
Living in Patients With Mild Alzheimer Disease,” a multicenter, randomized,
double-blind, placebo-controlled trial in patients with mild Alzheimer’s disease
(Green et al. 2009). Co-primary endpoints were cognitive as assessed by the
Alzheimer’s Disease Assessment Scale Cognitive Subscale (ADAS-Cog: 80-point
scale) and functional ability as assessed by the Alzheimer’s Disease Cooperative
Study Activities of Daily Living (ADCS–ADL: 78-point scale). A negative change
score from baseline on the ADAS-Cog indicates improvement while a positive
change score on the ADCS–ADL indicates improvement. The original sample size
per intervention group (equally sized groups) of 800 patients provided 96 % power
to detect the joint effect on the two primary endpoints, by using a one-sided test at
2.5 % significance level, with the standardized mean differences for both endpoints
of D1 ¼ D2 ¼ 0:2: The correlation between the two endpoints was assumed to be
zero in the calculation of the sample size although the two endpoints were expected
to be correlated [for example, see Doraiswamy et al. (1997)].

Based on the selected parameters described in Green et al. (2009), i.e., L = 1 and
qT ¼ qC ¼ q ¼ 0:0; the sample size per intervention group is calculated as 804. As
shown in Table 2.2, if four interims and one final analysis are planned (i.e., L = 5)
based on DF-B, and conservatively assuming a zero correlation between the end-
points, then the MSS is 822 for OF-OF, 945 for PC-PC and 895 for OF-PC, and the
ASN is 602 for OF-OF, 548 for PC-PC, and 608 for OF-PC. If the correlation is
incorporated into the calculation when ρ = 0.3, 0.5, and 0.8, the MSS are 817, 809,
and 782 for OF-OF; 939, 929, and 898 for PC-PC; and 890, 883, and 859 for OF-PC.
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The ASN are 587, 574, and 542 for OF-OF; 525, 506, and 468 for PC-PC; and 593,
581, and 556 for OF-PC. When comparing DF-A (Table 2.1) to DF-B (Table 2.2),
there are no major differences in MSS and ASN for all of the critical boundary
combinations, although DF-A provides a slightly smaller MSS and ASN than DF-B,
for PC-PC and OF-PC. The advantage and disadvantage of the decision-making
frameworks are given in Sect. 2.5.

Figure 2.7 illustrates the probability of rejecting/not rejecting the null hypothesis
under H1 in a group-sequential clinical trial with the five planned analyses (L = 5),
assuming the correlation ρ = 0.0 or 0.8, where the decision-making is based on
DF-A. The figure shows that the method offers the possibility to stop a trial early if

Table 2.1 MSS and ASN per intervention group (equally sized groups) for detecting the joint
difference for ADAS-Cog (D1 ¼ 0:2) and ADCS–ADL (D2 ¼ 0:2), with the power of
1 – β = 96 % for detect the joint effect on both endpoints at 2.5 % significance level for
one-sided test, based on DF-A

Correlation ρ # of analyses L OF-OF PC-PC OF-PC

MSS ASN (H1) MSS ASN (H1) MSS ASN (H1)

0.0 1 804 804 804

2 807 725 881 605 847 690

3 813 645 911 570 867 647

4 817 618 927 551 878 615

5 821 601 937 540 886 600

0.3 1 799 799 799

2 801 702 875 591 841 672

3 807 632 905 550 861 633

4 812 602 921 530 873 602

5 815 586 931 519 880 586

0.5 1 791 791 791

2 793 683 867 578 833 658

3 799 619 896 534 854 622

4 804 589 912 513 865 590

5 807 572 922 502 873 574

0.8 1 764 764 764

2 767 643 839 548 809 631

3 773 589 869 500 830 599

4 777 557 884 478 841 566

5 781 542 894 466 849 550

The three critical boundary combinations are OF for both endpoints (OF-OF), PC for both
endpoints (PC-PC), and OF for EP1 and PC for EP2 (OF-PC). The ASN is calculated under H1

ðD1 ¼ D2 ¼ 0:2Þ
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evidence is overwhelming and thus offers potentially fewer patients than the
fixed-sample designs. In the OF-OF and PC-OF testing procedure combinations, it
is more difficult to reject the null hypothesis at the earliest analyses, but easier later
on. On the other hand, in the PC-PC and OF-PC testing procedure combination, it is
easier to reject the null hypothesis at the earliest analysis.

Table 2.2 MSS and ASN per intervention group (equally sized groups) for detecting the joint
difference for ADAS-Cog ðD1 ¼ 0:2Þ and ADCS–ADL ðD2 ¼ 0:2Þ, with the power of
1 – β = 96 % to detect the joint effect on both endpoints at 2.5 % significance level for
one-sided test, based on DF-B

Correlation ρ # of analyses L OF-OF PC-PC OF-PC

MSS ASN (H1) MSS ASN (H1) MSS ASN (H1)

0.0 1 804 804 804

2 807 725 885 607 854 693

3 814 646 917 574 875 653

4 819 619 934 557 887 622

5 822 602 945 548 895 608

0.3 1 799 799 799

2 802 702 880 593 849 676

3 808 632 911 553 870 639

4 813 603 928 535 882 608

5 817 587 939 525 890 593

0.5 1 791 791 791

2 794 684 871 580 841 661

3 800 620 902 537 863 628

4 805 589 919 517 875 597

5 809 574 929 506 883 581

0.8 1 764 764 764

2 767 643 841 549 818 635

3 773 589 871 501 839 604

4 778 558 887 480 851 571

5 782 542 898 468 859 556

The three critical boundary combinations are considered: OF for both endpoints (OF-OF), PC for
both endpoints (PC-PC), and OF for ADAS-Cog and PC for ADCS–ADL (OF-PC). The ASN is
calculated under H1 ðD1 ¼ D2 ¼ 0:2Þ
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2.3 Binary Outcomes

Clinical trials are often conducted with the objective of comparing a test inter-
vention with that of a standard intervention based on several binary outcomes. For
example, irritable bowel syndrome (IBS) is one of the most common gastroin-
testinal disorders and is characterized by symptoms of abdominal pain, discomfort,
and altered bowel function (Grundmann and Yoon 2010; American College of
Gastroenterology 2013). The comparison of the interventions to treat IBS is based
on the proportions of participants with adequate relief of abdominal pain and dis-
comfort, and improvements in urgency, stool frequency, and stool consistency. As
described in Chap. 1, Food and Drug Administration (FDA) recommends the use of
two endpoints for assessing IBS signs and symptoms: (1) pain intensity and
(2) stool frequency (FDA 2013). The Committee for Medicinal Products for Human
Use (CHMP) (2008) recommends the use of two endpoints for assessing IBS signs
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Fig. 2.7 The probability of rejecting/not rejecting the null hypothesis under H1 in a
group-sequential clinical trial with the five planned analyses (L = 5), where the decision-making
is based on DF-A. The MSS are calculated to detect the joint effect for both endpoints with 96 %
power at 2.5 % significance level for one-sided test, based on the assumption D1 ¼ D2 ¼ 0:2 from
the tarenflurbil study. The critical boundaries are determined using the Lan–DeMets
error-spending method with equally spaced increments of information. The three critical boundary
combinations are OF for both endpoints (OF-OF), PC for both endpoints (PC-PC), and OF for
ADAS-Cog and PC for ADCS–ADL (OF-PC)
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and symptoms: (1) global assessment of symptoms and (2) assessment of symptoms
of abdominal discomfort/pain.

In this section, we discuss group-sequential designs in clinical trials with two
binary outcomes as co-primary. Similar to the previous section, we consider a
two-arm parallel-group trial designed to evaluate whether the T is superior to the C
based on two binary endpoints.

2.3.1 Notation and Statistical Setting

Consider a randomized, group-sequential clinical trial of comparing the T with the C.
Two binary outcomes are to be evaluated as co-primary endpoints. As a measure the
effect, we consider the difference in the proportions between two interventions as it is
the most commonly used measure in many clinical trials. The risk ratio and odds ratio
are also frequently used in clinical trials to measure a risk reduction. The methods
discussed here can be straightforwardly extended to these measures. For details, see
Ando et al. (2015).

Assume that YTki and YCkj are independently binomial distributed with proba-
bilities of success pTk and pCk, i.e., YTki �Bð1; pTkÞ and YCkj �Bð1; pCkÞ; but the
observations within pairs for the two interventions are correlated with a common
correlation corr½YT1i; YT2i� ¼ qT and corr½YC1j; YC2j� ¼ qC. The range of the corre-
lations qT and qC are restricted, depending on the marginal probabilities (Prentice
1988; Le Cessie and van Houwelingen 1994). Let ðd1; d2Þ denote the differences in
proportions for the T and the C, respectively, where dk ¼ pTk � pCk ðk ¼ 1; 2Þ.
Suppose that positive values of ðd1; d2Þ represent the test intervention’s benefit. We
now have the two observed differences in proportions at the lth analysis, i.e.,
ðd̂1; d̂2Þ, where d̂kl ¼ p̂Tkl � p̂Ckl with p̂Tkl ¼ YTkl=nl and p̂Ckl ¼ YCkl=rCnl ; and
YTkl ¼

Pnl
i¼1 YT1i and YCkl ¼

PrCnl
j¼1 YCkj denote the number of success under the T

and the C. It follows that YTkl �Bðnl; pTkÞ and YCkl �BðrCnl; pCkÞ.
We are interested in conducting a hypothesis test to evaluate whether the T is

superior to the C, i.e., the null hypothesis H0: d1 � 0 or d2 � 0 versus the alternative
hypothesis H1: d1 [ 0 and d2 [ 0. Let ðZ1l; Z2lÞ be the Z-score statistics for testing
the hypotheses at the lth analysis, given by

Zkl ¼ p̂Tkl � p̂Cklffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�̂pkl�̂qklðrC þ 1=rCÞ=nl

p ;

where �̂pkl ¼ ðp̂Tkl þ rCp̂CklÞ=ð1þ rCÞ and �̂qkl ¼ 1� �̂pkl: For large samples, each Zkl
is approximately normally distributed [e.g., see Fleiss et al. (2003)]. Thus, the two
test statistics at lth analysis ðZ1l; Z2lÞ is approximately bivariate normally distributed
with the correlation
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corr Z1l; Z2l½ � ¼ qZ ¼ rCqT
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pT1qT1pT2qT2

p þ qC
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pC1qC1pC2qC2

pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rCpT1qT1 þ pC1qC1

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rCpT2qT2 þ pC2qC2

p ;

qTk ¼ 1� pTk and qCk ¼ 1� pCk: Furthermore, the joint distribution of
ðZ11; Z21; . . .; Z1l; Z2l; . . .; Z1L; Z2LÞ is approximately 2L multivariate normal with
their correlations given by corr Z1l0 ;Z1l½ � ¼ corr Z2l0 ;Z2l½ � ¼ ffiffiffiffiffiffiffiffiffiffiffi

nl0=nl
p

and corr Z1l0 ;Z2l½ � ¼
corr Z1l; Z2l0½ � ¼ qZ

ffiffiffiffiffiffiffiffiffiffiffi
nl0=nl

p
; where 1� l0 � l� L: Similarly as discussed in Sect. 2.2,

we can calculate the power, Type I error rate, and sample sizes based on the two
decision-making frameworks associated with hypothesis testing, i.e., DF-A and
DF-B.

The method is based on the normal approximation which works well in most
situations (Asakura et al. 2015). However, it may not work well in the occurrence of
extremely small event rates or small sample sizes as the joint distribution is not fully
specified in the first- and second-order moments. In such situations, Monte Carlo
simulation-based method or more direct methods may be more appropriate although
this occurs at the expense of considerable computational resources. For more direct
methods for multiple co-primary endpoints in fixed-sample designs including
Fisher’s exact test, see Sozu et al. (2010, 2015).

2.3.2 Illustration

We provide an example to illustrate these sample size methods. Consider the
double-blind, randomized, parallel-group, placebo-controlled trial evaluating lac-
tobacilli and bifidobacteria in the prevention of antibiotic-associated diarrhea in
older people admitted to hospital (the PLACIDE study) (Allen et al. 2012, 2013).
The study was designed to demonstrate that the administration of a probiotic
comprising two strains of lactobacilli and two strains of bifidobacteria alongside
antibiotic treatment prevents antibiotic-associated diarrhea. The co-primary out-
comes were: (EP1) the occurrence of antibiotic-associated diarrhea (AAD) within
8 weeks and (EP2) the occurrence of C difficile diarrhea (CDD) within 12 weeks of
recruitment.

The original sample size per intervention group (equally sized groups) of 1239
participants provided 80 % power to detect a 50 % reduction in CDD in the pro-
biotic group compared with the placebo group, by using a two-sided Fisher’s exact
test at 5 % significance level, assuming CDD frequencies of 4 % in placebo group
and 2 % in probiotic group. Although Cochran’s condition seems to be hold for this
setting, the normal approximation method was not used for the sample size cal-
culation and the sample size was conservatively calculated. This sample size would
provide a power of more than 99 % to detect a 50 % reduction in AAD, by using a
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two-sided Fisher’s exact test at 5 % significance level, assuming AAD frequencies
of 20 % in placebo group and 10 % in probiotic group as the normal approxima-
tion. The correlation between the two outcomes was not incorporated into the
original sample size calculation.

Tables 2.3 and 2.4 display the MSS and ASN per intervention group (equally
sized groups: rC ¼ 1) based on DF-A and DF-B. The sample size was derived using
an alternative hypothesis of differences in proportions for AAD (pT1 ¼ 0:2 and
pC1 ¼ 0:4) and CDD (pT2 ¼ 0:02 and pC2 ¼ 0:04) with 80 % power at 2.5 %
significance level for one-sided test, using the normal approximation method where
q ¼ qT ¼ qC ¼ 0:0; 0:3; 0:5; and 0:8; L = 2, 3, 4, and 5. The critical boundaries are
determined by using the Lan–DeMets error-spending method, with equally spaced
increments of information. The critical boundary combinations are OF for both
endpoints (OF-OF), PC for both endpoints (PC-PC), OF for AAD and PC for CDD
(OF-PC), and PC for AAD and OF for CDD (PC-OF).

Based on the selected parameters described in Allen et al. (2012), i.e., L = 1 and
ρ = 0.0, the sample size per intervention group (equally sized groups) is calculated
as 1141. If four interims and one final analysis are planned (i.e., L = 5) based on
DF-A, and conservatively assuming a zero correlation between the endpoints, then

Table 2.3 MSS and ASN per intervention group (equally sized groups) for detecting the joint
difference for AAD (pT1 ¼ 0:2 and pC1 ¼ 0:4) and CDD (pT2 ¼ 0:02 and pC2 ¼ 0:04), with 80 %
power at 2.5 % significance level for a one-sided test, where the decision-making is based on DF-A

Correlation ρ # of
analyses L

OF-OF PC-PC OF-PC PC-OF

MSS ASN
(H1)

MSS ASN
(H1)

MSS ASN
(H1)

MSS ASN
(H1)

0.0 2 1146 1056 1282 977 1282 982 1146 1053

3 1156 991 1337 941 1337 981 1156 989

4 1164 960 1366 925 1366 972 1164 958

5 1170 943 1385 918 1385 956 1170 941

0.3 2 1146 1056 1282 977 1282 982 1146 1053

3 1156 991 1337 941 1337 981 1156 989

4 1164 960 1366 925 1366 972 1164 958

5 1170 943 1385 918 1385 956 1170 941

0.5 2 1146 1056 1282 977 1282 982 1146 1053

3 1156 991 1337 941 1337 981 1156 989

4 1164 960 1366 925 1366 972 1164 958

5 1170 943 1385 918 1385 956 1170 941

0.8 2 1146 1056 1282 977 1282 982 1146 1053

3 1156 991 1337 941 1337 981 1156 989

4 1164 960 1366 925 1366 972 1164 958

5 1170 943 1385 918 1385 956 1170 941

The critical boundaries are determined by using the Lan–DeMets error-spending method, with
equally spaced increments of information. The critical boundary combinations are OF for both
endpoints (OF-OF), PC for both endpoints (PC-PC), OF for AAD and PC for CDD (OF-PC), and
PC for AAD and OF for CDD (PC-OF). The ASN is calculated under H1 (pT1 ¼ 0:2 and pC1 ¼
0:4; and pT2 ¼ 0:02 and pC2 ¼ 0:04)
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the MSS is 1170 for OF-OF, 1387 for PC-PC, 1399 for OF-PC, and 1170 for
PC-OF, and the ASN is 944 for OF-OF, 921 for PC-PC, 976 for OF-PC, and 941
for PC-OF. On the other hand, even if the correlation is incorporated into the
calculation, the MSS and ASN do not change as the correlation varies. This means
that when one standardized difference in proportions is relatively larger than the
other, i.e., d1 [ d2 (or d1\d2) with pC1 6¼ pC2, then there is little benefit in
incorporating the correlation into sample size calculation.

When comparing DF-A (Table 2.3) to DF-B (Table 2.4), there are no major
differences in MSS and ASN for all of the testing procedure combinations, although
DF-A provides a slightly smaller MSS and ASN than DF-B: for DF-B, the MSS is
1170 for OF-OF, 1387 for PC-PC, 1399 for OF-PC, and 1170 for PC-OF, and the
ASN is 944 for OF-OF, 921 for PC-PC, 976 for OF-PC, and 941 for PC-OF when
assuming a zero correlation.

Table 2.4 MSS and ASN per intervention group (equally sized groups) for detecting the joint
difference for AAD (pT1 ¼ 0:2 and pC1 ¼ 0:4) and CDD (pT2 ¼ 0:02 and pC2 ¼ 0:04), with 80 %
at power at 2.5 % significance level for a one-sided test, where the decision-making is based on
DF-B

Correlation ρ # of
analyses L

OF-OF PC-PC OF-PC PC-OF

MSS ASN
(H1)

MSS ASN
(H1)

MSS ASN
(H1)

MSS ASN
(H1)

0.0 2 1146 1056 1282 977 1283 983 1146 1053

3 1156 991 1337 941 1346 989 1156 989

4 1164 960 1368 928 1380 989 1164 958

5 1170 944 1387 921 1399 976 1170 941

0.3 2 1146 1055 1282 977 1283 982 1146 1053

3 1156 991 1337 940 1346 985 1156 989

4 1164 959 1367 926 1380 987 1164 958

5 1170 943 1387 920 1398 973 1170 941

0.5 2 1146 1055 1282 977 1283 982 1146 1053

3 1156 991 1337 940 1346 985 1156 989

4 1164 959 1367 926 1380 987 1164 958

5 1170 943 1387 920 1398 973 1170 941

0.8 2 1146 1055 1282 977 1283 982 1146 1053

3 1156 991 1337 940 1346 985 1156 989

4 1164 959 1367 926 1380 987 1164 958

5 1170 943 1387 920 1398 973 1170 941

The critical boundaries are determined by using the Lan–DeMets error-spending method, with
equally spaced increments of information. The critical boundary combinations are OF for both
endpoints (OF-OF), PC for both endpoints (PC-PC), OF for AAD and PC for CDD (OF-PC), and
PC for AAD and OF for CDD (PC-OF). The ASN is calculated under H1 (pT1 ¼ 0:2 and pC1 ¼
0:4; and pT2 ¼ 0:02 and pC2 ¼ 0:04)
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2.4 Practical Issues

Two important decisions must be made when constructing efficient
group-sequential strategies in clinical trials with multiple co-primary endpoints. The
first decision is the choice of the critical boundary based on an error-spending
method for each endpoint. If the trial was designed to detect effects on at least one
endpoint with a prespecified ordering of endpoints, then the selection of different
boundaries for each endpoint (i.e., the OF for the primary endpoint and the PC for
the secondary endpoint) can provide a higher power than using the same critical
boundary for both endpoints (Glimm et al. 2010; Tamhane et al. 2010). However,
as shown in Asakura et al. (2014), the selection of a different critical boundary has a
minimal effect on the overall power and ASN. In both decision-making frame-
works, regardless of equal or unequal standardized mean difference among the
endpoints, the largest power is obtained from the OF for all of the endpoints, and
the lowest is the PC for all of the endpoints. Regarding the ASN, the smallest is
provided by the PC for all of the endpoints while the largest is provided by the OF.
One possible scenario for selecting a different boundary is when one endpoint is
invasive and stopping measurement of the endpoint is desirable as soon as possible,
i.e., once the superiority for the endpoint has been demonstrated.

Table 2.5 illustrates the average observation number (AON) per intervention
group (equally sized groups) for each endpoint based on the decision-making
frameworks DF-A under a given MSS in clinical trials with two co-primary end-
points, EP1 and EP2, when their standardized mean differences are D1;D2ð Þ ¼
0:2; 0:2ð Þ and 0:2; 0:3ð Þ: The AON is the expected sample size for each endpoint

Table 2.5 The AON per intervention group for each endpoint based on the decision-making
framework DF-A under a given MSS in clinical trials with two co-primary endpoints, EP1 and
EP2, when their standardized mean differences are D1;D2ð Þ ¼ 0:2; 0:2ð Þ and 0:2; 0:3ð Þ
Standardized mean
difference

Sample sizes Critical boundary combination

OF-OF PC-PC OF-PC PC-OF

(0.2, 0.2) AON (H1k) EP1 403 454 474 490

EP2 403 454 390 474

MSS 574 518 547 547

ASN (H1) 472 502 505 505

(0.2, 0.3) AON (H1k) EP1 259 298 316 243

EP2 341 368 339 373

MSS 450 403 446 408

ASN (H1) 357 385 384 380

The MSS per intervention group (equally sized groups) is calculated to detect the joint effect for
two endpoints with 80 % power at 2.5 % significance level for a one-sided test, where one interim
and one final analysis are to be performed. The critical boundaries are determined by using the
Lan–DeMets error-spending method, with equally spaced increments of information. The critical
boundary combinations are OF for both endpoints (OF-OF), PC for both endpoints (PC-PC), OF
for AAD and PC for CDD (OF-PC), and PC for AAD and OF for CDD (PC-OF). The ASN is
calculated under H1 (D1 ¼ D2 ¼ 0:2). AON is calculated under H1k with the calculated MSS
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and it is calculated under the hypothetical reference values and provides informa-
tion on the number of observations anticipated in a group-sequential clinical trial in
order to reach a decision point for each endpoint. The AON is calculated under H1k

with the calculated MSS. The MSS per intervention group (equally sized groups) is
calculated to detect the joint effect for two endpoints with 80 % power at 2.5 %
significance level for a one-sided test, where one interim and one final analysis are
to be performed. The critical boundaries are determined by the combinations of the
OF and the PC, using the Lan–DeMets error-spending method with equally spaced
increments of information; if EP1 is an invasive endpoint, then the critical boundary
combination of the PC for EP1 and the OF for EP2 provides the smallest AON for
EP1 in all of the standardized mean difference combinations.

Another practical decision is the selection of the correlations in the power eval-
uation and sample size calculation, i.e., whether the observed correlation from
external or pilot data should be utilized. As shown in Sect. 2.2.3, when the stan-
dardized mean differences for the endpoints are unequal, the advantage of incor-
porating the correlation into sample size calculation is less dramatic as the required
sample size is primarily determined by the smaller standardized mean difference and
does not greatly depend on the correlation. In this situation, the sample size equation
for multiple co-primary continuous endpoints can be simplified using the equation
for a single endpoint. When the standardized mean differences among endpoints are
approximately equal, one conservative approach is to assume that the correlations
are zero even if nonzero correlations are expected. Group-sequential designs dis-
cussed in this chapter offer the possibility of reducing the sample size compared to
fixed-sample designs even if zero correlation is assumed at the design stage.

Table 2.6 summarizes MSS and ASN per intervention group in clinical trials
with two co-primary endpoints. The MSS per intervention group (equally sized

Table 2.6 MSS and ASN per intervention group in clinical trials with two co-primary endpoints

Decision-making framework # of analyses L MSS ASN (H1)

0.0 0.3 0.5 0.8

DF-A 2 518 502 494 488 475

3 522 470 461 455 442

4 525 457 447 440 426

5 528 449 440 432 418

DF-B 2 518 502 494 488 475

3 523 471 462 455 443

4 528 459 449 442 428

5 530 451 441 434 419

The MSS per intervention group (equally sized groups) is calculated to detect the joint effect for
two endpoints (D1 ¼ D2 ¼ 0:2) with 80 % power at 2.5 % significance level for a one-sided test,
where the correlation between the two endpoints is assumed to be zero, i.e., qT ¼ qC ¼ q ¼ 0:0
and the critical boundaries are determined by OF, using the Lan–DeMets error-spending method
with equally spaced increments of information. The ASN is calculated under H1 (D1 ¼ D2 ¼ 0:2)
with ρ = 0.0, 0.3, 0.5, and 0.8
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groups) is calculated to detect the joint effect for two endpoints with 80 % power at
2.5 % significance level for a one-sided test, where the correlation between the two
endpoints is assumed to be zero, i.e., qT ¼ qC ¼ q ¼ 0:0 and the critical boundaries
are determined by the OF, using the Lan–DeMets error-spending method with
equally spaced increments of information. The ASN is calculated under H1 ðD1 ¼
D2 ¼ 0:2Þ and q ¼ 0:0; 0:3; 0:5; and 0:8: For example, when considering a clinical
trial with two co-primary endpoints, 516, 503, 490, 458 participants per interven-
tion group are required to detect a joint effect of equal standardized mean difference
D1 ¼ D2 ¼ 0:2 with 80 % power at 2.5 % significance level for a one-sided test in
a fixed-sample design, if the correlation between two endpoints is q ¼
0:0; 0:3; 0:5; and 0:8: In a group-sequential design based on DF-B, assuming zero
correlation between the two endpoints, the MSS are 518, 523, 528, and 530 cor-
responding to the number of planned analyses L = 2, 3, 4, and 5. The critical
boundaries for both endpoints are determined by OF, using the Lan–DeMets
error-spending method with equally spaced increments of information. Under these
MSS, the ASN are 488, 455, 442, and 434. The ASN are approximately equal or
smaller than the fixed-sample designs, depending on the number of planned anal-
yses. Our experience suggests that when standardized mean differences are unequal
among the endpoints, the power is not increased with higher correlations. With
unequal standardized mean differences, incorporating the correlation into the
sample size calculation at the planning stage may have less of an advantage because
the sample size is determined by the smaller standardized mean difference.

2.5 Summary

The determination of sample size and the evaluation of power are fundamental and
critical elements in the design of a clinical trial. If a sample size is too small, then
important effects may not be detected, while a sample size that is too large is
wasteful of resources and unethically puts more participants at risk than necessary.
Recently, many clinical trials are designed with more than one endpoint considered
as co-primary. As with trials involving a single primary endpoint, designing such
trials to include interim analyses (i.e., with repeated testing) may provide effi-
ciencies by detecting trends prior to planned completion of the trial. It may also be
prudent to evaluate design assumptions at the interim and potentially make design
adjustments (i.e., sample size recalculation) if design assumptions were dramati-
cally inaccurate. However, such design complexities create challenges in the
evaluation of power and the calculation of sample size during trial design.

In this chapter, we discuss group-sequential designs with two co-primary end-
points, where both endpoints are continuous or both are binary. We derive the power
and sample size methods under two decision-making frameworks: (1) designing the
trial to detect superiority for the two endpoints at any interim time-point (i.e., not
necessarily simultaneously) (DF-A) and (2) designing the trial to detect the test
intervention’s superiority for the two endpoints simultaneously (i.e., at the same
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interim time-point of the trial) (DF-B). The latter is simpler while the former is more
flexible and may be useful when the endpoint is very invasive or expensive, as it
allows for stopping the measurement of any endpoint upon which superiority has
been demonstrated. We summarize advantages and disadvantages of the two
decision-making frameworks in clinical trials with multiple co-primary endpoints in
Table 2.7. For other decision-making frameworks, see Hamasaki et al. (2015).
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