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Abstract A proper description of the propagation of a swift proton beam through
biomaterials, accounting for the energy deposited as well as the geometrical evolu-
tion of the beam as a function of the target depth and nature, is a crucial issue in
proton therapy. For this purpose, simulation is a very adequate tool, since the most
relevant interactions that take place between the projectile and the target constituents
(electrons and nuclei) can be conveniently accounted for in a controlled manner. In
this chapter an overview and relevant results for hadron therapy are presented of the
simulations we have developed using the code SEICS (Simulation of Energetic Ions
and Clusters through Solids), which combines Monte Carlo and Molecular Dynam-
ics, to follow in detail the motion and energy deposition of swift protons through
targets of hadron therapeutic interest, mainly liquidwater. Themain interactions con-
sidered in our study are of elastic nature (affecting mainly the projectile’s direction)
and inelastic processes (leading to either nuclear reactions or electronic energy loss).
The performance of the code, as well as the quality of its main input, namely the
stopping force for proton beams in liquidwater (which is themain tissue constituent),
are benchmarked by comparing the results of the simulations with available experi-
mental proton energy spectra as a function of the detection angle after traversing a
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micrometric liquid water jet. The excellent agreement with experiments validates the
SEICS code, which we can use then to study several problems of interest for proton
therapy, including the calculation of depth-dose curves and lateral dose profiles, the
energy evolution of the proton beam along the target, as well as the production of
secondary electrons at the Bragg peak in relevant biomaterials.

1 Introduction

The interaction of fast charged particles with biological materials is a topic of great
current interest, due to its possible (beneficial or harmful) consequences on human
tissues. The passage of energetic ions through the body initiates a cascade of physical,
chemical and biological processes, which can produce the damage and, eventually,
the death, of human cells. Such results can be considered either as negative (when the
damage should be prevented) or positive (when it is desired), so a proper description
and understanding of the involved phenomena is desirable, in each case, for radiation
protection or for radiotherapeutic purposes.

While radiation protection against energetic ions is relevant to prevent human
exposure in the context of nuclear reactors and space exploration, radiotherapeutic
purposes find an emergent application in the technique known as ion beam can-
cer therapy (or hadron therapy) [1]. Contrary to conventional radiotherapy, where
energetic photon or electron beams are used, having a rather homogeneous energy
deposition profile in human tissues, ion beam cancer therapy exploits the unique
characteristics of energetic ion beams, which present an inverse depth-dose profile,
losing more energy as their kinetic energy decreases. This behaviour gives place to
the appearance of the Bragg peak, i.e., a sharp maximum in the energy deposition
profile near the end of the trajectories of the energetic ions. The depth (in the tar-
get) of the Bragg peak has to be carefully tuned. For that purpose, it is necessary to
improve the knowledge of the interaction processes that take place when swift ion
beams move through biological materials. This will allow a precise energy delivery
in deep-seated tumours, whileminimising the damage to surrounding healthy tissues,
which is especially desirable for treating tumours close to sensitive areas, such as the
brain. For ion beam cancer therapy, usually proton and carbon ion beams are used,
although the majority of centres all around the world employ protons [2].

Energetic ions moving through condensed matter (solids and liquids) lose energy
mainly by electronic excitations and ionisations. The main quantity describing this
energy loss is the stopping power (or stopping force) [3]. Its accurate determination
for biological materials and, especially, for liquid water (the main constituent of
living tissues) is an important issue, since it will determine the precision with which
the Bragg peak can be positioned and, hence, the accuracy of treatment plannings
[4, 5]. However, electronic excitation and ionisation are just two of the multiple
phenomena which occur since the ion begins its propagation in the body until the
final biological damage.

Ion beam cancer therapy should be studied, indeed, within a multiscale approach
[6], since processes in very different energy, spatial, and time scales take place.
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Apart from electronic interactions, ion propagation is influenced by nuclear frag-
mentation reactions, which convert the initial projectiles in a new whole family of
propagating secondary particles. The electronic interactions lead to the ejection of a
vast quantity of secondary species, including secondary electrons and free radicals,
which propagate in nano- andmicrometric scales, inducing the physical and chemical
mechanisms that account for themajor part of the initial damage of the biomolecules,
especially the nuclear DNA. Then, biological processes come into play, dealing with
the damage and reparation of the biomolecules, which will lead to cell death if the
latter mechanism is not effective.

Therefore, it is clear that an optimal use of ion beam cancer therapy requires
knowledge on multiple phenomena, among which, from the physics point of view,
electronic excitation and ionisation, and nuclear fragmentation reactions, play a rel-
evant role. A convenient way of modelling ion beam interaction with biological
materials, taking into account all these physical interactions, is numerical simula-
tion, such as Monte Carlo and Molecular Dynamics. In the Monte Carlo codes, the
detailed history of each projectile of the beam is followed by randomly drawing the
coordinate at which each possible interaction (elastic or inelastic scattering, electron
exchange between the projectile and the target, nuclear fragmentation reaction...)
takes place, as well as the final result of the interaction, by using appropriate inter-
action probabilities, known as cross sections.

Depending on the kind of code, more or less detailed information will be obtained
from the simulation. Track-structure (or event by event) codes are the most complete
ones, inwhich the result of each interaction is described and followed in detail. This is
particularly important for the emission of secondary electrons: in the track-structure
codes, the energy and angle of each secondary electron is determined after each
ionising collision, and then the electrons are also followed until stopped. Examples
of such codes are KURBUC [7], PARTRAC [8], NOTRE DAME [9], MC4 [10], and
EPOTRAN [11], among others [10].

As a consequence of being very detailed, these simulations are also very time
consuming, and not very convenient when only macroscopic dose distributions are
needed. In those cases, radiation transport (or condensed history) codes can be used,
by grouping bunches of interactions that, by themselves, have a small effect on
the projectile history, which greatly reduce computational time. This is done, for
example, with the electronic interactions when the trajectories of the secondary elec-
trons are not important, i.e., for the calculation of macroscopic dose profiles. Some
examples of condensed history codes are FLUKA [12], MCNPX [13], SRIM [14],
PENELOPE [15] or GEANT4 [16], among others [17]. Also, codes exist that can
use the condensed history algorithm for the whole target, while calculating the track-
structure just for the regions of interest, such as GEANT4-DNA [18] or LEPTS [19,
20], which enable more efficient multiscale simulations.

However, in order to obtain proper results from Monte Carlo codes, they have to
be fed with appropriate input, i.e., with accurate values of the cross sections for each
interaction process, notably for the electronic excitation in condensed phase targets,
such as liquidwater. In this context, the codeSEICS (Simulation ofEnergetic Ions and
Clusters through Solids) has been developed over the last years, for the description



64 P. de Vera et al.

of swift ion propagation through a target by taking special care on its condensed
matter nature [21]. The SEICS code employs accurate electronic stopping quantities,
obtained from the dielectric formalism [22], by properly taking into account the
stochastic energy loss of swift ions in condensed organic targets, such as liquid
water [23], bone [24] or other biotargets [25–28]. Therefore, this code represents a
good tool for the simulation of ion beam interactions with biomaterials.

The SEICS code will be briefly described in Sect. 2. After some initial consid-
erations on the way the code works, in Sect. 2.1 we will explain in detail how the
electronic energy loss of proton beams in liquid water is calculated, taking into
account the stochasticity of the process through the use of the stopping power and
the energy-loss straggling, as well as the charge state of the projectile. Then, the rest
of relevant interactions in the problem will be described, namely elastic scattering
(Sect. 2.2), electron capture and loss processes (Sect. 2.3), and nuclear fragmentation
reactions (Sect. 2.4). In particular, we will show how, even recognizing the complex-
ity of nuclear fragmentation reactions, they can be implemented in a quite simple
way for proton beams.

After describing the code, and before studying several problems related to proton
therapy, in Sect. 3 we will benchmark both the code and its main input, i.e., the elec-
tronic stopping quantities for protons in liquid water. This will be done by comparing
the outputs from SEICS with the results of the experiments performed in micromet-
ric liquid water jets by the Kyoto group [29, 30], which were done to determine
the stopping power of liquid water for proton beams of intermediate energy. The
excellent agreement of our simulated energy distributions with the corresponding
measurements validate the performance of our code, as well as the accuracy of the
stopping quantities we use.

Finally, several applications of the SEICS code to calculate useful quantities in
proton therapy are presented in Sect. 4.Wewill start by calculating depth-dose curves
of proton beams in liquid water, Sect. 4.1. Apart from the satisfactory comparison
with available experimental data, we will see how the SEICS code can be used to
evaluate the contribution of each individual interaction process (electronic energy-
loss and straggling, elastic scattering, nuclear fragmentation reactions) to the total
dose deposited in the target. Then, in Sect. 4.2 the depth-dose curves will be comple-
mented with the calculation of lateral dose profiles. Here, the simulation results for
the lateral aperture of the beam will be parameterised, which yields useful results for
the analytical calculations of dose profiles. The energy distribution of protons along
the Bragg curve will be discussed in Sect. 4.3, where important characteristics of
the energy spectra of primary projectiles along the beam trajectory will be featured.
This discussion is very relevant, since the energy distribution of primary projec-
tiles governs the production of secondary electrons, which in turn will determine
the microscopic track-structure of the incident radiation. In Sect. 4.4 we will discuss
the generalisation of the dielectric formalism to obtain energy spectra of secondary
electrons produced by proton beams, and we will use them, in conjunction with the
energy distribution of the primary protons as a function of the depth, to determine
the realistic energy distributions of secondary electrons produced at the Bragg peak
region. Such results are useful to establish the initial conditions for track-structure
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simulations in realistic circumstances, where ultimate cellular damage is expected
to depend on the number and energy of electrons produced around the Bragg peak
region in several relevant biomaterials [31, 32].

2 Propagation of Energetic Ions Through
Condensed Media

In order to properly describe the propagation of energetic ions through condensed
media, we use the simulation code SEICS (Simulation of Energetic Ions and Clus-
ters through Solids), which is based on a combination of Molecular Dynamics and
Monte Carlo techniques to follow the motion of swift projectiles through the target
[21, 33–35]. The code implements all the relevant interactions between ions and
the target constituents, which are described in what follows. The energy loss by the
projectile is mainly due to the electronic excitations and ionisations that it generates
along its trajectory, which is accounted for by solving the projectile’s equation of
motion by considering a stopping force (obtained from the stopping power, i.e., the
average energy loss per unit path length) whose fluctuations, due to the stochastic
nature of the interaction, are accounted for by the energy-loss straggling; due to
the high energies typically used in hadron therapy, relativistic corrections have been
included in the kinematics of the projectiles. The multiple Coulomb scattering of
the projectile with the target nuclei is the major responsible for the beam angular
spreading. The electron capture and loss processes by the projectile determine its
charge state, which, in turn, determines the stopping force. Finally, the nuclear frag-
mentation reactions modify the number of projectiles in the beam and generate new
ones, affecting the general shape of the Bragg curve.

Whereas the slowing down of the projectile is managed through a standard Mole-
cular Dynamics procedure, the rest of the processes are drawn by the Monte Carlo
technique, where the probability distributions are obtained from the corresponding
cross sections.

Besides, an effort has been made to have a more realistic description of the elec-
tronic excitation spectrum of the more relevant biological targets, putting especial
interest in liquid water, as it is the main constituent of the living tissues, as well as
the DNA molecular constituents.

Taking into account all the ingredients cited previously, the SEICS code dynam-
ically follows the trajectory of each projectile in the target, providing its position,
velocity and charge-state at any instant. The position r and velocity v of a projectile,
with mass M1 and atomic number Z1, are obtained by numerically solving its equa-
tion of motion at discrete time intervals Δt. For this purpose we rewrite the velocity
variant of Verlet’s algorithm [36], taking into account the relativistic velocities of the
projectiles:
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r(t + Δt) = r(t) + v(t)Δt + F(t)

2M1
(Δt)2

[
1 −

(
v(t)

c

)2
]3/2

, (1)

v(t + Δt) = v(t) + F(t) + F(t + Δt)

2M1
Δt

[
1 −

(
v(t)

c

)2
]3/2

, (2)

where F is the electronic stopping force, and c is the speed of light. The classical
trajectory of the projectile is followed until it reaches a threshold energy Eth. We
use Eth ∼ 250 eV, although reducing this value has not practical consequences in the
final depth-dose distributions.

The force that acts on the projectile is due to its inelastic collisions with the target
electrons. This produces the so-called electronic stopping force, which depends on
the projectile charge-state q and speed v. Due to the stochastic nature of the interaction
with the target electrons there are fluctuations in the force sensed by the projectile.
Then, in the simulation we use the modulus of the electronic stopping force felt by
the projectile (with charge state q) from a Gaussian distribution with mean value
Sq (the stopping power or mean value of the energy loss), and a standard deviation
given by:

σ =
√

Ω2
q/Δs , (3)

where Δs = vΔt is the distance travelled by the projectile (with velocity v) in a time
stepΔt, andΩ2

q is the energy-loss straggling (themean square deviation per unit path
length of the energy-loss distribution) for a projectile with charge state q. According
to the Box-Müller procedure to generate a Gaussian distribution [37], the electronic
stopping force acting on the projectile is written as:

F = −
[
Sq + (Ωq/

√
Δs)

√−2 ln ξ1 cos (2πξ2)
]
v̂ , (4)

with v̂ being the unit vector of the instantaneous projectile velocity v. The symbols ξi
refer to random numbers uniformly distributed between 0 and 1 [38], with the value
of the subscript i (= 1, 2, . . . ,) denoting each time a random number ξi is used in
the simulation.

The stopping power Sq and the energy-loss straggling Ω2
q of the projectile are the

main input quantities in the simulation code. They are calculated in the dielectric
framework, together with the MELF-GOS (Mermin Energy Loss Function – Gener-
alised Oscillator Strength) model [39, 40], which has been developed to realistically
represent the electronic excitation spectrum of any condensed media, being particu-
larly convenient for biological targets, which are liquids or solids [25, 41]. To speed
up the simulation, at higher projectile velocities (v ≥ 20 a.u.; kinetic energies T ≥ 10
MeV/u) we use the analytical relativistic Bethe formula for the stopping power [42],
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S = 4πe4Z2Z2
1N

v2
ln

[
2mv2

I(1 − (v/c)2)
− (v/c)2

]
, (5)

where Z2 is the atomic number of the target, N is its atomic or molecular density,
m and e are the electron mass and charge, respectively, and I is the mean excitation
energy of the target, which only depends on its electronic structure [43], and it is
found from the MELF-GOS model [25, 44]. Also at high energies, the energy-loss
straggling Ω2

q is evaluated from the Bohr straggling formula [3]:

Ω2
Bohr = 4πe4Z2Z

2
1N . (6)

The SEICS code becomes a convenient tool to address different problems related
to ion beam cancer therapy, since the propagation and energy deposition of the ions
through liquid water and other biologically relevant targets can be described with
high accuracy.

Althought a complete description of the SEICS code can be found in Refs.
[21, 35], in what follows we summarise how the different interactions between a
swift charged particle and the target constituents are implemented in it.

2.1 Inelastic Energy Loss Processes

The dielectric formalism is a convenient approach for describing the interaction of
fast charged particles with the electrons of a condensed target [22, 45, 46]. It assumes
a linear response of the electronic system to the perturbation induced by the electric
field of the projectile, providing a connection between the dielectric function of the
target (a macroscopic property) and the matrix elements of the electronic transitions
(a microscopic quantity). In this case, all the possible electronic excitations of the
system are properly accounted for, including many-body and physical-state effects
coming from intermolecular interactions, so important in condensed matter.

For an ion with atomic number Z1, mass M1 and charge state q, which travels
with kinetic energy T (velocity v) through a condensed medium characterised by a
dielectric function ε(k, ω), the dielectric formalismprovides the differentmoments of
the energy-loss distribution due to inelastic collisions of the projectile with the target
electrons. The stopping power Sq is given by the first moment of the distribution:

Sq(T) = M1e2

�πT

∫ ω+

ω−
dω (�ω)

∫ k+

k−

dk

k
[Z1 − ρq(k)]2Im

[ −1

ε(k, ω)

]
, (7)

where �k and �ω represent, respectively, themomentum and energy transferred to the
target in an inelastic collision. ρq(k) is the Fourier transform of the electronic density
of the projectile, which is described by the statistical model proposed by Brandt and

Kitagawa [47].The integration limits are�k± =
√
2M1

(
2T − �ω ± 2

√
T(T − �ω)

)
,
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whereas �ω− = 0 (for metals) or �ω− = Egap (for insulators) and �ω+ � 4Tm/M1,
where m is the electron mass.

The energy-loss straggling,Ω2
q , which accounts for fluctuations in the energy loss

due to the stochastic nature of the inelastic collisions, is related to the secondmoment
of the distribution. It can be obtained from the following expression:

Ω2
q (T) = M1e2

�πT

∫ ω+

ω−
dω (�ω)2

∫ k+

k−

dk

k
[Z1 − ρq(k)]2Im

[ −1

ε(k, ω)

]
. (8)

The Brandt-Kitagawa model presupposes that the cloud of bound electrons is
screening the projectile nucleus over a certain radius that depends on the projectile
velocity. Therefore, target electrons that approach the projectile with impact para-
meters larger than this radius (that is, distant collisions) perceive the projectile as
a point charge with charge q, irrespective of its internal structure. However, when
the impact parameter is smaller than the radius (i.e., close collisions) the target elec-
trons penetrate the screening cloud of the bound electrons of the projectile, sensing
a partially screened potential corresponding to a projectile charge larger than q. An
average over all the impact parameters will give the charge of the projectile. The
advantage of this model is that it is possible to derive analytical expressions for the
Fourier transform of the electronic charge density of the projectile, ρq(k). For more
details about the implementation of this model in the SEICS code see Ref. [28].

In Eq. (7) the target properties enter through the energy loss function (ELF),
Im[−1/ε(k, ω)], which characterises the electronic excitation spectrum of the mate-
rial, since it expresses the probability of producing a target excitation or ionisation
with energy and momentum transfers �ω and �k, respectively. A good description
of the target ELF at any energy and momentum transfer, the so-called Bethe surface,
is basic to obtain accurate values of the stopping power.

On the other hand, the electric field, Eind,q, induced by the projectile with charge
q in the target, which is the responsible of its stopping, can also distort the electronic
cloud of the projectile, polarising it. The contribution of this process to the stopping
power is given by [34, 48]:

Spol,q(T) = e2M1Z1
πT

∫ k+

k−

dk

k
ρq(k)

∫ ω+

ω−
dω ω Im

[ −1

ε(k, ω)

][
1 − cos

(
ωdq

√
M1

2T

)]
.

(9)

Here, dq = μqEind,q(T) is the displacement of the centre of the electron cloud from
its nucleus, where μq is the projectile polarisability; the self-induced electric field is
given by:

Eind,q(T) = M1e

πT

∫ k+

k−

dk

k
[Z1 − ρq(k)]

∫ ω+

ω−
dω ω Im

[ −1

ε(k, ω)

]
. (10)
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This extra contribution to the energy loss of the projectile due to its self-polarisation
is also included in the SEICS code.

At this point the only quantity that remains to be determined is the energy loss
function of the target at any energy and momentum transfer, that is over the whole
Bethe surface, which is not a trivial task. Most of the experiments can measure the
ELF at the optical limit (k = 0), therefore it is necessary to use methodologies for
a proper extension over the whole momentum plane (k �= 0). A discussion about
the different extended optical data models currently used to calculate the ELF at
any momentum transfers can be found in [41]. In what follows, we will present the
MELF-GOS methodology developed by our research group to describe the target
ELF over the Bethe surface.

2.1.1 Target Description: The MELF-GOS Model

The MELF-GOS (Mermin Energy Loss Function-Generalised Oscillator Strength)
methodology is based on the use of Mermin dielectric functions [49] for the descrip-
tion of the outer-shell electron excitations, together with generalised oscillator
strengths in the hydrogenic approach [50] for the description of the inner-shell elec-
tron excitations.

Due to the different response to the perturbation induced by the projectile of
either the tight-bound outer shell or the inner-shell electrons, the description of both
contributions to the ELF can be safely assumed to be independent. Therefore the
ELF can be divided in two components:

Im

[ −1

ε (k, ω)

]
= Im

[ −1

ε (k, ω)

]
outer

+ Im

[ −1

ε (k, ω)

]
inner

. (11)

The inner-shell electron excitations present large binding energies, preserving
their atomic character and they do not participate in the chemical bonds of the tar-
get. Therefore, they can be regarded practically as atomic electrons, being properly
described by the generalised oscillator strength (GOS) in the hydrogenic approach
[40, 43, 50]. This fact allows to use the Bragg rule [51] for determining the ELF of
the inner shells for a compound target as the sum of their atomic constituents [28]:

Im

[ −1

ε (k, ω)

]
inner

= N
∑
j

αj
ELFj(k, ω)

Nj

= 2π2N

ω

∑
j

αj

∑
n�

df jn�(k, ω)

dω
Θ(ω − ω

j
ionis,n�) , (12)

where N is the molecular density of the target, αj, ELFj(k, ω) and Nj are, respec-
tively, the stoichiometry coefficient, the ELF of the jth atom and the atomic density
of the jth element, df jn�(k, ω)/dω is the hydrogenic GOS corresponding to the (n, �)-
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subshell of the jth element, and�ω
j
ionis,n� is the ionisation energy of the (n, �)-subshell

of the jth-element in the compound target. Θ(...) represents the Heaviside step func-
tion.

Due to the complex structure of the ELF for real materials, it is suitable to describe
the outer-shells contribution to the ELF, Im [−1/ε (k, ω)]outer, by a linear combina-
tion of Mermin-type ELF (MELF), which must be fitted to the experimental optical
ELF (k = 0), namely,

Im

[ −1

ε (k = 0, ω)

]
outer

= Im

[ −1

ε (k = 0, ω)

]
exp

=
∑
i

AiIm

[ −1

εM (k = 0, ω;ωi, γi)

]
Θ(ω − ωth,i) , (13)

with εM being the Mermin dielectric function [49], given by:

εM(k, ω) = 1 + (1 + iγ /ω) [εL(k, ω + iγ ) − 1]
1 + (iγ /ω) [εL(k, ω + iγ ) − 1]/[εL(k, 0) − 1] , (14)

where εL is the Lindhard dielectric function [22, 52, 53], which provides an analytic
expression for the dielectric response function of a homogeneous free-electron gas,
where plasmons are undamped electronic excitations. However, experimental evi-
dence indicates that a strong damping mechanism exists at all k for most materials.
To solve this problem, the Mermin dielectric function phenomenologically modifies
the Lindhard dielectric function by including plasmon damping through phonon-
assisted electronic transitions. It should be noted that at the optical limit the Mermin
and the Drude ELF are equivalent.

In Eq. (13) the coefficients Ai account for the intensity of each resonance in the
experimental energy loss spectrum (i.e., the intensity of their oscillator strengths),�ωi

and �γi represent the position and width of each excitation and �ωth,i is a threshold
energy, usually the band gap energy, below which electronic excitations are not
possible.

In summary, the fitting parameters Ai, ωi and γi of the optical ELF in Eq. (13) are
chosen in such a way that it reproduces the main features of the experimental optical
ELF and fulfils physically motivated restrictions, such as the Kramers-Kronig (KK)
sum rule [25]:

2

π

∫ ∞

0
dω

1

ω
Im

[ −1

ε(k = 0, ω)

]
= 1 − 1

n2(0)
(15)

and the f -sum rule (or Thomas-Reiche-Kuhn sum rule):

Z2 = m

2π2N e2

∫ ∞

0
dω ωIm

[ −1

ε(k = 0, ω)

]
. (16)
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n(0) represents the refractive index at the static limit, whereas Z2 is the target atomic
number (per molecule). The KK sum rule, Eq. (15), guarantees a good behaviour
of the ELF at low energy transfers. The f -sum rule, Eq. (16), links the ELF to the
number of target electrons per molecule that can be excited by the projectile; it must
be fulfilled for a good behaviour of the ELF at intermediate and high energy transfers.

An important advantage of the MELF-GOS model is that the extension from the
optical data to k �= 0 is automatically achieved through the analytic properties of
the Mermin dielectric function, therefore no extra extension algorithms have to be
introduced.

In order to test the accuracy of the MELF-GOS model, we calculate the Bethe
surface of liquid water and compare with experimental measurements from inelastic
x-ray scattering spectroscopy (IXSS) [54, 55]. Figure1 shows the experimental data
for the ELF of liquid water from k = 0 to k = 3.59 a.u. (symbols), together with the
calculations obtained by the MELF-GOS model (lines). The very good agreement
does not happen for other extended optical-data models (see [41]), which means that
the inclusion of the damping in the electronic excitations is indispensable. Therefore,
by starting from the experimental ELF at the optical limit, the MELF-GOS method-
ology can realistically predict the excitation spectrum of liquid water (and any other
target) over the entire plane of energy and momentum transfers.

The dielectric formalism, together with a realistic description of the electronic
properties of the target by the MELF-GOS model, has been successfully applied to
calculate electronic energy-loss quantities for ions and electrons in a large number
of inorganic and biological materials (elemental and compounds) [23–26, 40, 48,
56–65], which compare satisfactorily well with available experimental data.

As we discussed in Sect. 2, the SEICS code needs as input data the stopping power
Sq and the energy-loss straggling Ω2

q for each charge state q of the projectiles in the
irradiated target. Now we apply this methodology to calculate these quantities for
proton beams in liquid water, as it is the main constituent of living tissues.

Fig. 1 Energy loss function
(ELF) of liquid water as a
function of energy �ω and
momentum transfer �k.
Symbols are experimental
data from Hayashi [55] and
lines represent the
calculations from the
MELF-GOS model
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Before comparing the calculated energy-loss quantities with experimental data it
is necessary to take into account that due to electron capture and loss processes by
the projectile, the ion can be in different charge states q. The probability that the
projectile reaches a given (equilibrium) charge state q at a given energy T is φq(T).
Therefore, the stopping quantities are evaluated as:

S(T) =
Z1∑
q=0

φq(T) Sq(T) , Ω2(T) =
Z1∑
q=0

φq(T)Ω2
q (T) . (17)

The equilibrium charge fractions φq(T) of the projectile, which depend on its energy
and the target nature, are taken from a parameterisation to experimental data [66].
In Fig. 2 we show by solid lines the calculated stopping power S and energy-loss
straggling Ω2 for proton beams in liquid water as a function of the incident energy.
S is compared with available experimental data (symbols) for liquid water [29, 30,
67] and ice [68–70]. The semiempirical results provided by the SRIM code [14]
are depict by a grey dashed line, whereas the grey dash-dotted line corresponds to
the stopping power collected in the ICRU Report 49 [71]. The predictions at high
energies of all the models agree (among them and) with the newest experimental data
in liquid water [67]. However, at energies aroud and lower than the stopping power
maximum, the predictions of the models clearly disagree among them and depart
from the available experimental data (although these are not for liquid water but for
ice). Both SRIM and ICRU curves show a good agreement with the experimental
data for ice, because they use a parameterisation to these available experimental data.
We note that at low proton energies the inclusion of the electron charge-exchange

Fig. 2 a Stopping power of liquid water for an incident proton beam as a function of its energy.
Symbols are experimental data for liquid water and ice. Solid line corresponds to calculations from
the MELF-GOS model. Results from semi-empirical models, such as SRIM [14] (grey dashed line)
and ICRU [71] (grey dash-dotted line), are also depicted. b Energy-loss straggling for protons in
liquid water
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process is essential to obtain suitable stopping power data. For a detailed discussion
of the influence of several theoretical models in the stopping power calculations,
the interested reader can consult Refs. [28, 41]. It is also interesting to note the
differences between the experimental data for protons in liquid water at intermediate
energies [29, 30] and the theoretical results. These experimental data rely on the
measurement of the energy distributions of proton beams after traversing a liquid
water jet, and on the interpretation of these energy distributions by Monte Carlo
simulation. In Sect. 3 we will show that the stopping power at intermediate energy
obtained in Refs. [29, 30] is questionable.

Moreover, at high projectile energies the SEICS code uses the Bethe stopping
power (see Eq. (5)), where the mean excitation energy I of the material must be
known, which only depends on the electronic structure of the target, and is defined
in terms of the target ELF by the relation:

ln I =
∫ ∞
0 dω ln (ω) ωIm[−1/ε(0, ω)]∫ ∞

0 dω ωIm[−1/ε(0, ω)] . (18)

Therefore, accurate values of I are desirable, in particular for biological materials,
where a few percent in the uncertainty of the I values might cause sizeable changes
in the range and stopping maximum (i.e., the Bragg peak) of therapeutic ion beams,
which have energies of the order of several hundreds ofMeV/u.With theMELF-GOS
model a value of the mean excitation energy 79.4 eV for liquid water is obtained. A
comparison between different I values calculated from several models and several
biological targets can be found in Ref. [28].

2.2 Elastic Collisions

The simulation code SEICS also considers multiple elastic scattering among the
target nuclei and the projectile. These very frequent events modify the trajectory of
the projectile providing its angular deflection (i.e., lateral spreading) and contribute
to the energy-loss at low energies at the end of its travel, especially at the distal part
of the Bragg peak, which affects the range of the projectile.

The elastic collisions are implemented in the code through a Monte Carlo algo-
rithm [72, 73] that provides the projectile scattering angle and the corresponding
elastic energy loss at each collision. The path length Lel of the projectile between
two successive collisions with the target atoms is given by:

Lel = − ln ξ3∑
i Λel,i

, (19)

where Λel,i is the projectile inverse mean free path for having an elastic interaction
with the i-atom of the target compound. Therefore

∑
i Λel,i is the total macroscopic
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cross section for having an elastic collision with the target nuclei. We assume that
each target atom is an effective scattering centre having a spherical volume with
radius r0 = 1/(2N 1/3), whereN is the target molecular density. To determine the
type of the target atom that undergoes the collision with the projectile, we suppose
that the collision probability with the i-atom type is proportional to the fractional
contributionmade by each atom to the total cross section [74]. The scattering between
the projectile and the target atom is described by a screened Coulomb potential; here
we use the universal interatomic potential [14] with the universal screening length.
Therefore, the polar and the azimuthal scattering angles can be determined as well
as the energy loss in the scattering process.

Summarising, the projectile direction of motion before the n-collision is defined
by the polar angle Θn−1 and the azimuthal angle Ψn−1 in the laboratory frame of
reference. The path length Lel until the next elastic collision is determined by using
Eq. (19); after an elapsed time Lel/v, the n-collision takes place and we determine
the i-type of target atom that is involved in the collision. Then, the scattering angles
(polar and azimuthal), with respect to the direction of motion, are calculated and
a new direction of motion, as well the modulus of the projectile velocity, in the
laboratory frame of reference is obtained after the n-collision [73]. Once the velocity
(modulus and direction) is known after the n-collision, the next collision takes place
following the same steps that have been explained in the preceding paragraphs. A
detailed description of the expressions used for the elastic scattering is presented in
Ref. [35].

2.3 Charge Exchange Processes: Electron Capture and Loss

The capture and loss of electrons by the projectile, when it moves through the target,
is included in the simulation code by a Monte Carlo procedure [34]. This affects the
stopping force since it depends on the charge-state of the projectile.

The path length LC&L of the projectile between two successive electronic capture
or loss events is given by:

LC&L = − ln ξ7

ΛC + ΛL
, (20)

where ΛC and ΛL are the inverse mean free paths for electron capture and electron
loss, respectively, both depending on the charge-state q of the projectile. We assume
that the electron-loss cross section is proportional to both the geometrical cross
section of the projectile and the number of its bound electrons. The inverse mean
free path for electron capture, if multiple-electron processes are neglected, can be
obtained from the equilibrium relation:

ΛC(q + 1 → q) = φq

φq+1
ΛL(q → q + 1) , (21)
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where φq and φq+1 are the equilibrium fractions of the q and q + 1 charge-states,
respectively. For hydrogen projectiles:

φ0 + φ+1 = 1 , (22)

φ+1 = 〈q〉 , (23)

where 〈q〉 is the average charge-state obtained through a fit to experimental data [66].
Since the probabilities of electron loss or electron capture by a projectile with charge-
state q are proportional to the corresponding inverse mean free paths, it is possible
to determine the new projectile charge-state from Eq. (23). In summary, according
to this model we obtain the path length LC&L using Eq. (20); after an elapsed time
LC&L/v, either an electronic capture or loss event takes place determined according
to their respective probabilities (see Ref. [35] for more details). We also take into
account that electron capture and loss processes contribute to the energy loss of the
projectile in an amount that is calculated according to the theoretical models outlined
in Refs. [48, 75].

2.4 Nuclear Fragmentation Reactions

An accurate simulation of the propagation and energy deposition of swift protons
in biological media at energies typically used in hadron therapy (several hundred
of MeV) requires the inclusion of nuclear fragmentation reactions between primary
protons and target nuclei. Complex processes occur in these collisions, which imply
the excitation of the target nucleus, its fragmentation, the emission of secondary ener-
getic particles (such as neutrons, photons, secondary protons or heavier particles),
and the relaxation of the residual nucleus.

Nuclear fragmentation processes are included in the SEICS code assuming some
pertinent simplifications. We consider that primary protons are removed from the
beam according to their total non-elastic nuclear cross section, with a fraction of
their residual energy being locally deposited.

According to the standard Monte Carlo procedure, the distance Lfrag between two
consecutive nuclear fragmentation collisions can be calculated as:

Lfrag(T) = −λfrag(T) ln ξ9 , (24)

where λfrag is the fragmentation mean free path given by:

λfrag(T) = A2

NA ρ σfrag(T)
, (25)

with A2 and ρ being, respectively, the total mass number (sum of the elemental con-
stituents mass numbers) and the density of the compound target. NA is the Avogadro
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number. σfrag is themicroscopic nuclear reaction cross section for the compound, i.e.,
the sum of the cross sections σfrag,i of its constituents weighted by the corresponding
stoichiometric content αi of each element:

σfrag =
∑
i

αiσfrag,i ; (26)

the values of σfrag,i are chosen from recommended inelastic cross-sections compila-
tions [76]. The fragmentation mean free path for protons in liquid water is shown in
Fig. 3a as a function of the proton energy.

However, Eq. (24) is only valid when the mean free path does not change too
much along the collision path. Since the change in the energy of the projectiles is
large, due to the large values of the mean free path, we use an alternative algorithm
to determine the distance at which the nuclear fragmentation reaction takes place.
The formula for the exponential loss of particles in the beam is:

N(s + ds) = N(s) e−ds/λfrag , (27)

where N(s) is the number of remaining particles at a distance s, with ds being a
differential path; 1 − N(s + ds)/N(s) is a quantity between 0 and 1, which can be
interpreted as the probability for a nuclear fragmentation to occur in this differential
path ds. A random number is sampled in each differential path and, if its value is less
or equal than 1 − N(s + ds)/N(s), then the primary proton disappears and deposits
locally part of its energy. We consider that the energy transferred to neutral ejectiles
(neutrons and gamma particles) escapes out of the treatment region and is lost [77],
whereas the energy imparted to charged secondaries (protons, deuterons, tritons,
alpha particles...) is deposited locally. Figure3b shows the energy fraction fejectile
transferred to different ejectiles, as recommended by the ICRU Report 63 [76].

3 Benchmarking the SEICS Code and the Experimental
Stopping Power of Protons in Liquid Water

In this section we will benchmark the SEICS code (and one of its main ingredients,
namely our calculated stopping power of liquid water) by comparing the simulated
energy distribution of protons directed to a liquid water jet with the corresponding
experimental data reported in Ref. [30].

One of the most relevant inputs for the simulation of the interaction of charged
particles with condensed matter is the stopping power. Therefore an accurate deter-
mination of the stopping power of energetic protons in liquid water, as a subrogate
of living tissues, is essential in hadron therapy [78, 79]. However only two sets of
experimental data exist, due to the Kyoto group [30] and the Jyväskylä group [67].
Both are depicted in Fig. 2, together with theoretical curves as well as experimental
stopping power of ice. Our calculated stopping power from the dielectric formalism
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(a) (b)

Fig. 3 a Nuclear fragmentation mean free path for protons in liquid water as a function of the
incident energy, Eq. (25). b Fraction fejectile of residual energy transferred from the incident proton
to different ejectiles (neutral, protons and deuterons, and heavier particles) in liquidwater, according
to ICRU Report 63 data [76], as a function of the incident proton energy T

and the MELF-GOS model agrees very well with the data obtained by Siiskonen
et al. [67]. However it is larger than the experimental data provided by Shimizu et al.
[30]. This discrepancy can be understood from the way in which the experimental
stopping powers were obtained by each group.Whereas the former [67] were derived
directly from transmissionmeasurements in a thin liquidwater foil, the latter [30]was
indirectly obtained though a fitting procedure from the energy spectrum at different
exit angles of a proton beam after crossing a super-thin water jet.

The experimental stopping power data reported by the Kyoto group [29] were
obtained by using the stopping power and the jet diameter as fitting parameters in
the simulations performed with the GEANT4 code [16], until reaching satisfactory
agreement with the experimental energy spectra. Figure4 shows by symbols the
experimental energy distributions for 2 MeV protons in liquid water at 10, 30 and 50
mrad; theGEANT4 simulations are depicted by dotted lines. In this figure, the energy
of the ions after leaving the target, and when they reach the detector, is denoted by E.

However, these proton energy distributions after interaction with the liquid water
jet can be satisfactorily reproduced using the SEICS code using the jet diameter as
the only fitting parameter. We only need to take a 48.25 µm jet diameter (i.e., 3.5%
reduction compared to its nominal value) to obtain a very good agreement with the
experimental distributions, being ever better than the comparison of GEANT4.

Proceeding in this manner we have validated the performance of the SEICS code
for a suitable simulation of the motion and energy deposition of protons through a
condensed target, and also, the reliability of our calculated stopping power values
(solid curve in Fig. 2), which was obtained from the dielectric formalism and the
MELF-GOS methodology. These results endorse what could be expected from the
good agreement of our model-ELF for liquid water at several momentum transfers,
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Fig. 4 Proton energy distributions at 10, 30 and 50 mrad after a 2 MeV proton beam interacts with
a liquid water jet. Symbols correspond to experimental measurements [30]. Dotted lines are the
distributions obtained with GEANT4, where the jet diameter and the liquid water stopping power
had to be used as fitting parameters. Solid lines represent the results obtained with the SEICS code,
where only the jet diameter was used as a fitting parameter, whereas the stopping power was the
one provided by the dielectric formalism and the MELF-GOS methodology

which did agree very well with experimental measurements (Fig. 1), as well as the
mean excitation energy I = 79.4 eV for liquid water predicted by the MELF-GOS
method (see Eq. (18)), which is within the recent recommendation of 79.2 ± 1.6 eV
given in Ref. [79].

4 Evaluation of Useful Quantities for Ion Beam Cancer
Therapy

We will apply the simulation code SEICS to evaluate several quantities that are
relevant in ion beam cancer therapy. We will focus our attention in the interaction of
proton beams with liquid water, which is the main constituent of biological systems,
and one of the most studied targets both theoretically and experimentally. The energy
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of the proton beam will be of the order of several hundred of MeV, as it is currently
used in hadron therapy.

We will obtain the distribution of the dose deposited in the target as a function the
depth (the Bragg curve), evaluating the influence of the different processes included
in the code to describe the propagation of the projectiles through the target. The
depth-dose curves will be compared to available experimental data.

From the detailed simulation it is also possible to extract the lateral dose distri-
bution of the proton beams in the target, which is mainly due to elastic collisions.
This can be quantified through the root mean square radius of the beam, which is
parameterised as a function of the depth and energy of the incident projectiles.

Also, the energy distributions of the proton beam as a function of the depth in
the target will be simulated, due to its significance in the generation of secondary
electrons in the Bragg peak due to the proton impact.

4.1 Depth-Dose Distribution of Protons in Liquid Water

The precise knowledge of the energy deposited in the target by a proton beam as
a function of the depth in the target (the depth-dose curve) is essential in proton
therapy. This will allow a better control of the position of the Bragg peak, and of the
energy deposited in it, as well as the energy deposited in the entrance-plateau region
and distal part, where minimum damage is desired.

Due to its structure, the simulation code can be used to identify the role that
each interaction process (elastic scattering, stopping power, energy-loss straggling,
electron capture and loss, nuclear fragmentation reactions) has in its shape, since each
process can be switched on and off in the simulations. Figure5 represents the depth-
dose profile of a 150MeV proton beam in liquid water obtained with the SEICS code
by removing in a controlled manner the contribution of different phenomena to the
final result. The complete simulation, where all the processes (described in Sect. 2)
are included is depicted by a solid line. Different processes have been eliminated
from the simulation to analyse their contribution to the full simulation. Removing the
energy-loss straggling (dotted line) has a big effect in the depth-dose curve, producing
the appearance of an (unphysical) very sharp Bragg peak. Ignoring multiple elastic
scattering (not shown in the figure) has a negligible influence on the depth-dose curve.
Finally, a simulation without nuclear fragmentation reactions (dashed line) results
in a broader (and slightly higher) peak and also in a reduction of energy deposited
at the entrance region. Further information can be found for smaller proton incident
energies in Refs. [21, 35, 80]. The choice of the stopping power used as input in
the SEICS code (not shown in Fig. 5) mainly affects the range of the protons in the
medium [41], and therefore the position of the Bragg peak [5, 78, 79, 81]. In all our
calculations we use the electronic energy loss derived from the dielectric formalism
and the MELF-GOS methodology, as described in Sect. 2.1.

The inclusion of the nuclear fragmentation reactions is an essential ingredient
for projectiles having the typical energies used in hadron therapy, which is of the
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Fig. 5 Depth-dose distribution of a 150 MeV proton beam in liquid water simulated by the SEICS
code (solid line). The relative contribution of different processes to the final result is considered
by removing them from the simulation: without energy-loss straggling (dotted line), and without
nuclear fragmentation (dashed line)

order of a few hundreds of MeV/u. We check our approach to implement the nuclear
fragmentation reactions in the SEICS code comparing our results for depth-dose
curves with available experimental data.

Figure6 compares with experimental measurements [82] our simulated depth-
dose curve for a 221.8 MeV proton beam in liquid water. Both curves are normalised
to unit area.As it can be seen, the SEICS results, including the complete description of
nuclear fragmentation reactions, perfectly agrees with the experiments at practically
all the depths, except at the entrance of the target, where the simulation slightly
overestimates the dose, as expected. In this figure we can also see the influence
of the nuclear reaction model in the results. The dotted curve shows the simulated
results when the nuclear fragmentation reactions are switched off. Clearly, it can not
reproduce the experimental data. The dashed curve shows the results with nuclear
reactions, but only removing the primary protons, without accounting for secondary
particles, as it is done in some simpler approaches [83], which slightly improves the
results without nuclear reactions. But the effect of secondary particles has to be taken
into account, at least in an approximate manner as we have done, to obtain results in
accordance with experimental data.

The good performance of our code can be further checked by comparing in Fig. 7
the simulated depth-dose curves with available experimental data for protons in
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liquid water at several energies. In all cases, there is an excellent agreement with the
experimental data [82] for all the energies analysed.

It is noteworthy that the simple model we have used for nuclear fragmentation
reactions allows a very nice comparison with experiments, without the necessity of
implementing complex nuclear models.

4.2 Lateral Spreading of the Depth-Dose Distribution

Besides predicting with enough accuracy the depth-dose curves, in order to achieve
high precision in hadron therapy treatment planning, another fundamental requisite
is to know the lateral spreading of the beam with respect to the incident direction.

Multiple elastic scattering is the main responsible of the transversal deviations
of the projectile trajectory, which results in the lateral spreading of the proton dose
distribution, with the subsequent loss of precision in oncological treatment planning.

In what follows, we use the SEICS code to map the energy deposited in the target
by the projectiles, both in the longitudinal and transverse directions of the incident
beam.

Fig. 6 Depth dose distribution in liquid water of a 221.8 MeV proton beam; experimental data are
represented by symbols [82], whereas the solid line represents the results provided by the SEICS
code. Simulations without nuclear reactions are depicted by a dotted line and with nuclear reactions
but without including local energy deposition are shown by a dashed line. All the depth dose
distributions are normalised to have unit area
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Fig. 7 Depth-dose curves of proton beams incident with different energies on liquid water. Symbols
represent experimental data [82], whereas solid lines are the simulations obtained with the SEICS
code. The depth-dose distributions are normalised to have unit area

We consider an initially monoenergetic proton pencil beam directed along the
z-axis at therapeutic energies travelling in liquid water. A degradation of the proton
energy occurs due mainly as a consequence of inelastic collisions, and a broadening
of the beam takes place due to the multiple elastic scattering. The three-dimensional
distribution of deposited energy along the projectile track can be described through
the lateral dose distributionΦ(z, r), i.e., the dose delivered in the target at each depth
z and at a given radial distance r perpendicular to the projectile incident direction.
Due to the azimuthal symmetry of the problem, the x and y directions are equivalent,
therefore in order to visualize the lateral dispersion of the dose we use the function
Φ(z, x) = Φ(z)N(z, x)/N(z), where Φ(z) is the total dose at a given depth z, that is,
the depth-dose curve. N(z, x) represents the number of particles at a given depth z
and at a given lateral distance x, with N(z) being the total number of projectiles at a
depth z. Note that N(z) is not constant, since the number of projectiles in the beam
decreaseswith the depth due to the stopping of particles and the nuclear fragmentation
processes.

In Fig. 8 we represent the simulated lateral distribution of the deposited dose for
a 150 MeV proton beam in liquid water obtained with the SEICS code. It has to be
noted the difference in the longitudinal and lateral scales, being the latter less than
10% of the former, demonstrating the small lateral deflection of proton beams, which
is one of their interesting features for treatment purposes. The larger concentration of
deposited energy takes place along the beam entrance axis. However, due to multiple
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Fig. 8 Simulated lateral distribution of the dose deposited in liquid water by a 150 MeV proton
beam, as a function of the depth z and the lateral distance x from the initial beam direction

elastic scattering there is a lateral spreading of the energy deposited that grows as the
depth increases and reaches its maximum value around the Bragg peak. Because of
this spread, the lateral dose presents two maxima along the initial projectile direction
(i.e., the z axis), one at theBragg peak depth,where the depth-dose curve ismaximum,
and another one at the very beginning of the protons track, where all the particles are
concentrated in a small region because practically no elastic scattering has occurred
yet. Although the total dose is smaller at the entrance plateau as compared to the
Bragg peak region, the concentration of all the particles in small radial distances gives
place to this maximum. Nonetheless, the integration of the lateral dose distribution
recovers the expected shape of the integral depth-dose curve.

The lateral profile of the dose deposition pattern depends on the radial distribution
of particles along the beam path, which can be represented by its root mean square
radius rrms = 〈r2〉1/2 = √〈x2〉 + 〈y2〉, which is a function of the depth z. As the
SEICS code follows the trajectories of the protons through the target, it is possible to
evaluate rrms at each depth, which indicates how much the incident particles scatter
along their path. It has been shown [84] that our simulated results for rrms of a proton
pencil beam in liquid water agree with experimental data [85] as well as with an
analytical model [86]. Although rrms depends on the path traversed in the medium,
on the atomic weight of the target and on the charge and energy of the incident
projectiles, our simulations indicate that the quotient between the rrms for a proton
beam at the Bragg peak depth, (rrms)max, and the Bragg peak depth, zmax, is always
around 3%, that is (rrms)max ∼ 0.03zmax, independently of the initial proton energy in
the range from 5 to 250MeV for liquid water. For a 100MeV proton beam, typically
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used in hadron therapy, the spread of the beam in liquid water at the Bragg peak is
around 2mm, whereas at 200 MeV it increases up to around 7mm.

In the same proton energy range (5–250 MeV), our simulations predict that rrms

increases with the depth z following a parabolic dependence and suddenly falls down
at the distal part of theBragg peak, since only a fewprojectiles travel in almost straight
line to reach these deeper regions, whereas most of them, which undergo multiple
elastic collisions, deviate from their initial direction and stop at lower depths. As the
simulation of the lateral dose distribution for each proton energy is very time con-
suming, it is convenient to have an analytical expression that approximately provides
the lateral spreading of the beam as a function of the depth. This is accomplished
through the following parabolic dependence of rrms with the depth z:

rrms(μm) = C1 z(μm) + C2(μm
−1) z2(μm2) . (28)

The parameters C1 and C2 depend on the projectile initial energy, and can be found
by the best fit to the simulated rrms-curves for several initial proton beam energies T0.
These parameters are shown in Fig. 9 by symbols. It is found that both parameters
follow a logarithmic behaviour with the initial proton energy T0:

Ci = bi [T0(MeV)]ai , (29)

where the constants ai and bi (the subscript i being associated to each Ci) are deter-
mined by the best fit to theCi of the previous equation, shown by solid lines in Fig. 9.
For protons in liquid water, these constants have the following values: a1 = −0.058,
a2 = −1.87, b1 = 9.39 × 10−3 and b2 = 1.56 × 10−3.

Fig. 9 ParametersC1 andC2 used to fit the rrms of a proton pencil beam in liquid water to a parabola
as a function of the initial proton energy. Symbols represent the results obtained with the SEICS
code, solid lines are the least squares fits to these results and dashed lines represent their absolute
error. In the case of C2 the lines delimiting the error are indistinguishable from the solid line
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As the lateral spread of the proton dose distribution due to multiple elastic scat-
tering is one of the main causes of the spatial degradation of the Bragg peak, with the
subsequent loss of precision required for a successful oncological treatment, a careful
characterisation of the lateral spread of the dose deposited in a target of biological
interest is of importance for improving the accuracy of clinical treatment planning
in hadron therapy. The parameterisation we have obtained for rrms as a function of
the penetration depth z and the initial proton energy T0 allows a quick calculation of
rrms for any proton energy and depth in liquid water.

4.3 Energy Distribution of the Proton Beam Along
the Bragg Curve

Due to the stochastic nature of the interactions that take place between the projectile
and the irradiated target, a monoenergetic distribution of the incident beam turns
into an energy distribution as the particles of the beam move through the target. This
distribution depends on the target nature, on the initial energy of the beam, and on
the path travelled through the target. A detailed knowledge of the projectile energy
distributions is very important since the generation of secondary electrons in the
target due to proton impact strongly depends on the projectile energy. In this section
we will study, by the simulation code SEICS, the energy distribution of a proton
beam in liquid water and its evolution along the Bragg curve.

The SEICS code enables the calculation of the projectile energy distribution
dN(T0, z,T)/dT at any depth z in the target of an initially T0-monoenergetic proton
beam, taking into account the interaction processes described previously (Sects. 2.1,
2.2, 2.3, and 2.4). The energy evolution of a proton beam incident with T0 = 150
MeV in liquid water is shown in Fig. 10, where the mean energy of the beam (grey
line) is depicted as a function of the depth, as well as the energy distribution of the
proton beam (black lines) at several depths along the Bragg curve. To relate the Bragg
peak with the proton beam energy distribution the depth-dose profile is also shown
(dashed line). It can be seen how, while the mean energy of the beam decreases,
the energy distribution has a Gaussian shape centred at the average energy, which
broadens as the depth increases. At the Bragg peak depth, the distribution is centred
around 15 MeV, and its full width at half maximum is practically 15 MeV wide.

In general, the proton energy distribution is rather broad around the Bragg peak,
especially at its distal part, having amean value and a full width at half maximum that
always are∼10%T0, irrespectively of T0, as we have found from several simulations.
The physical origin of the broadening of the energy distribution is elucidated by
switching on and off in the simulation code the different interaction phenomena.
We find that the widening of the energy distribution is mainly due to the stochastic
nature of the electronic interactions, accounted for through the electronic energy-loss
straggling, while the multiple elastic scattering has an effect much less noticeable
[21].
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Fig. 10 (Left axis) Average energy 〈T〉 (grey line) of protons incident with 150 MeV in liquid
water, as a function of the depth. The beam energy distribution at each depth is depicted by black
lines. (Right axis) For comparison purposes, the depth-dose distribution is shown by a dashed line

Wepresent in Fig. 11 the simulated energy distribution for amonoenergetic proton
beam incident with T0 = 150 MeV in liquid water at three depths around the Bragg
peak: z80− is the depth corresponding to 80% of the maximum dose before the Bragg
peak, zmax is the depth where the maximum dose occurs (which corresponds to the
Bragg peak), and z80+ is the depth corresponding to 80% of the maximum dose after
the Bragg peak. The energy distributions are normalised to one incident projectile.
It should be noted that when the beam moves through the target there is a reduction
in the number of its projectiles due to nuclear reactions and to the energy loss. As it
can be clearly seen in the Fig. 11, the proton energy spectrum in the region around
the Bragg peak is very broad, especially at its distal part. We also found that the
distributions are peacked at lower energies as the depth in the target increases.

4.4 Generation of Secondary Electrons in Biomaterials

Secondary electrons produced by ion impact play a central role in the multiscale pic-
ture of ion beam cancer therapy [87], since these electrons transport the energy lost
by the projectile around its track at nanometre distances, giving place to a very sharp
and intense radial dose distribution. This fact explains the increased radiobiological
efficiency of ions compared to photons, for which the microscopic patterns of dose
deposition aremuchmore homogeneous [88, 89]. The secondary electrons generated
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Fig. 11 Energy distributions of protons dN(T0, z,T)/dT for a monoenergetic beam incident with
T0 = 150 MeV on liquid water, at depths z80− , zmax and z80+ , corresponding respectively to 80%
of the maximum dose before the Bragg peak, to the Bragg peak (maximum dose) and to 80% of the
maximum dose at the distal part of the Bragg peak. N0 is the initial number of incident projectiles.
The energy distributions are normalised to one incident projectile

along the proton track can also produce further ionisations, initiating an avalanche
effect, leading to the energy transfer to sensitive biomolecular targets, such as DNA,
lipids or proteins. Not only the number of emitted electrons is relevant, but also
their energy spectrum, since although high energy electrons are capable of produc-
ing further ionisations, it has been shown that low energy electrons (below ionisation
threshold) can also produce damage to biomolecules by dissociative electron attach-
ment [31, 90].

There are several methodologies to find the energy distributions of secondary
electrons generated by ion impact, going from very simple semiclassical models,
such as the Rudd formula [91] or the Binary Encounter Approximation (BEA) [92],
to complex and sophisticated time-consuming ab initio methods [93]. However, one
of the limitations of these models is that they can only be applied with accuracy
to some restricted ranges of energies, and specific projectile-target combinations.
Therefore, it will be desirable to count on with a universal model applicable to a wide
range of energies, any projectile-target system, and also to be simple, in order to be
easily implemented in radiobiological models consuming a reasonable computing
time.

This section is devoted to present a semiempirical model to calculate the energy
distribution of secondary electrons generated by the impact of energetic proton beams
in complex condensed biomaterials [94, 95].
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A first idea could be using the dielectric formalism, since it provides an adequate
framework to describe inelastic interactions of swift projectiles in condensed media.
However in this formalism the target electronic response to external perturbations
is embodied in the ELF, including electronic excitations and ionisations, which,
although being very useful to calculate energy loss quantities (such as the stopping
power or the energy-loss straggling, as it was presented in previous sections), com-
plicates the separation of the ionisation information from the excitation one. Only for
liquid water, the ELF has been separated in excitation and ionisation contributions,
making use of the energies of each shell [96, 97]. This procedure is satisfactory for
water, where there are only four outer molecular orbitals, but its generalisation for
large and complex macromolecules is not a trivial task.

In what follows, we introduce an extension of the dielectric formalism to describe
only the ionisation processes, by some simple but effective approximations, which
have been tested against experimental data and other theoretical approaches. It is
known that for liquid water excitation processes are practically confined at low trans-
ferred energies, while at high energies only ionisations remain [96, 97]. Therefore, it
seems appropriate to estimate a mean binding energy, B, from the ionisation thresh-
olds of all the outer electronic shells, and assume that ionisations or excitations will
only occur at energies above or below this threshold, respectively. This semiempiri-
cal method allows the calculation of ionisation cross sections for arbitrary biological
materials within the dielectric formalism [94, 98].

Let us consider an energetic ion of mass M1, atomic number Z1 and charge q,
moving with kinetic energy T in a medium characterised by its dielectric function
ε(k, ω). Assuming that the outer shell electrons of the target can be characterised by
a mean binding energy B, then a secondary electron will be ejected with a kinetic
energy W = �ω − B. For each (n, �)-subshell of each jth element, characterised by
the ionisation energy Bj

ionis,n�, the secondary electrons will be ejected with energy

W = �ω − Bj
ionis,n�. Then, the dielectric framework gives the following expression

for the ionisation single differential cross section (ionisation SDCS), dΛionis/dW , or
inverse mean free path, for the ejection of an electron with kinetic energy W :

dΛionis(T ,W, q)

dW
= e2

π�2

M1

T

∫ κ+

κ−

dk

k
[Z1 − ρq(k)]2Im

[ −1

ε(k,W + B)

]
outer

(30)

+ e2

π�2

M1

T

∑
j

αj

∑
n�

∫ K+

K−

dk

k
[Z1 − ρq(k)]2Im

[
−1

ε(k,W + Bj
ionis,n�)

]
inner,j,n�

,

where κ± = (
√
2M1/�)(

√
T ±

√
T − W − B), K± = (

√
2M1/�)(

√
T ±

√
T − W − Bj

ionis,n�),
and αj is the stoichiometry coefficient of each element j. Note that the key quan-
tity to compute the ionisation cross section is the target ELF over the whole
energy and momentum transfer, which is calculated by the MELF-GOS method-
ology (Sect. 2.1.1). So once the optical ELF of the target is known experimentally,
the many-body interactions and the physical-state effects are naturally included in
the subsequent calculations.
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The mean binding energy of the target outer-shell electrons, B, can be estimated
from quantum chemistry calculations [99] for any biological media. Assuming a
simple average of the binding energies of the outer-shell orbitals, the value for liquid
water was set to 18.13 eV [94, 96], while for organic compounds it was assumed
to be ∼20 eV [98]. However, it is well known that the outer the shell is, the larger
contribution to the ionisation cross section has. For this reason, we have re-estimated
these energies, according to this fact, to be 13 eV for liquid water and ∼ 15 eV
for the rest of the biomaterials [100], and these are the values used for this work.
The significance of this model lies in the possibility to calculate several radiological
quantities such as single and total ionisation cross sections, as well as the number
or the average energy of the emitted electrons, for any swift projectiles travelling in
condensed biological targets, such as liquidwater,DNAand its components, proteins,
lipids, carbohydrates or cell constituents. It has been found that this approximation
yields good results in comparison with available experimental data [94, 98, 101].

With the information obtained in the preceding paragraph, we can estimate the
production of secondary electrons and its energy distribution along the whole Bragg
curve, paying especial attention to depths around theBraggpeak,where themaximum
energy deposition takes place. As we have presented in Sect. 4.3, an initial mono-
energetic proton beam travelling through a medium, due to the stochastic inelastic
interactions and the cumulative effect of the energy-loss straggling, develops a broad
energy distribution, which depends on the initial proton energy and the travelled
depth. In order to find realistic energy distributions of the secondary electrons gener-
ated by the projectile impact it is necessary to take into account the energy distribution
of the proton beam, which can be reliably simulated by the SEICS code.

Once the energy distribution dN(T0, z,T , q)/dT at a depth z of the projectiles
with charge q and initial kinetic energy T0 is known, the realistic production of
secondary electrons at any depth z generated by the proton beam must be calculated
as a convolution between the ionisation inverse mean free path for a given energy T
of the proton dΛionis(T ,W, q)/dW (see Eq. (30)), and the energy distribution of the
beam, namely:

dΛconv
ionis(T0, z,W )

dW
= 1

N0

∫ T0

0
dT

Z1∑
q=0

dN(T0, z,T , q)

dT

dΛionis(T ,W, q)

dW
, (31)

where N0 is the initial number of projectiles that bombard the target. A summation
over all the charge statesqmust be performed to account for all the possible projectiles
that can ionise the target.

In Fig. 12 we show the convoluted differential (in energy) ionisation cross section
dΛconv

ionis(T0, z,W )/dW for a proton beam incident on liquid water with an initial
energy T0 = 150 MeV, as a function of the energy W of the emitted electrons and
at depths z around the Bragg peak. The number of ejected electrons qualitatively
follows the shape of the depth-dose curve, that is, the ionisation yield reaches a
maximum at the Bragg peak (see Fig. 4). It is worth to notice that at each depth, the
maximum number of secondary electrons is emitted at low energies, around 10 eV,
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Fig. 12 Energy spectrum of
secondary electrons
generated by a 150 MeV
proton beam in liquid water,
as a function of the depth
and the electron kinetic
energy W . This result has
been obtained from the
convolution of the ionisation
cross section and the proton
energy distribution at each
depth

with a sizeable increase in the Bragg peak region. This is particularly noteworthy
due to the especial role played by low energy electrons in cellular damage [31, 32].

We analyse inmore detail these convoluted energy distributions at the Bragg peak,
zmax, in Fig. 13 for several relevant biomolecules. Curves in Fig. 13(a) show the SDCS
for ionisation of liquidwater by a proton beam incident withT0 = 150MeV, obtained
by convolution with the proton energy distribution at zmax (solid line), as explained

(a) (b)

Fig. 13 a Convoluted energy distributions of secondary electrons (see text for more details), as a
function of their ejection energy W , produced at the depth zmax corresponding to the Bragg peak
by a 150 MeV proton beam incident on liquid water (solid line), DNA (dashed line) and backbone
(dotted line); for comparison purposes, the energy distribution in liquid water obtained from the
mean energy of the proton beam at the Bragg peak is also depicted (grey solid line). b Convoluted
energy distributions of secondary electrons produced by at the Bragg peak by a 150 MeV proton
beam in liquid water, but now considering that they are generated by adenide (solid line), cytosine
(grey dashed line), guanine (grey solid line), thymine (dashed line) and uracil (dotted line)
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previously, or when only considering the mean energy 〈T〉 of the beam at that depth
(grey solid line). It can be seen that taking into account the energy spectrum of the
protons increases the number of ejected secondary electrons in ∼20% with respect
to the mean proton energy calculation. This behaviour comes from the increased
ionisation SDCS for the low energy protons [94] that appear in the distribution at
Bragg peak.

Thus, the low energy tail of the proton energy distribution at each depth contributes
largely to the ionisation SDCS. As low energy electrons are known to have an essen-
tial role in the damage of biological media due to dissociative electron attachment
processes [31], a precise knowledge of the number and energy of the emitted elec-
trons generated by the incidence of energetic ion beams in the biomaterials is ofmajor
relevance. Hence, it is indispensable to link the data obtained with the SEICS code
for the energy distribution of the projectile at each depth with the energy distribution
of the secondary electrons at each projectile energy in order to obtain accurate val-
ues for the initial conditions of the energy spectra, for the purpose of track-structure
simulations of secondary electron transport. For these purposes, an increase of 20%
in the number of produced electrons might have noticeable consequences.

Figure13a also depicts the ionisation SDCS for protons in DNA and its back-
bone calculated following the convolution method previously outlined, considering
that the proton beam has been slowed down in liquid water. Although the Bragg
curve is calculated in liquid water (the main medium where the incident projectiles
propagate), the ionisation SDCS are obtained replacing at the Bragg peak depth the
dielectric properties of liquid water by those of a different biological material, in
order to determine the effect of the target composition on the electron production,
which will determine the microscopic track-structure. The dashed and dotted lines
in Fig. 13b correspond to the replacement of liquid water by solid DNA [102] and
by the DNA sugar-phosphate backbone [99], respectively. The results for the rest
of DNA/RNA bases (adenine, cytosine, guanine, thymine, and uracil) are shown by
different lines in Fig. 13b. Their atomic compositions and densities can be found in
Ref. [94]; however, here we have used a density of 1.35 g/cm3 for the backbone,
instead of 1 g/cm3, to coincide with the DNA density. As it can be clearly seen, all
the DNA/RNA components present a convoluted ionisation SDCS that is between
35 and 80% larger than liquid water. This result indicates that the electron produc-
tion can be substantially higher in a realistic biological target (e.g., cell nucleus) as
compared to pure liquid water, which is currently used as a universal biological sur-
rogate. In addition, the different molecular components of DNA/RNA could present
somewhat different ionisation probabilities, although within a certain range, as it can
be observed from the figure.

5 Summary and Conclusions

In this chapter, we have presented an overview of the procedures and results that can
be obtained through a detailed simulation study of the propagation, energy deposition
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and electron production of energetic proton beams in materials of radiotherapeutic
interest, especially liquid water. The outcomes of these simulations are relevant for
ion beam cancer therapy purposes.

The study is conducted by using the SEICS code (Simulation of Energetic Ions and
Clusters through Solids), which combines theMonte Carlo andMolecular Dynamics
techniques to follow the motion of energetic ions through condensed matter. The
main characteristics of SEICS have been explained in Sect. 2, where the procedure
for treating themost relevant interactions between energetic protons and a condensed
biological target have been featured, namely, electronic excitations, multiple elastic
scattering, electron capture and loss, and nuclear fragmentation reactions.

The main interaction channel, affecting both the position and shape of the Bragg
peak, i.e., the electronic excitation process, has been reviewed in Sect. 2.1. We have
explained the main features of the dielectric formalism and the MELF-GOSmethod,
which is particularly well suited for calculating the relevant electronic energy loss
quantities in condensed matter (i.e., taking into account chemical and phase effects
of the target). It has been shown how this methodology is capable of perfectly repro-
ducing the experimental electronic excitation spectrum of liquid water reported in
Refs. [54, 55]. The calculated stopping power of liquid water for proton beams has
been compared to the available experimental data for liquid and solid water, finding
a general good agreement.

The shape of the Bragg peak is also affected by the nuclear fragmentation reac-
tions. We have implemented a simple method that incorporates this inelastic inter-
action into the simulation, based on the cross sections provided in Ref. [76], as
explained in Sect. 2.4. The method accounts for the loss of primary protons accord-
ing to the total nuclear cross sections, and then the residual energy of the charged
secondary particles (protons and heavier ions) that are produced in the reaction is
deposited locally.

Before applying the SEICS code, having as the main input the energy loss quan-
tities calculated for liquid water with the dielectric formalism, to problems related
to ion beam cancer therapy, we have benchmarked both of them (the code and the
electronic energy loss) against experimental data in Sect. 3. Our simulations have
reproduced the experimental energy distributions obtained at several angles when a
2 MeV proton beam irradiates a thin liquid water jet [29, 30]. We have found that
it is possible to perfectly reproduce the experimental proton energy spectra by only
reducing the jet diameter to 48.25 µm (3.5% reduction compared to the nominal
50 µm diameter). Such a reduction is plausible, assuming a possible evaporation of
the liquid water jet into vacuum. Therefore, we conclude that our calculated stop-
ping power for protons in liquid water is accurate, and that the SEICS code works
appropriately, so it can be used for studying problems related to ion beam cancer
therapy.

This study has been presented in Sect. 4, where different characteristics of pro-
ton beams in liquid water have been discussed. The shape of the depth-dose (i.e.,
Bragg) curve, and the influence on it of the different interaction processes, was stud-
ied in Sect. 4.1. We showed how the stopping power determined the position of the
Bragg peak, whereas the broadening of its shape was mainly due to the energy-loss
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straggling, with additional contribution from nuclear fragmentation reactions. The
implementation of the nuclear fragmentation reactions, with the local energy depo-
sition approximation, was checked against experimental data, finding a satisfactory
agreement.

Regarding the multiple elastic scattering, it was shown to be responsible of the
projectiles deviation from their initial direction, leading to the transversal dispersion
of the beam, which results in a lateral spreading of the dose profile. We have studied
this aspect in Sect. 4.2, where the root mean square radius of the transversal section
of the proton beam has been studied in liquid water for different initial energies.
We have found that it can be parameterised as a function of the incident energy,
providing the corresponding parameters, which allows the calculation of the lateral
dose analytically.

In Sect. 4.3, we have studied how the energy of the proton beam evolves along the
Bragg curve. Due to the energy-loss straggling, the initially monoenergetic proton
beam develops an energy distribution, which becomes rather wide at the Bragg peak
depth. At this position, the mean energy of the distribution and the full width at
half maximum are 10% of the initial beam energy, as we have found from several
simulations.

This distribution of the proton energy can affect the number and energy of sec-
ondary electrons produced at each depth, which has been studied in Sect. 4.4. The
energy spectra of secondary electrons generated by a proton with a given energy,
as calculated with the dielectric formalism, have been convoluted with the energy
distributions of the primary protons, to produce realistic energy spectra of secondary
electrons produced at each depth in the target. They have been compared with the
spectra obtained when using instead the mean energy of the proton beam. The for-
mer (and more realistic) procedure leads to an increase of ∼20% in the number of
secondary electrons, compared to the latter. Finally, we have also calculated the ion-
isation single differential cross section for liquid water and other biological targets,
namely DNA and its molecular components, i.e., the five DNA/RNA bases (adenine,
cytosine, guanine, thymine, and uracil) and the sugar-phosphate backbone. By com-
paring these values, we have demonstrated that all these biomolecules present larger
ionisation probabilities than liquid water. This is an important result for further stud-
ies of biodamage mechanisms at the nano- and microscale, which are largely related
to the energy and number of electrons produced and propagating in realistic cellular
components.
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