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2.1 Introduction

The objective of the Paris Agreement negotiated at the twenty-first session of the
Conference of the Parties of the United Nations Framework Convention on Climate
Change (UNFCCC) is to hold the increase in global mean surface temperature (GMST)
to well below 2 °C above pre-industrial levels and to pursue efforts to limit the increase
to 1.5 °C above pre-industrial levels. The rise in GMST relative to the pre-industrial
baseline, termed AT, is the primary focus throughout this book. We consider measure-
ments of GMST from three data centers: CRU,' GISS,? and NCEI® and use the latest
version of each data record available at the start of summer 2016. The current values of
AT from these data centers are 0.828 °C, 0.890 °C, and 0.848 °C respectively.* The rise
in GMST during the past decade is more than half way to the Paris goal to limit warm-

'The CRU temperature record is version HadCRUT4.4.0.0 from the Climatic Research Unit
(CRU) of the University of East Anglia, in conjunction with the Hadley Centre of the U.K. Met
Office (Jones et al. 2012), at http://www.metoffice.gov.uk/hadobs/hadcrut4/data/4.4.0.0/time_
series/HadCRUT.4.4.0.0.annual_ns_avg.txt. This data record extends back to 1850.

2The GISS temperature record is version 3 of the Global Land-Ocean Temperature Index provided
by the Goddard Institute for Space Studies (GISS) of the US National Aeronautics and Space
Administration (NASA) (Hansen et al. 2010), at http://data.giss.nasa.gov/gistemp/tabledata_v3/
GLB.Ts+dSST.txt. This data record extends back to 1880.

3The NCEI temperature record is version 3.3 of the Global Historical Climatology Network-
Monthly (GHCN-M) data set provided by the National Centers for Environmental Information
(NCEI) of the US National Oceanographic and Atmospheric Administration (NOAA) (Karl et al.
2015), at http://www.ncdc.noaa.gov/monitoring-references/faq/anomalies.php. This data record
extends back to 1880.

*AT for CRU was found relative to the 1850—1900 baseline using data entirely from this data
record; AT for NCEI and GISS are also for a baseline for 1850-1900, computed using a blended
procedure described in the Methods note for Fig. 2.3. A decade long time period of 2006-2015 is
used for this estimate of AT to remove the effect of year-to-year variability. A higher value of AT
results if GMST from 2015 is used, but as explained later in this chapter, excess warmth in 2015
was due to a major El Nifio Southern Oscillation event.
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ing to 1.5 °C. Carbon dioxide (CO,) is the greatest waste product of modern society
and global warming caused by anthropogenic release of CO, is on course to break
through both the Paris goal and upper limit (2.0 °C) unless the world’s voracious appe-
tite for energy from the combustion of fossil fuels is soon abated.

Forecasts of AT are generally based on calculations conducted by general circu-
lation models (GCMs) that have explicit representation of many processes in Earth’s
atmosphere and oceans. For several decades, most models have also included a
treatment of the land surface and sea-ice. More recently, models have become more
sophisticated by adding treatments of tropospheric aerosols, dynamic vegetation,
atmospheric chemistry, and land ice. Chapter 5 of Houghton (2015) provides a good
description of how GCMs operate and the evolution of these models over time.

The calculations of AT by GCMs considered here all use specified abundances of
greenhouse gases (GHGs) and precursors of tropospheric aerosols. These specifica-
tions originate from the Representative Concentration Pathway (RCP) process that
resulted in four scenarios used throughout IPCC (2013): RCP 8.5, RCP 6.0, RCP 4.5,
and RCP 2.6 (van Vuuren et al. 2011a). The number following each scenario indi-
cates the increase in radiative forcing (RF) of climate, in units of W m~2, at the end
of this century relative to 1750, due to the prescribed abundance of all anthropogenic
GHGs. The GCMs use as input time series for the atmospheric abundance of GHGs
as well as the industrial release of pollutants that are converted to aerosols. Each
GCM projection of AT is guided by the calculation, internal to each model, of how
atmospheric humidity, clouds, surface reflectivity, and ocean circulation all respond
to the change in RF of climate induced by GHGs and aerosols (Houghton 2015). If
the response to a specific process further increases RF of climate, it is called a posi-
tive feedback because it enhances the initial perturbation. If a response decreases RF
of climate, is it called a negative feedback. The total effect of all responses to the
prescribed perturbation to RF of climate by GHGs and aerosols is called climate
Jfeedback, which can vary quite a bit between GCMs, mainly due to the treatment of
clouds (Bony et al. 2006; Vial et al. 2013). GCMs also provide estimates of the future
evolution of precipitation, drought indices, sea-level rise, as well as variations in
oceanic and atmospheric temperature and circulation (IPCC 2013).

Our focus is on analysis of projections of AT for the RCP 4.5 (Thomson et al.
2011) and RCP 8.5 scenarios (Riahi et al. 2011). Atmospheric abundances of the
three most important anthropogenic GHGs given by the RCP 4.5 and RCP 8.5 sce-
narios are shown in Fig. 2.1. Under RCP 8.5, the abundances of these GHGs rise to
alarmingly high levels by end of century. On the other hand, for RCP 4.5, CO, sta-
bilizes at 540 parts per million by volume (ppm) (~35 % higher than contemporary
level) and methane (CH,) reaches 1.6 ppm (~10 % lower than today) in 2100. The
atmospheric abundance of nitrous oxide (N,O) continues to rise under RCP 4.5,
reaching 0.37 ppm by end of century (~15 % higher than today).

The ARF of climate associated with RCP 4.5 and RCP 8.5 are shown in Fig. 2.2,
using the grouping of GHGs defined in Chap. 1. The contrast between these two
scenarios is dramatic. For RCP 4.5, ARF of climate levels off at mid-century,
reaching 4.5 W m~? at end-century. For RCP 8.5, ARF rises throughout the century,
hitting 8.5 W m~2 near 2100. Both behaviors are by design (Thomson et al. 2011;
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2.1 Introduction 53

1000 T T T T T T T T T T T /0 S B e B LN S B e i
s0of- €0 CHa ossr N0 ]
E RCP 8.5 35 Rep 8.5 RCP 8.5 1
- 2F . 30F 1 o4} ]
€ 700F RCP 2.6 3 RCP 2.6 € RCP 2.6 1
g E Observation g 25 [ Observation E g Observation
~ BOOF E * Q,
S E 5 20 A 2 035
500 ]
400F 3 15 &
E 0.30 -
k{olo] S B B L] N B B AT IR B

1950 2000 2050 2100 1950 2000 2050 2100 1950 2000 2050 2100

Fig. 2.1 GHG abundance, 1950-2100. Time series of the atmospheric CO,, CHy4, and N,O from
RCP 2.6 (van Vuuren et al. 2011b), RCP 4.5 (Thomson et al. 2011), RCP 6.0 (Masui et al. 2011),
RCP 8.5 (Riahi et al. 2011), and observations (black) (Ballantyne et al. 2012; Dlugokencky et al.
2009; Montzka et al. 2011). Values of GHG mixing ratios from RCP extend back to 1860, but this
figure starts in 1950 since most of the rise in these GHGs has occurred since that time. See Methods
for further information

Riahi et al. 2011). While CO, remains the most important anthropogenic GHG for
both projections, other GHGs exert considerable influence.

The RCPs are meant to provide a mechanism whereby GCMs are able to simu-
late the response of climate for various prescribed ARF scenarios, in a manner that
allows differences in model behavior to be assessed. Evaluation of GCM output has
been greatly facilitated by the Climate Model Intercomparison Project Phase 5
(CMIP5) (Taylor et al. 2012), which maintains a computer archive of model output
freely available following a simple registration procedure,’ as well as the prior
CMIP phases.

Two other scenarios, RCP 6.0 (Masui et al. 2011) and RCP 2.6 (van Vuuren et al.
2011b), were considered by IPCC (2013). The mixing ratio of CO, peaks at about
670 ppm at end-century for RCP 6.0 (Fig. 2.1); the climate consequences for this
scenario clearly lie between those of RCP 4.5 and RCP 8.5. For RCP 2.6, CO, peaks
mid-century and slowly declines to 420 ppm at end-century.® According to the
authors of RCP 2.6, this scenario “is representative of the literature on mitigation
scenarios aiming to limit the increase of global mean temperature to 2 °C”. While
this is true for literal interpretation of the output of the GCMs that contributed to the
most recent IPCC report (Rogelj et al. 2016), below we show these GCMs likely
over-estimate the actual warming that will occur in the coming decades.

Figure 2.3 shows projections of AT from the CMIP5 GCMs found using RCP 4.5
and RCP 8.5. Observations of AT from CRU, NCEI, and GISS up to year 2012, as
well as the CRU estimate of the uncertainty on AT, are shown. The green hatched
trapezoid in Fig. 2.3 is the “indicative likely range for annual mean AT” provided
by Chap. 11 of IPCC (2013).” Section 11.3.6.3 of this report states:

SCMIP5 GCM output is at http://cmip-pcmdi.llnl.gov/cmip5/data_getting_started.html

®Globally averaged CO, was ~404 ppm during summer 2016. To achieve the RCP 2.6 scenario,
CO, at the end of the century must be comparable to the present day value.

"The trapezoid also appears in Fig. TS.14, p. 87, of the IPCC (2013) Technical Summary.


http://cmip-pcmdi.llnl.gov/cmip5/data_getting_started.html
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Fig. 2.2 ARF of climate due to GHGs, 1950-2100. Time series of ARF of climate, RCP 4.5 (top)
and RCP 8.5 (bottom), due to the three dominant anthropogenic GHGs (CO,, CH,, and N,O) plus
contributions from all ozone depleting substances (ODS), other fluorine bearing compounds such
as HFCs, PFCs, SFg, and NF; (Other F-gases), and tropospheric O;. Shaded regions represent
contributions from specific gases or groups. See Methods for further information

some CMIP5 models have a higher transient response to GHGs and a larger response to other
anthropogenic forcings (dominated by the effects of aerosols) than the real world (medium
confidence). These models may warm too rapidly as GHGs increase and aerosols decline

and

over the last two decades the observed rate of increase in GMST has been at the lower end
of rates simulated by CMIP5 models.

In other words, the projections of AT by the CMIP5 GCMs tend to be too warm
based on comparison of observed and modeled AT for prior decades (Stott et al.
2013; Gillett et al. 2013). The trapezoid shown in Fig. 2.3 represents an expert
judgement of the upper and lower limits for the evolution of AT over the next two
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Fig. 2.3 Observed and GCM simulated global warming. (a) Time series of global, annually aver-
aged AT relative to pre-industrial baseline from 41 GCMs that submitted output to the CMIP5
archive covering both historical and future time periods, using RCP4.5 (light blue). The maximum
and minimum values of CMIP5 AT are indicated by the dark blue dashed lines, while the multi-
model-mean is denoted by the dark blue solid line. Also shown are global, annually averaged
observed AT from CRU, GISS, and NCEI (black) along with error bars (grey) that represent the
uncertainty on the CRU time series. The green trapezoid represents the indicative likely range for
annual average AT for 2016-2035 (i.e., top and bottom of trapezoid are upper and lower limits,
respectively) and the green bar represents the likely range for the mean value of AT over 2006 to
2035, both given in Chap. 11 of IPCC (2013); (b) same as (a), expect for 38 GCMs that submitted
output to the CMIPS5 archive covering both historical and future time periods using RCP8.5 (red).
After Fig. 11.25a and 11.25b of (IPCC 2013). See Methods for further information

decades. The vertical bar is the likely mean value of AT over the 20162035 time
period. This projection is meant to apply to all four RCPs: i.e., it considers the full
range of possible future values for CO,, CHy, and N,O between present and 2035.
Our analysis of the Paris Climate Agreement will be based on the CMIP5 GCM
output as well as calculations conducted using an Empirical Model of Global
Climate (EM-GC) developed by our group (Canty et al. 2013). The EM-GC is
described in Sect. 2.2. While the EM-GC tool only calculates AT, this simple
approach is computationally efficient, allowing the uncertainty on AT of climati-
cally important factors such as radiative forcing by tropospheric aerosols and ocean
heat content to be evaluated in a rigorous manner. We then compare estimates of
how much global warming over the 1979-2010 time period can truly be attributed
to human activity (Sect. 2.3). Following a brief comment on the so-called global
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warming hiatus (Sect. 2.4), we turn our attention to projections of AT (Sect. 2.5).
The green trapezoid in Fig. 2.3 is featured prominently in Sect. 2.5: projections of
AT found using the EM-GC approach are in remarkably good agreement with this
IPCC (2013) expert judgement of AT over the next two decades, lending credence
to the accuracy of our empirically-based projections.

2.2 Empirical Model of Global Climate

Earth’s climate is influenced by a variety of anthropogenic and natural factors.
Rising levels of greenhouse gases (GHGs) cause global warming (Lean and Rind
2008; Santer et al. 2013b) whereas the increased burden of tropospheric aerosols
offset a portion of the GHG-induced warming (Kiehl 2007; Smith and Bond 2014).
The most important natural drivers of climate during the past century have been the
El Nifio Southern Oscillation (ENSO), the 11 year cycle in total solar irradiance
(TSI), volcanic eruptions strong enough to penetrate the tropopause as recorded by
enhanced stratospheric optical depth (SOD) (Lean and Rind 2008; Santer et al.
2013a), and variations in the strength of the Atlantic Meridional Overturning
Circulation (AMOC) (Andronova and Schlesinger 2000). Climate change is also
driven by feedbacks (changes in atmospheric water vapor, lapse rate,® clouds, and
the surface albedo in response to radiative forcing induced by GHGs and aerosols)
(Bony et al. 2006) and transport of heat from the atmosphere to the ocean that drives
a long term rise in the temperature of the world’s oceans (Levitus et al. 2012).

Our Empirical Model of Global Climate (EM-GC) (Canty et al. 2013) uses an
approach termed multiple linear regression (MLR) to simulated observed monthly
variations in the global mean surface temperature anomaly (termed AT,, where i is
an index representing month) using an equation that represents the various natural
and anthropogenic factors that influence AT,. The EM-GC formulation represents:

e RF of climate due to anthropogenic GHGs, tropospheric aerosols, and land use
change

e Exchange of heat between the atmosphere and ocean, in the tropical Pacific,
regulated by ENSO

e Variations in TSI reaching Earth due to the 11 year solar cycle

» Reflection of sunlight by volcanic aerosols in the stratosphere, following major
eruptions

* Exchange of heat with the ocean due to variations in the strength of AMOC

e Export of heat from the atmosphere to the ocean that causes a steady long-term
rise of water temperature throughout the world’s oceans

$Lapse rate is a scientific term for the variation of temperature with respect to altitude. As shown
in Fig. 1.5, over the past 50 years the upper troposphere (~10 km altitude) has warmed by a larger
amount than the surface. When this type of pattern occurs, climate scientists conclude the lapse
rate feedback is negative, because Earth’s atmosphere is able to radiate heat into space more effi-
ciently. The interested reader is referred to a detailed yet accessible text entitled Atmosphere,
Clouds, and Climate (Randall 2012) for more information.


http://dx.doi.org/10.1007/978-3-319-46939-3_1
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The effects on AT of the Pacific Decadal Oscillation (PDO) (Zhang et al. 1997) and
the Indian Ocean Dipole (IOD) (Saji et al. 1999) are also considered.

The hallmark of the MLR approach is that coefficients that represent the impact
of GHGs, tropospheric aerosols, ENSO, major volcanoes, etc. on AT; are found,
such that the output of the EM-GC equations provide a good fit to the observed
climate record. The most important model parameters are the total climate feedback
parameter (designated M) and a coefficient that represents the efficiency of the long-
term export of heat from the atmosphere to the world’s oceans (designated k). Our
approach is similar to many prior published studies, including Lean and Rind
(2009), Chylek et al. (2014), Masters (2014), and Stern and Kaufmann (2014)
except ocean heat export (OHE, the transfer of heat from the atmosphere to the
ocean) is explicitly considered and results are presented for a wide range of model
possibilities that provide reasonably good fit to the climate record, rather than rely-
ing on a single best fit. Most of the prior studies neglect OHE and typically rely on
a best fit approach.

A description of the EM-GC approach is provided in the remainder of this sec-
tion. While we have limited the use of equations throughout the book, they are
necessary when providing a description of the model. We’ve concentrated the use of
equations in the section that follows; comparisons of output from the EM-GC with
results from the CMIP5 GCMs are presented in other sections with use of little or
no equations.

2.2.1 Formulation

The Empirical Model of Global Climate (Canty et al. 2013) provides a mathemati-
cal description of observed temperature. As noted above, temperature is influenced
by a variety of human and natural factors. Our approach is to compute, from the
historical climate record, numerical values of the strength of climate feedback and
the efficiency of the transfer of heat from the atmosphere to the ocean. We then use
these two parameters to project global warming.

Here we delve into the mathematics of the EM-GC framework. Those without an
appetite for the equations are encouraged to fast forward to Sect. 2.3. There will not
be a quiz at the end of this chapter.

Our simulation of observed temperature involves finding values of a series of
coefficients such that the model Cost Function:

1

2
Gogsi

ATy o)’ @2.1)

N,
Cost Function = Z_jwm (AT,

BSi

is minimized. Here, ATops; and ATgy.gc;: represent time series of observed and
modeled monthly, global mean surface temperature anomalies, oogs; is the 1-sigma
uncertainty associated with each temperature observation, i is an index for month,
and Nyonms is the total number of months. The use of 6ops > in the denominator of
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Eq. 2.1 forces modeled ATgygc, to lie closest to data with smaller uncertainty,
which tends to be the latter half of the ATz ; record.
The expression for ATgyge; iS:

AT, oo = 1;—Y{(GHG ARF, + Aerosol ARE, + LUCARFE} +C,

P
+C, xSOD,_ +C, xTSI,_, +C, xENSO, ,

2.2)
+C, x AMV, +C, xPDO, +C, xIOD,

_ QOCEAN i

}\‘P

where model input variables (described immediately below) are used to calculate
the model output parameters C; and y. In Eq. 2.2 GHG ARF;, Aerosol ARF;, and
LUC ARF, represent monthly time series of the ARF of climate due to anthropo-
genic GHGs, tropospheric aerosol, and land use change; Ap = 3.2 W m=2 °C~! is the
response of surface temperature to a RF perturbation in the absence of climate feed-
back (“P” is used as a subscript because this term is called the Planck response
function by the climate modeling community (Bony et al. 2006)); SOD,_4, TSI,_,,
ENSO,_; represent indices for stratospheric optical depth, total solar irradiance, and
El Nifio Southern Oscillation lagged by 6 months, 1 month, and 3 months, respec-
tively; AMV,;, PDO;, and IOD; represent indices for Atlantic Multidecadal Variability
(a proxy for the strength of AMOC), the Pacific Decadal Oscillation, and the Indian
Ocean Dipole; and Qocgan; / A is the Ocean Heat Export term. The use of temporal
lags for SOD, TSI, and ENSO is common for MLR approaches: Lean and Rind
(2008) use lags of 6 months, 1 month and 4 months, respectively, for these terms.
These lags represent the delay between forcing of the climate system and the
response of RF of climate at the tropopause, after stratospheric adjustment. These
lags are discussed at length in our model description paper (Canty et al. 2013).
Finally, the AMV, PDO, and IOD terms have traditionally not been used in MLR
models. Below, results are shown with and without consideration of these three
terms. No lag is imposed for these three terms since the indices used to describe
these processes vary slowly with respect to time.

The coefficients (C; to Cy) that multiply the various model terms, as well as the
constant term C, and the variable y, are found using multiple linear regression,
which provides numerical values for each of these parameters such that the Cost
Function (Eq. 2.1) has the smallest possible value. The term y in Eq. 2.2 is the
dimensionless climate sensitivity parameter. If the net response of changes in
humidity, lapse rate, clouds, and surface albedo that occur in response to anthropo-
genic ARF of climate is positive, as is most often the case, then the value of vy is
positive.

The estimate of Qocpan is based on finding the value of the final model output
parameter k, the ocean heat uptake efficiency coefficient with units of W m=2 °C~!
(Raper et al. 2002) that best fits a time series of ocean heat content (OHC), where:
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I+y

= k—(GHG ARF._,, + Aerosol ARE,_,, + LUCARF,_,,)  (2.3)

QOCEAN i
P

The subscripts i — 72 in Eq. 2.4 represent a 6 year (or 72 month) lag between the
anthropogenic ARF perturbation and the export of heat to the upper ocean. The
numerical estimate of this lag is based on the simulations described by Schwartz
(2012); the projections of global warming found using the EM-GC framework are
insensitive to any reasonable choice for the this lag. Since the model is based on
matching perturbations in RF of climate to variations in temperature, the flow of
heat from the atmosphere to the ocean is modeled as a perturbation to the mean state
induced by anthropogenic RF of climate (i.e., Qocean in Eq. 2.2 depends only on
“delta” terms that represent human influence on climate). Finally, the net effect of
human activity on AT is the sum of GHG warming, aerosol cooling, very slight
cooling due to land use change, and ocean heat export:

ATHVAN. = % [(1+7)(GHG AREF, + Aerosol ARF, + LUCARE)) = Qypan;]  (24)
P

Equations 2.1-2.4 constitute our Empirical Model of Global Climate. Of the
model inputs, the aerosol ARF term is the most uncertain. As shown below, there is
a strong relation between the value of the climate sensitivity parameter y and the
magnitude of aerosol ARF. This dependency is well known in the climate commu-
nity, as discussed for example by Kiehl (2007). Also, there is a wide variation in the
value of ¥, depending on which dataset is used to specify OHC.

Figures 2.4 and 2.5 provide a graphical illustration of how the model works. The
simulations in these figures use estimates for GHG and aerosol ARF from RCP 4.5,
tied to the best estimate for aerosol ARF in year 2011 (AerRF,;,) of —0.9 W m~>
from IPCC (2013), and a time series for OHC in the upper 700 m of the global
oceans that is an average of six published studies. In the interest of keeping the
attention of those reading this far, we describe a few simulations prior to delving
into further details about the model parameters.

Figure 2.4 is a so-called “ladder plot” that compares a time series of observed,
monthly values of AT (top rung) from CRU (black) to the output of the model (red).
For the simulation in Fig. 2.4, the AMYV, PDO, and IOD terms have been neglected.
The model provides a reasonably good description of the observed global tempera-
ture anomaly. The red curve on the top panel is the sum of the orange curve on the
second panel (total effect of human activity), the blue and purple curves on the third
panel (volcanic and solar terms), and the cardinal curve on the fourth panel (ENSO),
plus the regression constant Cy, (not shown). Finally, the bottom panel shows a com-
parison of a time series of OHC (available only from 1950 to 2007) to the modeled
Qocean term.

Figure 2.5 is similar to Fig. 2.4, except here the model has been expanded to
include the AMYV, PDO, and 10D terms in Eq. 2.2. The OHC comparison is not
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Fig. 2.4 Observed and EM-GC simulated global warming, 1860-2015. Ladder plot showing CRU
observed global, monthly mean AT from CRU (black) and as simulated by the EM-GC (red), both
relative to pre-industrial baseline (fop rung); the contribution to AT from humans (orange) (second
rung), and contributions from natural sources of climate variability due to fluctuations in the output
of the sun and major volcanic eruptions (third rung), and ENSO (fourth rung). The final rung com-
pares modeled and measured ocean heat content (OHC), where the data show the average (used in
the model) and standard deviation of OHC from six data sets. See Methods for further information

shown in Fig. 2.5 because it looks identical to the bottom panel of Fig. 2.4. The red
curve on the top panel of Fig. 2.5 is the sum of the curves shown in the rest of the
panels, plus the constant C,. The top panel of Fig. 2.5 shows remarkably good
agreement between observed AT from CRU (black) and modeled AT found using
the EM-GC equation (red). Consideration of these three additional ocean proxies
improves the simulation of AT around year 1910 and in the mid-1940s (Fig. 2.5)
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Fig. 2.5 Observed and EM-GC simulated global warming, 1860-2015. Same as Fig. 2.4, except
the EM-GC equations have been expanded to include the effects of the Atlantic Meridional
Overturning Circulation (AMOC), the Pacific Decadal Oscillation (PDO), and the Indian Ocean
Dipole (IOD). The fifth rung of the ladder plot shows contributions to variations in AT from fluc-
tuations in the strength of the AMOC:; the sixth rung shows contributions from PDO and IOD. See
Methods for further information

compared to the results shown in Fig. 2.4, which lacked these terms. Most of this
improvement is due to the use of AMV as a proxy for variations in the strength of
the Atlantic Meridional Overturning Circulation, which only recently has been rec-
ognized as having a considerable effect on global climate (Schlesinger and
Ramankutty 1994; Andronova and Schlesinger 2000). In our approach, the PDO
(Zhang et al. 1997) and the IOD (Saji et al. 1999) have little expression on global
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climate, which is a common finding using MLR analysis of the ~150 year long
record of AT (Rypdal 2015; Chylek et al. 2014). Also, upon inclusion of the AMV
proxy (Fig. 2.5), the cooling after major volcanic eruptions is diminished by nearly
a factor of two relative to a MLR analysis that neglects this term (volcanic term in
Fig. 2.5 compared to volcanic term in Fig. 2.4). This finding could have significant
implications for the use of volcanic cooling as a proxy for the efficacy of geo-
engineering of climate via stratospheric sulfate injection (Canty et al. 2013).

Additional detail on inputs to the Empirical Model of Global Climate is provided
in Sect. 2.2.1.1. More explanation of the model outputs is given in Sect. 2.2.1.2.
Both of these sections are condensed from our model description paper (Canty et al.
2013), including a few updates since the original publication.

2.2.1.1 Model Inputs

The ARF due to GHGs is based on global, annual mean mixing ratios of CO,, CH,,
N,O, the class of halogenated compounds known as ozone depleting substances
(ODS), HFCs, PFCs, SFq, and NF; (Other F-gases) provided by the RCP 4.5
(Thomson et al. 2011) and RCP 8.5 (Riahi et al. 2011) scenarios. Annual abun-
dances are interpolated to a monthly time grid, because monthly resolution is needed
to resolve short-term impacts on AT of processes such as ENSO and volcanic erup-
tions. Values of ARF for each GHG are computed using formula originally given in
Table 6.2 of IPCC (2001) except the pre-industrial value of CH, has been adjusted
to 0.722 ppm, following Table All.1.1a of (IPCC 2013). The ARF due to tropo-
spheric Oj is based on the work of Meinshausen et al. (2011), obtained from a file
posted at the Potsdam Institute for Climate Impact Research website. The sum of
ARF due to CO,, CHy, N,O, ODS, Other F-gases, and tropospheric O; constitutes
GHG ARF,; in Eq. 2.2.

The ARF due to aerosols is the sum of direct and indirect effects of six types of
aerosols, as described in Sect. 3.2.2 of Canty et al. (2013). The six aerosol types are
sulfate, mineral dust, ammonium nitrate, fossil fuel organic carbon, fossil fuel black
carbon, and biomass burning emissions of organic and black carbon. The direct ARF
for all aerosol types other than sulfate is also based on the work of Meinshausen et al.
(2011), again obtained from files posted at the Potsdam Institute for Climate Impact
Research website. Different estimates for RCP 4.5 and RCP 8.5 are used, since it is
assumed that reduction of atmospheric release of aerosol precursors will occur more
quickly in RCP 4.5, in lock-step with the decreased emission of GHGs in this scenario
relative to RCP 8.5. The direct RF due to sulfate is based on the work of Smith et al.
(2011). Scaling parameters are used to multiply the direct ARF of aerosols, to account
for the aerosol indirect effect, as described in Sect. 3.2.2 of Canty et al. (2013).

Figure 2.6 shows total ARF (black line) due to tropospheric aerosols that was
used as EM-GC input (i.e., the term Aerosol ARF; in Eq. 2.2) for the calculations
shown in Figs. 2.4 and 2.5, as well as the contribution to aerosol ARF from the six
classes of aerosols. This particular time series, based on RCP 4.5, has been designed
to match the IPCC (2013) best estimate of AerRF,,;; (aerosol ARF in year 2011) of
—-0.9 W m™.
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Fig. 2.6 Aerosol ARF versus time, RCP 4.5, for AerRF,,; = —0.9 W m~2 (open square), The
figure shows ARF for six aerosol components (as indicated), the sum ARF for all aerosols that
warm (red), the sum of ARF for all aerosols that cool (blue), and the net ARF of aerosols (black).
See Methods for further information

As detailed in Canty et al. (2013), a specific value of AerRF,y;; can be found
using a variety of combinations of scaling parameters that account for the aerosol
indirect effect. Figure 2.7a shows time series of aerosol ARF for RCP 4.5 designed
to match five rather disparate estimates of AerRF,,;; from IPCC (2013):

e —0.9 W m™2 (best estimate)

e —0.4 and —1.5 W m~2 (upper and lower limits of the likely range, denoted by the
upper and lower edges of rectangle marked “Expert Judgement” in Fig. 7.19b of
IPCC (2013), which are the 17th and 83¢ percentiles of the estimated distribution)

e —0.1 and —1.9 W m~2 (upper and lower limits of the possible range, denoted by
the error bars on the “Expert Judgement” rectangle in Fig. 7.19b, which are the
5th and 95th percentiles of the estimated distribution)

Figure 2.7b shows aerosol ARF designed to match these same five values of
AerRF,;, except for the RCP 8.5 emission of aerosol precursors. Three estimates
of Aerosol ARF are shown for each value of AerRF,;, found using scaling param-
eters described in Methods.

Variations in the RF of climate due to the land use change (LUC) is the final
anthropogenic term considered in our EM-GC. Numerical values of LUC AREF,; in
Eq. 2.2 are based on Table AIIL.1.2 of IPCC (2013). This term, which has an
extremely minor effect on computed AT and is included for completeness, repre-
sents changes in the reflectivity of Earth’s surface caused, for example, by conversion
of forest to concrete. The release of carbon and other GHGs due to LUC is not
represented by this term, but rather by the GHG ARF; term.

We next describe data used to define EM-GC inputs of stratospheric optical
depth (SOD), total solar irradiance (TSI), El Nifio Southern Oscillation (ENSO),
Atlantic Multidecadal Variability (AMV), Pacific Decadal Oscillation (PDO), and
the Indian Ocean Dipole (IOD). These measurements are discussed in considerable
detail by Canty et al. (2013); therefore, only brief descriptions are given here.
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Fig. 2.7 Aerosol ARF versus time, RCP 4.5 and 8.5. (a) Various scenarios for AerRF,y;; of —=0.1.
—0.4, -0.9, —1.5, and —1.9 W m™2 (open squares) for RCP 4.5 aerosol precursor emissions; (b)
same as (a), except for RCP 8.5 emission scenarios. See Methods for further information

The time series for SOD; in Eq. 2.2 is based on the global, monthly mean data set
of Sato et al. (1993), available from 1850 to the end of 2012.° This time series makes
use of ground-based, balloon-borne, and satellite observations, and represents per-
turbations to the stratospheric sulfate aerosol layer induced by volcanic eruptions
that are energetic enough to penetrate the tropopause. The Sato et al. (1993) dataset
compares reasonably well with an independent estimate of SOD provided by
Ammann et al. (2003), which is based on a four-member ensemble simulation of

°The Sato et al. (1993) SOD record is at: http://data.giss.nasa.gov/modelforce/strataer/tau.
line_2012.12.txt


http://data.giss.nasa.gov/modelforce/strataer/tau.line_2012.12.txt
http://data.giss.nasa.gov/modelforce/strataer/tau.line_2012.12.txt
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volcanic eruptions by a GCM that resolves the troposphere and stratosphere and is
available from 1890 to 2008 (Fig. 2.18 of IPCC IPCC 2007). The value of SOD is
held constant at 0.0035 for October 2012 onwards, due to unavailability of data
from the Sato et al. (1993) for more recent periods of time. The Sato et al. (1993)
SOD record resolves the recent eruptions of Kasatochi, Sarychev and Nabro (Rieger
etal. 2015; Fromm et al. 2014), but stops short of the April 2015 eruption of Calbuco
that deposited sulfate into the high latitude, summer stratosphere (Solomon et al.
2016). Since the perturbation to global SOD due to volcanic eruptions between the
end of 2012 and summer 2016 is small, the use of a constant value for SOD since
October 2012 has no bearing on any of our scientific conclusions. The use of i — 6
as the subscript for SOD in Eq. 2.2 represents a 6 month delay between volcanic
forcing and surface temperature response; a delay of ~6 months was found by the
thermodynamic analyses of Douglass and Knox (2005) and Thompson et al. (2009)
and a 6 month delay is used in the MLR studies of Lean and Rind (2008) and Foster
and Rahmstorf (2011).

The time series of TSI; in Eq. 2.2 is based on two data sets. For years prior to
1978, TSI originates from reconstructions that make use of the number, location,
and darkening of sunspots as well as various measurements from ground-based
solar observatories (Lean 2000; Wang et al. 2005). Since 1978, TSI is based on
various-spaced based measurements. The magnitude of TSI varies with the well
characterized 11 year sunspot cycle, due to distortion of magnetic field lines caused
by differential rotation of the sun.'® A 1 month lag for TSI, is used in Eq. 2.2 because
this yields the largest value of C,, the common approach for defining slight temporal
offset between perturbation (solar output) and response (global temperature) in
MLR-based models (Lean and Rind 2008).

The time series of ENSO; in Eq. 2.2 is based on the Tropical Pacific Index (TPI),
computed as described by Zhang et al. (1997). This index represents the anomaly of
sea surface temperature (SST) in the region bounded by 20°S to 20°N latitude and
160°E to 80°W longitude, relative to a long-term climatology. The SST record of
HadSST3.1.1.0 (Kennedy et al. 2011a, b)'" has been used to compute TPL. A 3
month lag has been applied to ENSO, because this provides the highest correlation
between TPI and a simulated response of GMST to ENSO that was computed using
a thermodynamic approach (Thompson et al. 2009).

The time series for AMV; in Eq. 2.2 is based on the time evolution of area
weighted, monthly mean SST in the Atlantic Ocean, between the equator and 60°N
(Schlesinger and Ramankutty 1994). Here, data from HadSST3.1.1.0 have been
used (same citations and web address as for ENSO). As shown in the Supplement

10TST for start of 2009-2015 is from column 3 of: ftp://ftp.pmodwrc.ch/pub/data/irradiance/com-
posite/DataPlots/composite_*.dat where * is used because the name of this file changes as it is
regularly updated.

TSI from 1882 to end of 2008 is from column 3 of : https:/ftp.geomar.de/users/kmatthes/
CMIP5 TSI prior to 1882 is from column 2 of: ftp:/ftp.ncdc.noaa.gov/pub/data/paleo/climate_
forcing/solar_variability/lean2000_irradiance.txt

""HadSST3.1.1.0 data are at: http://hadobs.metoffice.com/hadsst3/data/HadSST.3.1.1.0/netcdf/
HadSST.3.1.1.0.median_netcdf.zip


ftp://ftp.pmodwrc.ch/pub/data/irradiance/composite/DataPlots/composite_*.dat
ftp://ftp.pmodwrc.ch/pub/data/irradiance/composite/DataPlots/composite_*.dat
ftp://ftp.ncdc.noaa.gov/pub/data/paleo/climate_forcing/solar_variability/lean2000_irradiance.txt
ftp://ftp.ncdc.noaa.gov/pub/data/paleo/climate_forcing/solar_variability/lean2000_irradiance.txt
http://hadobs.metoffice.com/hadsst3/data/HadSST.3.1.1.0/netcdf/HadSST.3.1.1.0.median_netcdf.zip
http://hadobs.metoffice.com/hadsst3/data/HadSST.3.1.1.0/netcdf/HadSST.3.1.1.0.median_netcdf.zip
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of Canty et al. (2013), nearly identical scientific results are obtained using SST from
NOAA. The AMYV index is a proxy for changes in the strength of the Atlantic
Meridional Overturning Circulation (AMOC) (Knight et al. 2005; Stouffer et al.
2006; Zhang et al. 2007; Medhaug and Furevik 2011). Others use Atlantic
Multidecadal Oscillation (AMO) to describe this index, but we prefer AMV because
whether or not the strength of the AMOC varies in a purely oscillatory manner
(Vincze and Jdnosi 2011) is of no consequence to the use of this proxy in the EM-GC
framework.

There are two important details regarding AMV, that bear mentioning. This
index represents the fact that, during times of increased strength of the AMOC, the
ocean releases more heat to the atmosphere.'? There is considerable debate regard-
ing whether the strength of AMOC varies over time (e.g., Box 5.1 of IPCC (2007)
and Willis (2010)). Our focus is on anomalies of AMOC over time; hence, the
AMYV;, index is de-trended.'®> As shown in Fig. 5 of Canty et al. (2013), various
choices for how this index is de-trended have considerable effect on the shape of the
resulting time series, which is important for the EM-GC approach. Here, total
anthropogenic ARF of climate is used to de-trend AMV,, because this method
appears to provide a more realistic means to infer variations in the strength of
AMOC from the North Atlantic SST record than other de-trending options (Canty
etal. 2013). The second detail involves whether monthly data should be used for the
AMYV, index, since the AMOC is sluggish and variations of North Atlantic SST on
time scales of a year or less likely do not represent variations in large-scale, ocean
circulation. Throughout this chapter, the AMV; index has been filtered to remove all
components with temporal variations shorter than 9 years; only variations of SST on
time scales of a decade or longer are preserved. The interested reader is invited to
examine Fig. 7 of (Canty et al. 2013) to see the impact of various options for how
AMV, is filtered.

A major international research effort has provided new insight into temporal
variations of the strength of AMOC (Srokosz and Bryden 2015). The RAPID-
AMOC program, led by the Natural Environment Research Council of the United
Kingdom, is designed to monitor the strength of the AMOC by deployment of an
array of instruments at 26.5°N latitude, across the Atlantic Ocean, which measure
temperature, salinity and ocean water velocities from the surface to ocean floor
(Duchez et al. 2014). Analysis of a 10 year (2004-2014) time series of data reveals
a decline in the strength of AMOC over this decade, similar to that shown by our
proxy (AMOC ladder, Fig. 2.5) over this same period of time.

12 An illustration of the physics of the interplay between AMOC and release of heat to the atmo-
sphere from the ocean is at http://www.whoi.edu/cms/images/oceanus/2006/11/nao-en_33957.jpg

3The de-trending of AMYV, the proxy for variations in the strength of AMOC, means that when
examined over the entire 156 year record of the simulation, the slope of the panel marked AMOC
in Fig 2.5 is near zero. The proxy used to represent AMOC is based on measurements of sea sur-
face temperature, which rise over time due to the transfer of heat from the atmosphere to the ocean.
Within an MLR model such as the EM-GC, the AMOC proxy should be de-trended, or else a
number of erroneous conclusions regarding long-term climate change could result. See Sect. 3.2.3
of Canty et al. (2013) for further discussion.


http://www.whoi.edu/cms/images/oceanus/2006/11/nao-en_33957.jpg
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The PDO represents the temporal evolution of specific patterns of sea level pres-
sure and temperature of the Pacific Ocean poleward of 20°N (Zhang et al. 1997),
which is caused by the response of the ocean to spatially coherent atmospheric forc-
ing (Saravanan and McWilliams 1998; Wu and Liu 2003). The PDO is of consider-
able interest because variations correlate with the productivity of the fishing industry
in the Pacific (Chavez et al. 2003). An index based on analysis of the patterns of
SST conducted by the University of Washington'* is used.

The IOD index" represents the temperature gradient between the Western and
Southeastern portions of the equatorial Indian Ocean (Saji et al. 1999). The IOD
index is used so that all three major ocean basins are represented. Variations in the
IOD have important regional effects, including rainfall in Australia (Cai et al. 2011).
However, global effects are small, most likely due to the small size of the Indian
Ocean relative to the Atlantic and Pacific oceans.

The increase in the RF of climate due to human activity causes a rise in tempera-
ture of both the atmosphere and the water column of the world’s oceans (Raper et al.
2002; Hansen et al. 2011; Schwartz 2012). The oceanographic community has used
measurements of temperature throughout the water column, obtained by a variety of
sensor systems and data assimilation techniques, to estimate the time variation of
the heat content of the world’s oceans (OHC, or Ocean Heat Content) (Carton and
Santorelli 2008). Generally the focus has been on the upper 700 m of the oceans.

Considerable uncertainty exists in OHC. Figure 2.8 shows estimates of OHC in
the upper 700 m of the world’s oceans from six studies: Ishii and Kimoto (2009),
Carton and Giese (2008), Balmaseda et al. (2013), Levitus et al. (2012), Church
et al. (2011), Gouretski and Reseghetti (2010) as well as the average of the data
from these six studies. Ostensibly, all of the studies make use of similar (if not the
same) measurements from expendable bathy-thermograph (XBT) devices and the
more accurate conductivity temperature depth (CTD) probes. Use of CTDs began in
the 1980s, and expanded considerably in 2001 based on the deployment of thou-
sands of drifting floats under the Argo program (Riser et al. 2016). Alas, the ocean
is vast and much is not sampled. The differences in OHC shown in Fig. 2.8 pub-
lished by various groups represent different methods to fill in regions not sampled
by CTDs, as well as various assumptions regarding the calibration (including fall
rate correction) of data returned by XBTs.

The Qocean;: term in Eq. 2.3 is the EM-GC representation of OHE in units of W
m~% i.e., OHE is heat flux. The quantity OHC represents the energy content of the
upper 700 m of the world’s oceans. To relate OHC and OHE, several computational
steps are necessary. First, the OHC values shown in Fig. 2.8 are multiplied by 1.42
(which equals 1/0.7) to account for the estimate that 70 % of the rise in OHC of the

“The PDO index is at http://research.jisao.washington.edu/pdo/PDO. This record begins in year
1900. Prior to 1900 we assume PDO; is equal to 0.

5The index for IOD from 1982 to present is based on this record provided by the Observing
System Monitoring Center of NOAA http://stateoftheocean.osmc.noaa.gov/sur/data/dmi.nc

From 1860 to 1981, IOD is based on data provided by the Japan Agency for Marine-Earth Science
and Technology at http://www.jamstec.go.jp/frcgc/research/d1/iod/kaplan_sst_dmi_new.txt


http://stateoftheocean.osmc.noaa.gov/sur/data/dmi.nc
http://www.jamstec.go.jp/frcgc/research/d1/iod/kaplan_sst_dmi_new.txt
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Fig. 2.8 Ocean Heat Content (OHC) versus time from six sources (colored, as indicated). The
black solid line is the average of the six measurements used in most of the EM-GC calculations.
See Methods for further information

world’s oceans occurs in the upper 700 m (Sect. 5.2.2.1 of IPCC 2007). This multi-
plication is carried out because ocean heat export in the model must represent the
entire water column. As stated above, a 6 year lag is assumed between perturbation
and response (Schwartz 2012). Next, OHC is divided by 3.3 x 10'* m?, the surface
area of the world’s oceans. Finally, a value for k is derived so that the change in
OHC over the period of time covered by a particular data set (i.e., the average time
derivative) is matched, rather than attempting to model the ups and downs of any
particular OHC record. Since the ups and downs of the various records are uncor-
related, it is more likely these variations reflect measurement noise rather than true
signal.

2.2.1.2 Model Outputs

In addition to the regression coefficients, two additional parameters are found by the
EM-GC: the climate sensitivity parameter (y in Eq. 2.2) and the ocean heat uptake
efficiency coefficient (x in Eq. 2.3). As described in Sect. 2.5, values of y and k
inferred from the prior climate record are used to obtain projections of AT, assum-
ing y and k remain constant in time. In this section, some context for the numerical
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values of y and « is presented. Two additional model output terms, the climate feed-
back parameter (A) and Equilibrium Climate Sensitivity (ECS), both of which are
found from vy, are described. Finally, a metric for model performance, y?, which
plays an important role for the projections of AT, is defined.

The value of k found using the OHC record for the upper 700 m of the world’s
oceans, averaged from six studies, is 0.62 W m= °C~! (bottom panel, Fig. 2.4). As
stated in Sect. 2.2.1.1, the calculation of k considers the increase in temperature for
depths below 700 m by scaling observations from the upper part of the ocean. Of the
six OHC datasets, Ishii and Kimoto (2009) results in the smallest value for k (0.43 W
m~2 °C~!) and Gouretski and Reseghetti (2010) leads to the largest value (1.52 W
m~2°C~"). All of the values of k found using various time series for OHC fall within
the range of empirical estimates and coupled ocean-atmosphere model behavior that
is shown in Fig. 2 of Raper et al. (2002). As such, the representation of ocean heat
export in the EM-GC framework is realistic, given the present state of knowledge.
If the true value of k changes over time, then our projections of AT based on an
assumption of constant k will require modification. Past measurements of OHC are
too uncertain to infer, from the prior record, whether « has changed. The nearly fac-
tor of 3 difference in « inferred from various, credible estimates of OHC is certainly
much larger than any reasonable change in k that could have occurred during the
time of OHC observations.

The value of y found for the EM-GC simulation shown in Fig. 2.5 is 0.49. This
means the increase in RF of climate due to GHGs, tropospheric aerosols, and land
use change from 1860 to present must be increased by ~50 % (i.e., multiplied by
1.49) to obtain best fit to observed AT. In other words, the sum of all climate feed-
backs must be positive. Model parameter y represents the sensitivity of climate to
all of the feedbacks that occur in response to the perturbation to RF at the tropo-
pause induced by humans, and is related to the climate feedback parameter A via:

1
l+y=—-—
T
P
where A = Z All Climate Feedbacks 2.5)
e A=A +A +A +A +etc.

WATERVAPOR CLOUDS LAPSERATE SURFACE REFLECTIVITY

This formulation for the relation between y and A is commonly used in the climate
modeling community (see Sect. 8.6 of [IPCC (2007)). We record A rather than y on
all of the EM-GC ladder plots (Figs. 2.4 and 2.5) because A is more directly compa-
rable to GCM output, such as that in Table 9.5 of IPCC (2013).

Equilibrium climate sensitivity (ECS) is also given on the top rung of the EM-GC
ladder plots. This metric represents the increase in AT of the climate system after it
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has attained equilibrium, in response to a doubling of atmospheric CO,. In the
EM-GC framework ECS is expressed as'®:

ECS:I;—Y3.71Wm‘2 (2.6)

P

ECS is often used to compare and evaluate climate simulations. The EM-GC run
shown in Fig. 2.5 has an ECS of 1.73 °C, which means that if CO, were to double
(i.e., reach 560 ppm, twice the pre-industrial value of 280 ppm) and if all other
GHGs were to remain constant at their pre-industrial level, then AT would rise to a
level about midway between the Paris target (1.5 °C) and upper limit (2.0 °C). As
will soon be shown, ECS is a difficult metric to use for evaluating climate models
because it depends rather sensitively on both aerosol ARF and ocean heat content,
both of which have considerable uncertainty.

The top rung of each EM-GC ladder plot also contains a numerical value for
reduced chi-squared (y?), a parameter that defines the goodness of fit between a
series of observed and modeled quantities. In our framework, y? is defined as:

. 1 Nraes 1 2
L= (N, N -1 ij-:u (<ATOBSJ> - <ATEM—GC,'>) 22.7)

2
YEARS FITTING PARAMETERS (GOBS_/ )

where (ATogs; ), (ATem-ac;)» and (oops ), represent the annually averaged observed
temperature anomaly, the annually averaged modeled temperature anomaly, and the
uncertainty of the annually averaged observed temperature anomaly, respectively,
and Nrerrive pareverers €quals 6 for the simulation shown in Fig. 2.4 (four regression
coefficients plus the two parameters y and k) and equals 9 for Fig. 2.5 (three addi-
tional regression coefficients). The formula for y? is expressed in terms of annual
averages, rather than monthly values, due to the statistical behavior of the two time
series that appear in the formula.!”

19The derivation is:

1+y 1+y = 02FINAL 1+y 5 1+y 5
ECS=——ARFE,_ =—535Wm In————=—-535Wm " In(2) = —3.71Wm
A A A

co2 INITIAL
P A P COZ P P

if we assume a doubling of atmospheric CO,.
The expression for ARF, is from Myhre et al. (1998).

17For those familiar with statistics, the auto-correlation function of modeled AT is compared to the
auto-correlation function of the measured AT. As shown in the supplement to Canty et al. (2013),
these functions differ considerably for comparison of measured and modeled monthly anomalies,
indicating either the presence of a forcing in the system not resolved by the model or else consider-
able noise in the measurement. These auto-correlation functions are quite similar for comparison
of measured and modeled annual anomalies, indicating proper physical structure of the modeled
quantity and appropriate use of y?, if applied to annual averages of both modeled and measured
anomalies.
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The EM-GC simulation in Fig. 2.4 has y*> = 1.52. In the world of physics, this
would be termed a reasonably good model simulation. Such an impression is also
apparent based on visual inspection of the red and black curves on the top rung of
Fig. 2.4. The EM-GC simulation in Fig. 2.5 has ¥> = 0.81, which is an exceptionally
good simulation both in the literal interpretation of y2, as well as visual inspection
of Fig. 2.5. For the quantitative assessments of the amount of global warming that
can be attributed to humans, as well as the projections of future global warming,
EM-GC simulations are weighted by 1/y2, such that the better the goodness of fit
(i.e., the smaller the value of %?) the larger the weight. Chapter 7 of Taylor (1982)
provides a description of the utility of this weighting approach.

2.2.1.3 The Degeneracy of Earth’s Climate

Figure 2.9 shows simulations of Earth’s climate that differ only due to choice of
ARF due to tropospheric aerosols. Figure 2.9a shows results for AerRF,,, of
—0.4 W m~2 (upper limit of IPCC (2013) likely range), —0.9 W m~2 (IPCC best
estimate), and —1.5 W m~2 (lower limit of IPCC likely range). For each simulation,
the upper rung of a typical EM-GC ladder plot is shown, but with AT projected into
the future. Projections use values of A and x associated with each simulation,
together with RCP 4.5 for GHG abundances and aerosol precursor emissions. Each
simulation uses the OHC record based on the average of the six studies shown in
Fig. 2.8. For our projections of AT, the only term considered is ATHUMAN (Eq. 2.4):
i.e., we assume that the future change in temperature will be based on GHG warm-
ing and aerosol cooling from RCP 4.5, climate feedback, and ocean heat export. It
is also assumed that natural factors such as ENSO, solar, and volcanoes will have no
influence on future temperature. The second rung of Fig. 2.9 shows ATH™MAN a5 well
as the contributions from individual terms (here the OHE term is not shown for clar-
ity because it is small and nearly the same for each simulation'®). The GMST expe-
rienced in 2015 was unusually large due to the effect of ENSO, which is illustrated
by inclusion of the ENSO rung for Fig. 2.9b."°

Figure 2.9 shows that the climate record can be fit nearly equally well using the
EM-GC approach for two contrasting scenarios:

(1) tropospheric aerosols have had little overall effect on prior climate due to a near
balance of cooling (primarily sulfate aerosols) and heating (primarily black car-
bon aerosols) and the climate feedback (numerical value of A) needed to fit
observed AT, is small (Fig. 2.9a).

'8 Time series of ocean heat export (OHE) appear on the next figure, which illustrates the sensitivity
of the EM-GC model to choice of data set for ocean heat content (OHC).

The ENSO rungs for Fig. 2.9a, ¢ are nearly identical to Fig 2.9b and is only shown once
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Fig. 2.9 Observed and EM-GC simulated global warming, 1860-2015 as well as global warming
projected to 2060. (a) Top rung of a typical ladder plot, comparing EM-GC modeled (red) and
CRU observed (black) AT, as well as three of the terms that drive ATHUMAN (Eq. 2.4) computed for
the AerRF,y; = —0.4 W m™, the IPCC (2013) upper limit of the likely range for ARF due to
anthropogenic, tropospheric aerosols. The projection of AT to 2060 uses the indicated value of A.
The gold circles at 2060 are placed at the Paris target (1.5 °C) and upper limit (2.0 °C); (b) same
as (a), except calculations conducted for AerRF,y;; = —0.9 W m~2, the IPCC (2013) best estimate
of ARF due to aerosols. Here, the contribution to AT from ENSO is also shown, so that the con-
nection of anomalous warm conditions in 2015 to projected AT can be better visualized. The
contribution of ENSO to AT is only shown once, since it is similar for all three simulations; (c)
same as (a), except for AerRF,;; = —1.5 W m~2, the IPCC (2013) lower limit of the likely range
for ARF due to anthropogenic, tropospheric aerosols. All calculations used the mean value of OHC
computed from the six datasets shown in Fig. 2.8
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(2) tropospheric aerosols have offset a considerable portion of the GHG warming
over the prior decades because cooling (sulfate) has dominated heating (black
carbon) and the climate feedback needed to fit observed AT, is large (Fig. 2.9¢).

If whatever value of climate feedback (model parameter A) needed to fit the past
climate record is assumed to be unchanged into the future, then projections of global
warming under scenario 2 (Fig. 2.9c) far exceed those of scenario 1 (Fig. 2.9a). The
fundamental reason for this dichotomy is that RF of climate due to all types of tro-
pospheric aerosols will be much lower in the future than it has been in the past, due
to public health legislation designed to improve air quality (Fig. 1.10). Future warm-
ing thus depends on ARF due to GHGs (same for both scenarios) and climate feed-
back (larger for scenario 2). When two different models can produce similarly good
fits to a data record under contrasting assumptions, such as scenarios 1 and 2 above,
physicists term the problem as being degenerate. Simply put, the degeneracy of
Earth’s climate introduces a fundamental uncertainty to projections of global
warming.

The degeneracy of our present understanding of Earth’s climate has important
implications for policy. Figure 2.9 also contains markers, placed at year 2060, of the
goal (1.5 °C warming) and upper limit (2.0 °C) of the Paris Climate Agreement.
Again, all of the projections in Fig. 2.9 are based on RCP 4.5; the three simulations
represent the present “likely” range of uncertainty in ARF of climate associated
with the RCP 4.5 aerosol precursor specification. The projection of AT in Fig. 2.9a
lies below the Paris goal for the entire time period; the projection of AT in Fig. 2.9b
hits the Paris goal right at 2060, whereas the projection of AT in Fig. 2.9¢ falls
between the Paris goal and upper limit in 2060. Later in this chapter we show pro-
jections out to year 2100, which is especially important since simulated tempera-
tures are all rising at the end of the time period used for Fig. 2.9.

The calculations shown in Fig. 2.9 suggest that if the present uncertainty in ARF
due to tropospheric aerosols could be reduced, then global warming could be pro-
jected more accurately. There is considerable effort in the climate community to
reduce the uncertainty in this term. It is beyond the scope of this book to review the
widespread efforts in this area; such reviews are the domain of large, community
wide efforts such as the decadal surveys of measurement needs conducted by the US
National Academy of Sciences (NAS).?’ Bond et al. (2013) published a detailed
evaluation of the radiative effect due to black carbon (BC) aerosols and concluded
the most likely value was 0.71 W m~? warming, from 1750 to 2005, which far
exceeds the IPCC (2007) estimate of 0.2 W m~2 warming over this same period of
time. The IPCC (2013) best estimate of ARF for BC aerosols is 0.4 W m~2 warming,
from 1750 to 2011. If the Bond et al. (2013) estimate is correct, then all else being
equal, the absolute value of the best estimate for AerRF,;; would drop, relative to
the —0.9 W m~2 value given by IPCC (2013). Given the cantilevering between
climate feedback and AerRF,,;; (Fig. 2.9) and the sensitivity of future AT to climate
feedback, this modification would induce a corresponding decline in the associated

2 At time of writing, the 2017 NAS Decadal Survey is underway and progress can be viewed at:
http://sites.nationalacademies.org/DEPS/ESAS2017/index.htm
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projection of AT. Much more work is needed to better quantify ARF due to aero-
sols, because of the complexity of aerosol types that affect the direct RF term (Kahn
2012) as well as difficulties in assessing the effect of aerosols on clouds (Morgan
et al. 2006; Storelvmo et al. 2009).

2.2.14 Equilibrium Climate Sensitivity

The degeneracy of the climate record also limits our ability to precisely define equi-
librium climate sensitivity (ECS), the warming that occurs after climate has equili-
brated with 2 x pre-industrial CO, (Kiehl 2007; Schwartz 2012; Otto et al. 2013).
The values of ECS associated with the three simulations shown in Fig. 2.9 are 1.4,
1.7, and 2.4 °C, for AerRF,,;, values of —0.4 W m~2, —0.9 W m~2, and —1.5 W m2,
respectively. We conclude from Fig. 2.9 that if ocean heat export occurs in a manner
similar to that described by the OHC determined by averaging six data records, then
ECS lies between 1.4 and 2.4 °C.

Alas, if only the climate system were this simple. As shown in Fig. 2.8, the OHC
record is also quite uncertain. Figure 2.10 shows three additional simulations of Earth’s
climate, similar except for choice of OHC. All three simulations shown in Fig. 2.10 use
the IPCC (2013) best estimate of —0.9 W m~2 for AerRF,,,. Figure 2.10a utilizes the
OHC record of Ishii and Kimoto (2009), which yields the smallest value of k among all
available datasets, 0.43 W m= °C-!. Figure 2.10c makes use of the OHC record of
Gouretski and Reseghetti (2010) that yields the largest value of k, 1.52 W m=2 °C~.
The OHC record of Levitus et al. (2012), which lies closest to the average of the six
OHC determinations (Fig. 2.8), results in an intermediate value of k equal to 0.68 W
m~2°C~! (Fig. 2.10b). The second rung of each ladder plot of Fig. 2.10 shows the con-
tributions to ATHUMAN from GHGs, tropospheric aerosols, and OHE.*' The value of
ECS ranges from 1.6 °C to 2.5 °C, depending on which dataset for OHC is used. These
simulations reveal a second degeneracy of the climate record, which further impacts
our ability to define ECS. If the export of heat from the atmosphere to the oceans is
truly as large as suggested by the OHC record of Gouretski and Reseghetti (2010), then
Earth’s climate exhibits considerably larger sensitivity to the doubling of atmospheric
CO, than if the OHC record of Ishii and Kimoto (2009) is correct.

Despite these complexities, an important pattern emerges upon comparison of
ECS inferred from observations to ECS from GCMs. Figure 2.11 shows ECS from
GCMs that had been used in IPCC (2007), the more recent IPCC (2013) GCMs, and
a subset of the IPCC (2013) GCMs that participated in an evaluation process known
as the Atmospheric Chemistry and Climate Model Intercomparison Project
(ACCMIP). The ACCMIP GCMs tend to have more sophisticated treatment of tro-
pospheric aerosols than the rest of the CMIP5S GCMs (Shindell et al. 2013). Figure
2.11 also shows three recent, independent estimates of ECS from the actual climate
record: two based on analyses conceptually similar to our EM-GC approach, albeit
quite different in design and implementation (Schwartz 2012; Masters 2014) and a

2'The LUC term, which is always close to zero, is not shown in Fig. 2.10 for clarity.
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Fig. 2.10 (a) Observed and EM-GC simulated global warming, 18602015 as well as global
warming projected to 2060. Top rung of a typical ladder plot, comparing EM-GC modeled (red)
and CRU observed (black) AT, as well as three of the terms that drive ATHUMAN (Eq. 2.4) computed
for the AerRF,,;; = —0.9 W m~2, the IPCC (2013) best estimate for ARF due to aerosols, and com-
parison of modeled and measured OHC, for a simulation that derives a value for « that provides
best fit to the OHC dataset of Ishii and Kimoto (2009). (b) Same as (a), expect for a simulation that
derives a value for k that provides best fit to the OHC dataset of Levitus et al. (2012). (¢) Same as
(a), expect for a simulation that derives a value for k that provides best fit to the OHC dataset of
Gouretski and Reseghetti (2010). Note how the values of Equilibrium Climate Sensitivity given in
(a)—(c) respond to changes in OHC, whereas the transient climate response (red curve, upper rung
of each ladder plot) are nearly identical. Also, smaller values of Attributable Anthropogenic
Warming Rate (AAWR) are found as OHC rises, due to interplay of the OHE and aerosol terms
within ATHUMAN
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third that examined Earth’s energy budget in detail over various decadal periods
(Otto et al. 2013). The right hand side of Fig. 2.11 shows ECS found using our
EM-GC framework, for the six estimates of OHC that appear in Fig. 2.8.

Figure 2.11 shows that published values of ECS from GCMs (average of the
three best estimates is 3.5 °C) are considerably larger than estimates of ECS from
the actual climate record. This pattern holds upon comparison of GCM-based ECS
to values found using empirically-based estimates of ECS found by other research
groups (mean value 2.1 °C) and using our EM-GC framework (mean value 1.6 °C).

These three estimates of ECS are important for policy. The mean value of ECS
from GCMs (3.5 °C), taken literally and ignoring changes in other GHGs, indicates
CO, must be kept far short of the 2 x pre-industrial level to achieve the Paris upper
limit of 2 °C warming. The mean of the three empirically based estimates of ECS
from other groups (2.1 °C) suggests the Paris upper limit can perhaps be achieved if
the rise of CO, can be arrested before reaching the 2 x pre-industrial level, whereas
the mean value ECS from our EM-GC framework (1.6 °C) suggests that if society
manages to keep CO, from reaching 2 x pre-industrial level, the Paris goal might be
achieved. Of course, these statements are all contingent on minimal future growth
of other GHGs. Also, we stress that all of the estimates of ECS, even those from our
EM-GC framework, are associated with considerable uncertainty. Nonetheless, the
various ECS estimates in Fig. 2.11 suggest climate feedback within GCMs is larger
than in the actual climate system,?? which would explain the tendency for so many
CMIP5 GCM projections of AT to lie above the green trapezoid in Fig. 2.3.

The tendency of CMIP5 GCMs to warm too quickly, with respect to the actual
human influence on AT, is probed further in Sect. 2.3. This shortcoming of the
CMIP5 GCMs is crucial to the thesis of this book: that the Paris Climate Agreement,
as presently formulated, could actually limit the growth of GMST to less than 2 °C
above pre-industrial.

2.3 Attributable Anthropogenic Warming Rate

The most important metric for a climate model is how well the prior rise in global
mean surface temperature can be simulated. The green trapezoid used in various
figures throughout this chapter is based on the recognition, by Chap. 11 of IPCC
(2013), that CMIP5 GCMs have warmed too aggressively compared to observations
over the prior several decades. In this section, the Empirical Model of Global
Climate is used to quantify the amount of global warming that can be attributed to
humans, over the time period 1979-2010.% These years are chosen because the rise
in AT is nearly linear over this interval and this period has been the basis of similar
examination by several other studies (Foster and Rahmstorf 2011; Zhou and Tung
2013). Our analysis of AT is compared to simulations of this quantity provided by
CMIP5 GCMs, and to other analyses of AT over this period of time.

22Most estimates of ECS, such as Eq. 2.6, show ECS to be solely a function of climate feedback.
23 Specifically all analyses in this section span the start of 1979 to the end of 2010.
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First, some terminology must be defined. Chap. 10 of IPCC (2013) examined the
amount of warming over specific time periods that can be attributed to humans,
which we term Attributable Anthropogenic Warming (AAW). Figure 10.3 of IPCC
(2013) shows plots of the latitudinal distribution of AAW, for time periods of 32, 50,
60, and 110 years. We prefer to divide AAW (units of °C) by the length of the time
period in question, to arrive at a term called Attributable Anthropogenic Warming
Rate (AAWR) (units of °C/decade). Consideration of AAWR, rather than AAW,
provides a means to compare observed and modeled AT for studies that happen to
examine time intervals with various lengths.

Next, the method for quantifying AAWR is described. Equation 2.4 provides a
mathematical definition for ATHMAN in the EM-GC framework. This equation
represents the contribution to the changes in GMST due to human release of GHGs,
industrial aerosols, and land use change. Central to our estimate of AAWR is quan-
titative representation of the climate feedback needed to match observed AT
(parameter y in Eq. 2.4) and transfer of heat from the atmosphere to the ocean (term
Qocean)- The slope of ATHMAN . found using Eq. 2.4, with respect to time, is used
to define AAWR. Below, slopes are found by fitting values of ATHUMAN for time
periods that span the start of 1979 to the end of 2010, for various runs of the EM-GC
that cover the entire 1860-2015 period of time.

Numerical values of AAWR, from 1979 to 2010, are recorded in Figs. 2.4, 2.5,
2.9, and 2.10. The uncertainty associated with each value of AAWR given in Figs.
2.4 and 2.5 is the standard error of the slope, found using linear regression.** The
values of AAWR on these figures span a range of 0.086 °C/decade (Fig. 2.10c) to
0.122 °C/decade (Fig. 2.9¢). Differences in AAWR reflect changes in the slope of
ATHUMAN  over this 32-year interval, driven by various assumptions for ARF due to
tropospheric aerosols as well as ocean heat export.

Figure 2.12 illustrates the dependence of AAWR on the specification of radiative
forcing due to tropospheric aerosols. Panel b shows estimates of AAWR as a func-
tion of AerRF,y;, for simulations that all utilize the average value of ocean heat
content from the six datasets shown in Fig. 2.8. The uncertainty of each data point
represents the range of AAWR found for various assumptions regarding the shape
of ARF of aerosols (i.e., the three curves for a specific value of AerRF,;; shown in
Fig. 2.7, all of which are tied to aerosol precursor emission files from RCP 4.5).
Figure 2.12a shows the mean value of 1/y? associated with the three simulations
conducted for a specific value of AerRF,g,,. The higher the value of 1/y?, the better
the climate record is simulated. The best estimate for AAWR of 0.107 °C/decade is
based on a weighted average of the five circles in Fig. 2.12b, where 1/y? is used as
the weight for each data point. The largest and smallest values of the five error bars
in Fig. 2.12b are used to determine the upper and lower limits of AAWR, respec-
tively. We conclude that if OHC has risen in a manner described by the average of
the six datasets shown in Fig. 2.8, then the best estimate of AAWR over 1979-2010
is 0.107 °C/decade, with 0.080-0.143 °C/decade bounding the likely range.

The specific data record chosen for OHC has a modest effect on AAWR. This
sensitivity is apparent from numerical values for AAWR recorded in Fig. 2.10a—c.

*Uncertainties for AAWR are omitted from Figs. 2.9 and 2.10, for clarity, but are of the same
magnitude as the uncertainties given in Figs. 2.4 and 2.5.
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Fig. 2.12 Sensitivity of Attributable Anthropogenic Warming Rate to ARF of aerosols. (a) 1/y>
from the EM-GC simulations in the lower panel; the larger the value, the better the fit; (b) values
of AAWR for 1979-2010, computed as the slope of ATHMAN for EM-GC simulations that use the
15 time series of aerosol ARF shown in Fig. 2.7a. AAWR is displayed as a function of aerosol ARF
in year 2011 (AerRF,y;;). All calculations used the mean value of OHC computed from the six
datasets shown in Fig. 2.8. The best estimate for AAWR, found using five estimates weighted by
1/y?, as well as the lower and upper estimates for AAWR, are indicated. See Methods for further
information

This dependence of AAWR on OHC is illustrated by the colored symbols in Fig.
2.13, which show the best estimate (symbols) and range of AAWR (error bars) that
is found for each of the six OHC records. The three groupings of data points show
AAWR found using AT from CRU (Jones et al. 2012), GISS (Hansen et al. 2010),
and NCEI (Karl et al. 2015). Nearly identical values of AAWR are found, regardless
of which data center record is used to define AT. The mean value of the 18 empirical
determinations of AAWR in Fig. 2.13 is 0.109 °C/decade, with a low and high of
0.028 and 0.170 °C/decade, respectively. The notation 0.109 (0.028, 0.170) °C/
decade is used to denote the mean and range of this determination of AAWR.
Figure 2.13 also contains a graphical representation of AAWR extracted from the
41 GCMs that submitted results for RCP 4.5 to the CMIP5 archive (see Methods for
details on how AAWR from GCMs is found). The GCM values of AAWR are dis-
played using a box and whisker symbol. The middle line represents the median
value of AAWR from the GCMs; the box is bounded by the 25th and 75th percen-
tiles, whereas the whisker (vertical line) connects the maximum and minimum
values. The median value of AAWR from the CMIP5 GCMs is 0.218 °C/decade,
about twice our best estimate of the actual rate of warming caused by human activi-
ties. The 25th percentile lies at 0.183 °C/decade, which exceeds the empirically
determined upper limit for AAWR of 0.170 °C/decade over the time period 1979—
2010. In other words, the CMIP5 GCMs on average simulate an anthropogenically
induced rate of warming that is twice as fast as the actual climate system has warmed
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Fig. 2.13 Attributable Anthropogenic Warming Rate from the EM-GC and CMIP5 GCMs.
Diamonds, triangles, and squares show the best estimate of AAWR, 1979-2010, found using AT
from the CRU (Jones et al. 2012), GISS (Hansen et al. 2010), and NCEI (Karl et al. 2015) data
centers, for various data records of OHC denoted by color. Error bars on these points represent the
upper and lower limits of AAWR computed based on consideration of 15 possible time series for
ARF of aerosols shown in Fig. 2.7a. Values of AAWR over 1979-2010 from the 41 GCMs that
submitted RCP 4.5 simulations to the CMIPS archive are shown by the box and whisker (BW)
symbol. The middle line of the BW symbol shows the median value of AAWR from the 41 GCMs;
the boxes denote the 25th and 75th percentile of the distribution, and the whiskers show maximum
and minimum values of AAWR. See Methods for further information

and three quarters of the CMIP5 GCMs exhibit warming that exceeds the highest
plausible value for AAWR that we infer from the climate record. This is rather dis-
concerting, given the prominence of the CMIP5 GCMs in the discussion of climate
policy (e.g., Rogelj et al. 2016 and references therein).

The most likely reason for the shortcoming of CMIP5 GCMs illustrated in Fig. 2.13
is that climate feedback within these models is too large. Although tabulations of A
from CMIP5 GCMs exist (i.e., Table 9.5 of IPCC 2013), comparison to values of A
found using the EM-GC framework is complicated by the sensitivity of A to the ARF
of climate due to aerosols as well as ocean heat export. Most studies of GCM output
(Shindell et al. 2013; Andrews et al. 2012; Vial et al. 2013) do not examine all three
of these parameters. For meaningful comparison of GCMs to climate feedback from
our simulations, it would be particularly helpful if future GCM tabulations of A pro-
vided ARF due to aerosols and the ocean heat uptake efficiency coefficient (Raper
et al. 2002) that best describes the rise ocean heat content within each GCM simula-
tion. While the discussion of Fig. 9.17 of IPCC (2013) emphasizes good agreement
between the observed rise in ocean heat content (OHC) and the CMIP5 multi-model
mean rise in OHC since the early 1960s, there is an enormous range in the actual
increase of OHC among the 27 CMIP5 GCMs used in their analysis.

Cloud feedback tends to be positive in nearly all GCMs; i.e., simulated changes in
the properties and distribution of clouds tends to amplify ARF of climate due to rising
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GHGs (Vial et al. 2013; Zelinka et al. 2013; Zhou et al. 2015). Furthermore, GCMs
that represent clouds in such a way that they act as a strong positive feedback tend to
have larger values of ECS (Vial et al. 2013). It is quite challenging to define cloud
feedback from observations because the effect of clouds on ARF of climate depends
on cloud height, cloud thickness, and radiative effects in two distinct spectral regions.?
To truly discern cloud feedback, the effect of anthropogenic tropospheric aerosols on
clouds should be quantified and removed (Peng et al. 2016). The ephemeral nature of
clouds requires either a long observing time to discern a signal from an inherently
noisy process or the use of seasonal changes to deduce a relation between forcing and
response (Dessler 2010). Nonetheless, evidence has emerged that cloud feedback in
the actual atmosphere is indeed positive (Weaver et al. 2015; Zhou et al. 2015; Norris
et al. 2016). However, the uncertainty in the empirical determination of cloud feed-
back is quite large (Dessler 2010; Zhou et al. 2015). Furthermore, the vast majority of
satellite-based studies of cloud feedback that compare to GCM output make no
attempt to quantify the effect of aerosols on clouds, which is problematic given the
change in the release of aerosol precursors that has occurred in the past three decades
(Smith and Bond 2014) combined with varied representation of the effect of aerosols
on clouds within GCMs (Schmidt et al. 2014). There are major efforts underway to
evaluate and improve the representation of clouds within GCMs (Webb et al. 2016).
Based on the considerable existing uncertainty in the empirical determination of cloud
feedback and the wide range of GCM representations of this process, cloud feedback
within GCMs is the leading candidate for explaining why most of the GCM-based
values of AAWR exceed the empirical determination of AAWR.

Next, our determination of AAWR is compared to estimates published by other
groups. All studies considered here examined the time period 1979-2010. Our best
estimate (and range) for AAWR found using the CRU AT dataset is 0.107 (0.080,
0.143) °C/decade. Foster and Rahmstorf (2011) (hereafter, FR2011) reported a value
for AAWR of 0.170 °C/decade based on analysis of an earlier version of the CRU AT
record.”” They used multiple linear regression to remove the influence of ENSO,
volcanoes, and total solar irradiance on observed AT and then examined the differ-
ence between observed AT and the contribution from these three exogenous factors,
termed the residual, to quantify AT. The FR2011 estimate of AAWR exceeds the
upper limit of our analysis shown in Fig. 2.12 and lies closer to median GCM-based
value of 0.218 °C/decade found upon our analysis of the CMIP5 archive.

The difference between our best estimate for AAWR (0.107 °C/decade) and the
value reported by FR2011 (0.170 °C/decade), both for AT from CRU, is due to the two
approaches used to quantify the human influence on global warming. We have applied

*Figure 7.10 of IPCC (2013) provides a concise summary of the representation of cloud feedback
within GCMs.

2 Proper determination of ARF due to clouds requires analysis of the impact of clouds on reflectiv-
ity and absorption of solar radiation, commonly called the cloud short wavelength (SW) effect in
the literature, as well as the impact of clouds on the trapping of infrared radiation (or heat) emitted
by Earth’s surface, commonly called the long wavelength (LW) effect.

2TFR2011 also reported slightly higher values of AAWR, 0.171 and 0.175 °C/decade, upon use of
AT from GISS and NCEI, respectively.
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the approach of FR2011 to the derivation of AAWR using both the older version of the
CRU AT used in their study and the more recent version used in our analysis, and
arrive at 0.166 °C/decade for the older version and 0.183 for the latest version.

The difficulty in the approach used by FR2011 is that their value of AAWR is
based upon analysis of a residual found upon removal of all of the natural processes
thought to influence AT. If an unaccounted for natural processes happens to influ-
ence AT over the period of time upon consideration, such as the Atlantic Meridional
Overturning Circulation, then the value of AAWR found by examination of the
residual will be biased by the magnitude of the variation in AT due to this process
over the period of time under consideration.

Quantitative analysis of the CRU data record reveals the cause of the difference
of these two apparently disparate estimates of AAWR for the 1979-2010 time
period. The fifth rung of the Fig. 2.5 ladder plot indicates AMOC may have contrib-
uted 0.043 °C/decade to the rise of AT, over the time period 1979-2010. Upon use
in our EM-GC framework of the same version of CRU AT that was analyzed by
FR2011, we compute AAWR =0.109 °C/decade and a slope of 0.058 °C/decade for
the contribution of AMOC to AT over 1979-2010. Thus, natural variation of cli-
mate due to variations in the strength of the Atlantic Meridional Overturning
Circulation accounts, nearly exactly, for the difference between the FR2011 esti-
mate of AAWR (0.170 °C/decade) and our value (0.109 °C/decade).?®

There is considerable debate about whether North Atlantic SST truly provides a
proxy for variations in the strength of AMOC. An independent analysis conducted
using different methodology (DelSole et al. 2011) supports our view that internal
climate variability contributed significantly to the relative warmth of latter part of
the time series examined by FR2011. Analysis of a residual to quantify a process,
rather than construction and application of a model that physically represents the
process, violates fundamental principles of separation of signal from noise (Silver
2012). The estimates of AAWR shown in Figs. 2.4 and 2.5 yield similar values,
0.111 °C/decade versus 0.109 °C/decade, whether or not AMOC is considered,
because our determination of AAWR is built upon a physical model for the human
influence on climate (Eq. 2.4) and does not rely on analysis of a residual.

If there is one word that best summarizes the present state of climate science in
the published literature, it might be confusion. Alas, the argument put forth in the
prior paragraphs, that a value for AAWR from 1979 to 2010 of ~0.10 °C/decade is
inferred from the climate record whether or not variations in the strength of AMOC
are considered in the model framework, is in direct contradiction to Zhou and Tung
(2013) (hereafter ZT2013). ZT2013 examined version 4 of the CRU AT data record,
using a modified residual method,” and concluded AAWR is 0.169 °C/decade if
temporal variation of AMOC is ignored, but drops to 0.07 °C/decade if variations in

2 That is, 0.109 + 0.058 °C/decade is nearly equal to 0.170 °C/decade.

»The method used by ZT13 is similar to that of FR2011, except ZT13 include a model for ATHUMAN
in their calculation of regression coefficients that are used to remove the influence of ENSO, vol-
canic, and solar variations from AT (their case 1) or remove the influence of ENSO, volcanic, solar
variations, and AMOC from AT (their case 2). For both cases, their model of ATHUMAN jg a linear
function from 1860 to 2010.
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the strength of AMOC are considered. The ZT13 estimate of AAWR without
consideration of AMOC is in close agreement with the value published by FR2011,
and disagrees with our value for the reasons described above.

The importance of the ZT13 study is that if their value of AAWR found upon con-
sideration of AMOC (0.07 °C/decade) is correct, one would conclude that the CMIP5
GCMs warm a factor of three more quickly than the actual climate system has
responded to human influence. We are also able to reproduce the results of ZT13, but
we argue their estimate of AAWR is biased low because they used a single linear func-
tion to describe ATHUMAN gver the entire 18602010 time period. As illustrated on the
second rung of the Figs. 2.4 and 2.5 ladder plots, AT""™AN varied in a non-linear man-
ner from 1860 to present. The time variation of ATH'MAN bears a striking resemblance
to the rise in population over this period of time. For the determination of AAWR, not
only should a model for ATHUMAN be used, but this model must correspond to the
actual shape of the time variation of radiative forcing of climate caused by humans.

2.4 Global Warming Hiatus

The evolution of AT over the time period 1998-2012 has received enormous atten-
tion in the popular press, blogs, and scientific literature because some estimates of
AT over this period of time indicate little change (Trenberth and Fasullo 2013).
Various suggestions had been put forth to explain this apparent leveling off of AT,
including climate influence of minor volcanoes (Schmidt et al. 2014; Santer et al.
2014; Solomon et al. 2011), changes in ocean heat uptake (Balmaseda et al. 2013;
Meehl et al. 2011), and strengthening of trade winds in the Pacific (England et al.
2014). The major ENSO event of 1998, which led to a brief, rapid rise in AT due to
suppression of the upwelling of cold water in the eastern Pacific, must be factored
into any analysis of the hiatus.*

Karl et al. (2015) have questioned the existence of a hiatus. They showed an
update to the NCEI record of GMST, used to define AT, which exhibits a steady rise
from 1998 to 2012, despite the ENSO event in 1998. The main improvement was
extension to present time of a method to account for biases in SST, introduced by
varying techniques to record water temperature from ship-borne instruments.

Figure 2.14 compares measured AT over 1998-2012 to simulations of AT from
the EM-GC. The EM-GC simulations were conducted for the entire 1860-2015
time period: the figure zooms in on the time period of interest. Figure 2.14a—c shows
results using the latest version of AT from CRU, GISS, and NCEI (footnotes 1 to 3
provide URLs, data versions, etc.). Each panel also includes the slopes of a linear fit
to the data (black) and to modeled AT (red), over 1998-2012.

For the first time in our extensive analysis, the choice of a data center for AT
actually matters. The observed time series of AT from CRU in Fig. 2.14 exhibits a

¥ The effect of ENSO on AT in 1998 is readily apparent on the fourth rung of Figs. 2.4 and 2.5
ladder plots.
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Fig. 2.14 Observed and EM-GC simulated AT, 1995-2016. Top rung of a typical ladder plot,
comparing EM-GC modeled (red) and observed (grey) AT. Also shown are linear fits to the modeled
(red dashed) and measured (black) time series of AT, considering monthly values from the start of
1998 to the end of 2012. The slope and standard error of each slope are also recorded. (a) AT from
CRU was used (Jones et al. 2012); (b) AT from GISS (Hansen et al. 2010); (¢) AT from NCEI (Karl
et al. 2015); (d) AT from the CRU Hybrid adjustment of Cowtan and Way (2014). The linear fits to
modeled AT for NCEI and CRU-H lie right on top of the respective fits to measured AT

slope of 0.054 + 0.05 °C/decade over this 15-year period, about a factor of two less
than the modeled slope of 0.108 + 0.03 °C/decade. These two slopes do agree within
their respective uncertainties and, as is visually apparent, the ~155-year long simu-
lation does capture the essence of the observed variations reported by CRU over the
time period of the so-called hiatus. Nonetheless, the slopes disagree by a factor of
2, lending credence to the idea that some change in the climate system not picked
up by the EM-GC approach could be responsible for a gap between the modeled and
measured AT between 1998 and 2012.
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Analysis of the GISS and NCEI data sets leads to a different conclusion. As
shown in Fig. 2.14b, c, the observed and modeled slope of AT, for 1998-2012,
agree extremely well. The GISS record of GMST is based on the same SST record
used by NCEI. Earlier versions of the NCEI record (not shown), released prior to
the update in SST described by Karl et al. (2015), did support the notion that some
unknown factor was suppressing the rise in AT from 1998 to 2012.

Cowtan and Way (2014) (hereafter, CW2014) suggest the existence of a recent,
cool bias in the CRU estimate of AT, due to closure of observing stations in the
Arctic and Africa that they contend has not been handled properly in the official
CRU data release. CW2014 published two alternate versions of the CRU data set,
termed “kriging” and “hybrid”, to account for the impact of these station closures
on AT. Figure 2.14d shows that, upon use of the CRU-Hybrid data set of CW2014,
the observed and modeled slope of AT are in excellent agreement. Similarly good
agreement between measured and modeled AT is obtained for CRU-Kriging (not
shown). It remains to be seen whether CW2014 will impact future versions of AT
from CRU. In the interim, the CW2014 analysis supports the finding, from the GISS
and NCEI data sets, that there was no hiatus in the gradual, long-term rise of AT.

The EM-GC allows us to extract AAWR for any period of time. For the simulations
shown in four panels of Fig. 2.14, the values of AAWR for 1998-2012 are 0.1075 +
0.0041,0.1186 + 0.004, 0.1089 = 0.0046, and 0.1039 + 0.004, respectively, all in units
of °C/decade. The primary factors responsible for the slightly smaller rise in AT (black
numbers, Fig. 2.14) compared to AAWR over 1998-2012 is the tendency of the climate
system to be in a more La Nifia like state during the latter half of this period of time®'
(Kosaka and Xie 2013) and a relatively small value of total solar irradiance during the
most recent solar max cycle (Coddington et al. 2016). Our simulations, which include
Kasatochi, Sarychev and Nabro, suggest these recent minor volcanic eruptions played
only a miniscule role (~0.0018 °C/decade cooling) over this period. We conclude
human activity exerted about 0.11 °C/decade warming over 1998-2012, and observa-
tions show a rise of AT that is slightly smaller in magnitude, due to natural factors that
are well characterized by the Empirical Model of Global Climate.

2.5 Future Temperature Projections

Accurate projections of the expected future rise of GMST are central for the suc-
cessful implementation of the Paris Climate Agreement. As shown in Sect. 2.2.1.3,
the degeneracy of the climate system coupled with uncertainty in ARF due to tropo-
spheric aerosols leads to considerable spread in projections of AT (the anomaly of

3I'This is not particularly surprising given the strong ENSO of 1998. Hindsight is 20:20, but it is
nonetheless remarkable how much attention has been devoted to discussion of AT over the 1998—
2012 time period, including within IPCC (2013), given the unusual climatic conditions known to
have occurred at the start of this time period. Apparently the global warming deniers took the lead
in promulgating the notion that more than a decade had passed without a discernable rise in AT,
and the scientific community took that bait and devoted enormous resources to examination of
GMST over this particular 15-year interval.
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GMST relative to pre-industrial background). Complicating matters further, CMIP5
GCMs on average overestimate the observed rate of increase of AT during the past
three decades by about a factor of two (Sect. 2.3). Recognition of the tendency of
CMIP5 GCMs to overestimate observed AT led Chap. 11 of IPCC (2013) to issue a
revised forecast for the rise in GMST over the next two decades, which is featured
prominently below. Here, these issues are briefly reviewed in the context of the
projections of AT relevant for evaluation of the Paris Climate Agreement. Finally, a
route forward is described, based on forecasts of AT from the Empirical Model of
Global Climate (EM-GC) (Canty et al. 2013).

Figure 2.15 provides dramatic illustration of the impact on global warming fore-
casts of the degeneracy of Earth’s climate system. These so-called ellipse plots
show calculations of AT in year 2060 (AT,s) (various colors) computed using the
EM-GC, as a function of model parameters A (climate feedback) and AerRF,,
(ARF due to tropospheric aerosols in year 2011). Estimates of AT, are shown
only if a value of ¥> < 2 can be achieved for a particular combination of A and
AerRF,,,. In other words, the ellipse-like shape of AT,u defines the range of these
model parameters for which an acceptable fit to the climate record can be achieved.
The EM-GC simulations in Fig. 2.15a utilize forecasts of GHGs and aerosols from
RCP 4.5 (Thomson et al. 2011), whereas Fig. 2.15b is based on RCP 8.5 (Riahi
etal. 2011). As noted above, projections of AT consider only human influences. We
limit ARF due to aerosols to the possible range of IPCC (2013): i.e., AerRF,;; must
lie between —0.1 and —1.9 W m~2. Even though values of ¥ < 2 can be achieved for
values of A and AerRF,,, outside of this range, the corresponding portion of the
ellipse is shaded grey and values of AT associated with this regime of parameter
space are not considered. Projections of AT are insensitive to which OHC data
record is chosen (Fig. 2.10), but the location of the ellipse on analogs to Fig. 2.15
varies, quite strongly in some cases, depending on which OHC data set is used. The
x* < 2 ellipse-like feature upon use of OHC from Gouretski and Reseghetti (2010)
is associated with larger values of A than the ellipses that appear in Fig. 2.15; con-
versely, the ellipse-like feature found using OHC from Ishii and Kimoto (2009) is
aligned with smaller values of A. In both cases, the numerical values of AT,y Within
the resulting ellipses are similar to those shown in Fig. 2.15.

Figure 2.16 is similar to Fig. 2.15, except projections of AT for year 2100 (AT,;y)
are shown. The range of AT associated with the acceptable fits is recorded on all four
panels of Fig. 2.15 and 2.16. For RCP 4.5, projected AT lies between 0.91 and 2.28
°C in 2060 and falls within 0.91 and 2.40 °C in 2100. This large range for projections
of AT is quite important for policy, given the Paris goal and upper limit of restricting
AT to 1.5 °C and 2.0 °C above the pre-industrial level, respectively. The large spread
in AT is due to the degeneracy of our present understanding of climate. In other
words, the climate record can be fit nearly equally well assuming either:

(1)Small aerosol cooling (values of AerRF,,; close to —0.4 W m~2) and weak cli-
mate feedback, which is associated with lower values of AT .
(2) Large aerosol cooling (values of AerRF,, close to —1.5 W m~2) and strong
climate feedback, which is associated with higher values of AT,yg.
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Fig. 2.15 Projected rise in GMST, year 2060, as a function of climate feedback and aerosol radia-
tive forcing. Values of AT relative to the pre-industrial baseline found using the EM-GC frame-
work, for all combinations of model parameters A and AerRF,,; that provide an acceptable fit to
the climate record, defined here as yielding a value of %> < 2. Projections of AT are shown only for
AerRF,,, between the IPCC (2013) limits of —1.9 and —0.1 W m~2. The color bar denotes AT,y
found by considering only the ATHUMAN term in Eq. 2.2 for the future. All simulations used OHC
from the average of six data records shown in Fig. 2.8 and the aerosol ARF time series are based
on scaling parameters along the middle road of Fig. 2.21. (a) GHG and aerosol ARF based on RCP
4.5 (Thomson et al. 2011); (b) GHG and aerosol ARF based on RCP 8.5 (Riahi et al. 2011). The
minimum and maximum values of AT,y are recorded on each panel

Studies of tropospheric aerosol ARF are unable, at present time, to definitely rule
out any of these possibilities.

One clear message that emerges from Figs. 2.15 and 2.16 is that to achieve the
goal of the Paris Climate Agreement, emissions of GHGs must fall significantly
below those used to drive RCP 8.5. The range of AT, shown in Fig. 2.16b is
1.6-4.7 °C. Climate catastrophe (rapid rise of sea level, large shifts in patterns of
drought and flooding, loss of habitat, etc.) will almost certainly occur by end of this
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Fig. 2.16 Projected rise in GMST, year 2100, as a function of climate feedback and aerosol radia-
tive forcing. Same as Fig. 2.15, except for EM-GC projections out to year 2100. The same color
bar is used for both panels to accentuate the end of century difference between RCP 4.5 and RCP
8.5. The minimum and maximum values of AT,;q are recorded on each panel

century if the emissions of GHGs, particularly CO,, follow those used to drive RCP
8.5.3 The book Six Degrees: Our Future on a Hotter Planet (Lynas 2008) provides
an accessible discourse of the consequences of global warming, organized into 1 °C
increments of future AT.

In the rest of this chapter, policy relevant projections of AT are shown, both from
the EM-GC framework and CMIP5 GCMs. Figures 2.17 shows the statistical distri-
bution of ATy from our EM-GC calculations. The EM-GC based projections are
weighted by 1/x* (i.e., the better the fit to the climate record, the more heavily a
particular projection is weighted). The height of each histogram represents the prob-
ability that a particular range of ATy, defined by the width of each line segment,

32 As shown in Fig. 2.1, CO, and CH, reach alarmingly high levels at end of century in the RCP 8.5
scenario.
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Fig. 2.17 Probability distribution functions of rise in GMST in year 2060. The line segments
represent a series of histograms (narrow, vertical rectangles) for projections of AT in year 2060
relative to the pre-industrial baseline found using our EM-GC (blue) and CMIP5 GCMs (red). The
height of each histogram represents the probability the rise of AT will fall within the range of AT
that corresponds to the ends of each line segment (see main text). The Paris Climate Agreement
target and upper limit of 1.5 and 2.0 °C warming are denoted. Projections of AT found using the
EM-GC consider only combinations of model parameters A and AerRF,,, that fall within the
respective ellipse of Fig. 2.17 (i.e., projections consider only acceptable fits to the climate record)
and the EM-GC values of AT, are weighted by 1/x% so that simulations that provide a better fit
to the climate record are given more credence. Finally, the EM-GC simulations used OHC from the
average of six data records shown in Fig. 2.8 and the aerosol ARF time series based on scaling
parameters along the middle road of Fig. 2.21. (a) EM-GC and CMIP5 GCM projections based on
RCP 4.5 (Thomson et al. 2011); the GCM projections consider the 41 models represented in Fig.
2.3a; (b) EM-GC and CMIP5 GCM projections based on RCP 8.5 (Riahi et al. 2011); the GCM
projections consider the 38 models represented in Fig. 2.3b

will occur. In other words, the most probable value of AT in year 2060, for the
EM-GC projection that uses RCP 4.5, is 1.2—1.3 °C above pre-industrial, and there
is slightly less than 20 % probability AT will actually fall within this range. In con-
trast, the CMIP5 GCMs project AT in 2060 will most probably be 2.0-2.2 °C
warmer than pre-industrial, with a ~12 % probability AT will actually fall within
this range. A finer spacing for AT is used for the EM-GC projection, since we are
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Fig. 2.18 Probability distribution functions of rise GMST, year 2100. Same as Fig. 2.17, except
all of the projections are for year 2100

able to conduct many simulations in this model framework. Figure 2.18 is similar to
Fig. 2.17, except the projection is for year 2100. The collection of histograms shown
for any particular model (i.e., either CMIP5 GCMs or EM-GC) on a specific figure
is termed the probability distribution function (PDF) for the projection of the rise in
GMST (i.e., AT).

The PDFs shown in Figs. 2.17 and 2.18 reveal stark differences in projections of
AT based on the EM-GC framework and the CMIP5 GCMs. In all cases, AT from
the GCMs far exceed projections using our relatively simple approach that is tightly
coupled to observed AT, OHC, and various natural factors that influence climate.
These differences are quantified in Table 2.1, which summarizes the cumulative
probability that a specific Paris goal can be achieved. The cumulative probabilities
shown in Table 2.1 are based on summing the height of each histogram that lies to
the left of a specific temperature, in Figs. 2.17 and 2.18.

Time series of AT found using the CMIP5S GCM and EM-GC approaches are
illustrated in Figs. 2.19 and 2.20, which show projections based on RCP 4.5 and
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Table 2.1 Cumulative probability the rise in AT remains below a specific value, 2060 and 2100

2060 2100
1.5°C 2.0°C 1.5°C 2.0°C
CMIP5 GCMs RCP 4.5 0.027 0.270 0.0 0.206
CMIP5 GCMs RCP 8.5 0.0 0.026 0.0 0.0
EM-GC, RCP 4.5 0.787 0.995 0.751 0.989
EM-GC, RCP 8.5 0.215 0.816 0.0 0.098
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Fig. 2.19 Global warming projections, RCP 4.5. Simulations of the GMST anomaly relative to
pre-industrial baseline (AT), found using the EM-GC (red, white, and blue colors) and from the
CMIP5 GCMs (grey lines). Observed AT from CRU is also shown (orange). All simulations
extend back to 1860; the figure shows AT from 1945 to 2100 so that the projections can be better
visualized. The green trapezoid shows the indicative likely range of annual average AT for 2016
to 2035 (roof and base of trapezoid are upper and lower limits) and the green bar indicates the
likely range of the mean value of AT over 2006 to 2035, both given in Chap. 11 of IPCC (2013).
The Paris Climate Agreement target and upper limit of 1.5 and 2.0 °C warming are denoted at the
end of the century. The three CMIPS5 lines represent the minimum, maximum, and multi-model
mean of AT from the 41 GCMs that submitted projections for RCP 4.5 to the CMIP5 archive. The
EM-GC projections represent the probability that future value of AT will rise to the indicated level.
As for Fig. 2.17, EM-GC projections consider only acceptable fits to the climate record, are based
on the average of OHC from six data records, and have been weighted by 1/y* prior to calculation
of the probabilities. The white patch of the red, white, and blue projection is the most probable
future value of AT found using this approach

RCP 8.5. The colors represent the probability of a particular future value of AT
being achieved, for projections computed in the EM-GC framework weighted by 1/
x2. Essentially, the red (warm), white (mid-point), and blue (cool) colors represent
the visualization of a succession of histograms like those shown in Figs. 2.17 and
2.18. The GCM CMIPS5 projections of AT (minimum, maximum, and multi-model
mean) for RCP 4.5 and RCP 8.5 are shown by the three grey lines. These lines,
identical to those shown in Fig. 2.3a (RCP 4.5) and Fig. 2.3b (RCP 8.5), are based
on our analysis of GCM output preserved on the CMIPS5 archive. The green trape-
zoid, which originates from Fig. 11.25b of IPCC (2013), makes a final and rather
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Fig. 2.20 Global warming projections, RCP 8.5. Same as Fig. 2.19, except for the 38 GCM:s that
submitted projections using RCP 8.5 to the CMIP5 archive. Note how the most probable evolution
of AT found using the EM-GC framework passes through the middle of the IPCC (2013) trape-
zoid, and is matched only by the lowest projection warmings of the CMIP5 GCMs

important appearance on these figures. Also, the Paris target (1.5 °C) and upper
limit (2 °C) are marked on the right vertical axis of both figures.

There are resounding policy implications inherent in Figs. 2.17, 2.18, 2.19, and
2.20. First, most importantly, and beyond debate of any reasonable quantitative analy-
sis of climate, if GHG emissions follow anything close to RCP 8.5, there is no chance
of achieving either the goal or upper limit of the Paris climate agreement (Fig. 2.20).
Even though there is a small amount of overlap between the Paris targets and our
EM-GC projections for year 2100 in Fig. 2.20, this is a false hope. In the highly
unlikely event this realization were to actually happen, it would just be a matter of
time before AT broke through the 2 °C barrier, with all of the attendant negative con-
sequences (Lynas 2008). Plus, of course, 1.5-2.0 °C warming (i.e., the lead up to
breaking the 2 °C barrier) could have rather severe consequences. This outcome is all
but guaranteed if GHG abundances follow that of RCP 8.5.

The second policy implication is that projections of AT found using the EM-GC
framework indicate that, if emissions of GHGs can be limited to those of RCP 4.5,
then by end-century there is:

(a) a75 % probability the Paris target of 1.5 °C warming above pre-industrial will
be achieved

(b) a greater than 95 % probability the Paris upper limit of 2 °C warming will be
achieved

As will be shown in Chap. 3, the cumulative effect of the commitments from nations
to restrict future emissions of GHGs, upon which the Paris Climate Agreement is
based, have the world on course to achieve GHG emissions that fall just below those
of RCP 4.5, provided: (1) both conditional and unconditional commitments are fol-
lowed; (2) reductions in GHG emissions needed to achieve the Paris agreement,
which generally terminate in 2030, are continually improved out to at least 2060.


http://dx.doi.org/10.1007/978-3-319-46939-3_3
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The policy implication articulated above differs considerably from the consensus
in the climate modeling community that emission of GHGs must follow RCP 2.6 to
achieve even the 2 °C upper limit of Paris (Rogelj et al. 2016). We caution those
quick to dismiss the simplicity of our approach to consider the emerging view, dis-
cussed in Chap. 11 of IPCC (2013) and quantified in their Figs. 11.25 and TS.14, as
well as our Figs. 2.3 and 2.13, that the CMIP5 GCMs warm much quicker than has
been observed during the past three decades. In support of our approach, we empha-
size that our projections of AT are bounded nearly exactly by the green trapezoid of
IPCC (2013), which reflects the judgement of at least one group of experts as to how
AT will evolve over the next two decades. Given our present understanding of
Earth’s climate system, we contend the Paris Climate Agreement is a beacon of
hope because it places the world on a course of having a reasonable probability of
avoiding climate catastrophe.

We conclude by cautioning against over-interpretation of the numbers in Table
2.1 or the projections in Figs. 2.19 and 2.20. Perhaps the largest source of uncer-
tainty in the EM-GC estimates of AT is the assumption that whatever values of A
(climate feedback) and k (ocean heat export coefficient) have occurred in the past
will continue into the future. Should climate feedback rise, or ocean heat export fall,
the future increase of AT will exceed that found using our approach. On the other
hand, the past climate record can be fit exceedingly well for time invariant values of
A and x. The great difficulty is that the specific values of these two parameters are
not able to be ascertained from the climate record, due to large current uncertainties
in ARF due to aerosols and the ocean heat content record. Community-wide efforts
to reduce the uncertainties in ARF of aerosols and ocean heat storage are vital. We
urge that judgement of the veracity of the results of our EM-GC projections be
based on whether other research groups are able to reproduce these projections of
AT, based on similar types of analyses. Given these caveats, our forecasts of global
warming suggest that GHG emissions of RCP 4.5 constitute a reasonable guideline
for attempting to achieve the both the Paris target (1.5 °C) and upper limit (2.0 °C)
for global warming, relative to the pre-industrial era.

2.6 Methods

Many of the figures use data or archives of model output from publically available
sources. Here, webpage addresses of these archives, citations, and details regarding
how data and model output have been processed are provided. Only those figures
with “see methods for further information” in the caption are addressed below.
Electronic copies of the figures are available on-line at http://parisbeaconothope.org.

Figure 2.1 shows mixing ratios of CO,, CH,, and N,O from RCP 2.6, RCP 4.5,
RCP 6.0, and RCP 8.5, which were obtained from files:

RCP*MIDYEAR_CONCENTRATIONS.DAT provided by the Potsdam
Institute for Climate Research (PICR) at: http://www.pik-potsdam.de/~mmalte/
rcps/data


http://parisbeaconofhope.org/
http://www.pik-potsdam.de/~mmalte/rcps/data
http://www.pik-potsdam.de/~mmalte/rcps/data
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The figures also contain observed global, annually averaged mixing ratios for each
GHG. Observed CO, is from data provided by NOAA Earth Science Research
Laboratory (ESRL) (Ballantyne et al. 2012) at: ftp://ftp.cmdl.noaa.gov/products/
trends/co2/co2_annmean_gl.txt

The CO, record given at the above URL starts in 1980. This record has been
extended back to 1959 using annual, global average CO, growth rates at: http://
www.esrl.noaa.gov/gmd/ccgg/trends/global.html#global _growth

The CH, record for 1984 to present (Dlugokencky et al. 2009) is from: ftp://aftp.
cmdl.noaa.gov/products/trends/ch4/ch4_annmean_gl.txt

For years prior to 1984, CH, is from a global average computed based on measure-
ments at the Law Dome (Antarctica) and Summit (Greenland) ice cores (Etheridge
et al. 1998): http://cdiac.ornl.gov/ftp/trends/atm_meth/EthCH498B.txt

The N,O record for 1979 to present (Montzka et al. 2011) is from: ftp://ftp.cmdl.
noaa.gov/hats/n2o/combined/HATS_global_N20.txt

Figure 2.2 shows ARF of climate due to GHGs, for RCP 4.5 and RCP 8.5. The
GHG abundances all originate from the files provided by PICR given for Fig. 2.1.
The estimates of ARF for each GHG other than tropospheric O; were found using
formulae in Table 8.SM.1 of IPCC (2013), which are identical to formulae given in
Table 6.2 of IPCC (2001) except the value for pre-industrial CH, has risen from
0.700 to 0.722 ppm. These formulae use 1750 as the pre-industrial initial condition,
as has been the case in all IPCC reports since 2001. Hence, ARF represents the
increase in radiative forcing of climate since 1750. Throughout this book, we relate
ARF computed in this manner to AT relative to a pre-industrial baseline of 1850—
1900. This mismatch of baseline values for ARF and AT is a consequence of the
IPCC precedent of initializing ARF in 1750 combined with 1850 marking the first
thermometer based estimate of GMST provided by the Climate Research Unit of
East Anglia, UK (Jones et al. 2012). The rise in RF of climate between 1750 and
1900 was small, so the mismatch of baselines has no significant influence on our
analysis. The ARF due to tropospheric O; is based on the work of Meinshausen
et al. (2011), obtained from the PICR files. The grouping of GHGs into various
categories in Fig. 2.2 is the same as used for Fig. 1.4.

Figure 2.3 shows time series of AT, relative to the pre-industrial baseline, from
CRU (Jones et al. 2012), GISS (Hansen et al. 2010), and NCEI (Karl et al. 2015) as
well as GCMs that submitted model results to the CMIP5 archive (Taylor et al.
2012) for RCP 4.5 (Fig. 2.3a) and RCP 8.5 (Fig. 2.3b). The URLs of observed AT
are given in footnotes 1, 2, and 3. The CMIP5 URL is given in footnote 5.

All of the observed AT time series are normalized to a baseline for 1850-1900 in
the following manner. The raw CRU dataset is provided for a baseline of 1961—
1990; the raw GISS dataset is provided for a baseline of 1951-1980, and the raw
NCEI time series for AT is given relative to baseline of 1901-2000. The CRU data-
set starts in 1850; the other two time series start in 1880. To transform each time
series so that AT is relative to 1850-1900, the following steps are taken:

(a) for CRU, 0.3134 °C is added to each value of AT; 0.3134 °C is the difference
between the mean of CRU AT during 1961-1990 relative to 1850-1900;


ftp://ftp.cmdl.noaa.gov/products/trends/co2/co2_annmean_gl.txt
ftp://ftp.cmdl.noaa.gov/products/trends/co2/co2_annmean_gl.txt
http://www.esrl.noaa.gov/gmd/ccgg/trends/global.html#global_growth
http://www.esrl.noaa.gov/gmd/ccgg/trends/global.html#global_growth
ftp://aftp.cmdl.noaa.gov/products/trends/ch4/ch4_annmean_gl.txt
ftp://aftp.cmdl.noaa.gov/products/trends/ch4/ch4_annmean_gl.txt
http://cdiac.ornl.gov/ftp/trends/atm_meth/EthCH498B.txt
ftp://ftp.cmdl.noaa.gov/hats/n2o/combined/HATS_global_N2O
ftp://ftp.cmdl.noaa.gov/hats/n2o/combined/HATS_global_N2O
http://dx.doi.org/10.1007/978-3-319-46939-3_1
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Table 2.2 Names of the 42 1. ACCESS1.0 22. GFDL-ESM2M

CMIP5 GCMs used in Fig. 2. ACCESS3.0 23. GISS-E2-H

2.3 3. BCC-CSMI.1 24. GISS-E2-H-CC
4. BCC-CSM1.1(m) 25. GISS-E2-R
5. BNU-CSM 26. GISS-E2-R-CC
6. CCSM4 27. HadCM3
7. CESM1(BGC) 28. HadGEM2-CC
8. CESM1(CAMS5) 29. HadGEM2-ES
9. CMCC-CESM 30. INM-CM4
10. CMCC-CM 31. IPSL-CM5A-LR
11. CMCC-CMS 32. IPSL-CM5A-MR
12. CNRM-CM5 33.IPSL-CM5B-LR
13. CSIRO-MK3.6.0 34. MIROC-ESM
14. CanCM4 35. MIROC-ESM-CHEM
15. CanESM2 36. MIROC4h
16. EC-EARTH 37. MIROC5
17. FGOALS-g2 38. MPI-EMS-LR
18. FIO-ESM 39. MPI-ESM-MR
19. GFDL-CM2.1 40. MRI-CGCM3
20. GFDL-CM3 41. NorESM1-M
21. GFDL-ESM2G 42. NorESM1-ME

(b) for GISS, 0.1002 °C is first added to each value of AT; 0.1002 °C is the differ-
ence between the mean value of GISS AT during 1961-1990 relative to 1951-
1980. After this initial addition, the GISS data represent AT relative to
1961-1990. A second addition of 0.3134 °C then occurs, to place the data on
the 1850-1900 baseline;

¢) for NCEI, 0.1202 °C is first subtracted from each value of AT; 0.1202 °C is the
difference between the mean value of NCEI AT during 1961-1990 relative to
1901-2000. After this initial addition, the NCEI data represent AT relative to
1961-1990. A second addition of 0.3134 °C then occurs, to place the data on the
1850-1900 baseline.

The GCM lines in the figure are based on analysis of all of the r*ilpl1 files pres-
ent on the CMIP5 archive as of early summer 2016. The 42 GCMs considered are
given in Table 2.2. According to the CMIP5 nomenclature, “r” refers to realization,
“1” refers to initialization method, and “p” refers to physics version, and “*” is nota-
tion for any integer. The integer that appears after the “r” in the GCM output file
name is used to distinguish members of an ensemble, or realization, generated by
initializing a set of GCM runs with different but equally realistic initial conditions;
the “i” in the file name refers to a different method of initializing the GCM simula-

tion; and, the “p” denotes perturbed GCM model physics. The string ilpl appears
in the vast majority of the archived files.
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For a GCM to have been used, a historical file had to have been submitted to the
CMIPS archive. The historical files contain output of gridded surface temperatures,
generally for the 1850-2005 time period. Global mean surface temperature is com-
puted, using cosine latitude weighting. Next, an offset such that GMST from the
historical run of each GCM can be placed onto a 1961-1990 baseline is found and
recorded. This offset is applied to all of the r*ilpl files from the future runs of the
specific GCM, which generally cover the 2006-2100 time period. All GCM time
series are then placed onto the 1850v1900 baseline by adding 0.3134 °C to each
value of AT. All of the GCMs except CCM-CESM listed in Table 2.2 submitted
future runs for RCP 4.5 to the CMIPS5 archive; a single line for each of the other 41
models appears in Fig. 2.3a. For RCP 8.5, all of the GCMs except CanCM4,
GFDL-CM2.1, HadCM3, and MIROC4h submitted output for RCP 8.5 to the
CMIPS5 archive; a single line for each of the other 38 models appears in Fig. 2.3b.
Information about the Modeling Center and Institution for these models is provided
in our Table 2.3 below, for models that submitted results for RCP 4.5, and on the
web at http://cmip-pcmdi.llnl.gov/cmip5/docs/CMIP5_modeling_groups.pdf.

Figure 2.3 also contains a green trapezoid and vertical bar. The coordinates of the
trapezoid are (2016, 0.722 °C), (2016, 1.092 °C), (2035, 0.877 °C) and (2035, 1.710
°C) and the coordinates of the vertical bar are (2026, 0.89 °C) and (2026, 1.29 °C).
Anyone concerned about the veracity of Fig. 2.3 is urged to have a look at Fig. 11.25
of IPCC (2013). The right hand side of Fig. 11.25b includes an axis labeled “Relative
to 1850-1900”. Our Fig. 2.3 visually matches Fig. 11.25 of IPCC (2013) to a very
high level of quantitative detail.

Figures 2.4 and 2.5 compare AT relative to the 1850—-1900 baseline from CRU
to values of AT found using the Empirical Model of Global Climate. Values of
model output parameters A, k, ECS, and AAWR are all recorded in Fig. 2.4. The
simulation in Fig. 2.4 was found upon setting the regression coefficients Cy4, Cs, and
Ce in Eq. 2.2 to zero. The simulation in Fig. 2.5 made full use of all regression coef-
ficients. The comparison of modeled and measured OHC that corresponds to the
simulation shown in Fig. 2.5 is nearly identical to the bottom panel of Fig. 2.4, and
hence has been omitted. The same value of k was found for both of these simulations.
The bottom two rungs of Fig. 2.5 show the contribution to modeled AT from
AMOC, PDO, and 10; the slope of the AMOC contribution over 1979-2010 is also
recorded. The top rung of each ladder plot also records the goodness of fit parameter
x* (Eq. 2.7) for the two simulations. Finally, the top two rungs of each ladder plot
are labeled “AT from preindustrial” whereas the other rungs have labels of AT. The
label AT is used for the lower rungs for compactness of notation.

Figure 2.6 shows time series for ARF of six classes of anthropogenic, tropo-
spheric aerosols: four that tend to cool climate (sulfate, organic carbon from com-
bustion of fossil fuels, dust, and nitrate) and two that warm (black carbon from
combustion of fossil fuels and biomass burning, and organic carbon from biomass
burning). Estimates of direct ARF from all but sulfate originate from values of
direct radiative forcing of climate obtained from file:

RCP45_MIDYEAR_RADFORCING.DAT provided by PICR at: http://www.
pik-potsdam.de/~mmalte/rcps/data


http://cmip-pcmdi.llnl.gov/cmip5/docs/CMIP5
http://www.pik-potsdam.de/~mmalte/rcps/data
http://www.pik-potsdam.de/~mmalte/rcps/data
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We have modified the PICR value for direct radiative forcing of sulfate, using data
from Stern (20064, b), and Smith et al. (2011), as described in our methods paper
(Canty et al. 2013), because the modified time series is deemed to be more accurate
than the RCP value, which was based on projections of sulfate emission reductions
conducted prior to the publication of Smith et al. (2011).

The estimates of direct ARF from the various aerosol types are then combined
into two time series: one for the aerosols that cool, the other for the aerosols that
heat. Next, these two time series are multiplied by scaling parameters that represent
the aerosol indirect effect®® for aerosols that cool and for aerosols that warm. These
are the six curves shown using colors that correspond to aerosol type. The total
direct ARF of aerosols that warm, and aerosols that cool, are shown by the red and
blue lines, respectively. The line labeled Net is the sum of the total warming and
total cooling term, and reflects the time series of Aerosol ARF ; input to the EM-GC
(Eq. 2.2). Finally, the black open square marks AerRF,y;; = —0.9 W m~2 along the
Net time series, which is the best estimate of total ARF due to anthropogenic tropo-
spheric aerosols given by IPCC (2013).

Canty et al. (2013) relied on scaling parameters that were tied to numerical esti-
mates of upper and lower limits of the aerosol indirect effect given by IPCC (2007)
(their Fig. 4). Figure 2.21 is our new scaling parameter “road map”, updated to
reflect estimates of the aerosol indirect effect by IPCC (2013). The set of scaling
parameters used in Fig. 2.6 are given by the intersection of “Middle Road” with the
AerRF2011 = —0.9 W m~2 line in Fig. 2.21: i.e., aggar = 2.19 and oo = 2.43.
Further details of our approach for assessing a wide range of aerosol ARF scenarios
in a manner consistent with both CMIP5 and IPCC is given in Canty et al. (2013).

Figure 2.7 shows time series of Aerosol ARF ; found using scaling parameters
ogear and oo, combined with estimates of direct ARF of climate found as
described above, for five values of AerRF,y,;: —=0.1, —0.4, —=0.9, —1.5, and —1.9 W
m~2 (open squares). The highest and lowest values of AerRF,,, are the upper and
lower limits of the possible range, the second highest and second lowest values are
the limits of the likely range, and the middle value is the best estimate, all from
IPCC (2013). Three curves are shown for each value of AerRF,,;: the solid curve
uses values for scaling parameters oygar and ocoor, along the Middle Road of
Fig. 2.21, whereas the other lines use parameters along the High and Low Roads.

Figure 2.8 shows time series of ocean heat content for the upper 700 m of earth’s
oceans from six sources, as indicated. The data have all been normalized to a com-
mon value of zero, at the start of 1993. This normalization is done for visual conve-
nience; the EM-GC model simulates OHE, which is the time rate of change of
OHC. The time rate of change is the slope of each dataset, which is unaltered upon
application of an offset. The data sources are:

Balmaseda et al. (2013): http://www.cgd.ucar.edu/cas/catalog/ocean/OHC700m.tar.gz
Church et al. (2011): http://www.cmar.csiro.au/sealevel/TSL_OHC_20110926.html

3 The aerosol indirect effect is scientific nomenclature for changes in the radiative forcing of cli-
mate due to modifications to clouds caused by anthropogenic aerosols.
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Fig. 2.21 Aerosol indirect effect scaling parameters. The black lines show values of total ARF of
climate in year 2011 (AerRFy,;), relative to pre-industrial baseline, due to anthropogenic aerosols,
as a function of the parameter used to multiply the total direct ARF of climate from all aerosols that
cool (acoor) and the parameter used to multiply the total direct ARF of climate from all aerosols that
heat (aygar). Parameters acoor, and aear represent the effect of aerosols on the occurrence, distribu-
tion, and properties of clouds: the so-called aerosol indirect effects. The red line shows the most
likely value of AerRFyy;;. — 0.9 W m=2, from IPCC (2013). The black lines represent the IPCC
(2013) upper and lower limits of the likely range (—0.4 and —1.5 W m~2) and the upper and lower
limits of the possible range for AerRF,;, (—0.1 and —1.9 W m=2). This figure is included to indicate
that various combinations of acoor, and ogear can be used to find a particular value of AerRF,g,;;. The
combination of parameters along the line marked Middle Road is the most likely combination of
parameters, based on detailed examination of various tables given in Chap. 7 of IPCC (2013). The
high road and low road represent the ranges of plausible values of scaling parameters, again based
on our analysis of (IPCC 2013). Further details about this approach for representing the aerosol
indirect effect in the EM-GC are given in our methods paper (Canty et al. 2013)

Giese et al. (2011): http://dsrs.atmos.umd.edu/DATA/soda_hc2_700.nc

Gouretski and Reseghetti (2010): http://www1.ncdc.noaa.gov/pub/data/cmb/bams-
sotc/2009/global-data-sets/OHC_viktor.txt

Ishii and Kimoto (2009): http://www1.ncdc.noaa.gov/pub/data/cmb/bams-
sotc/2009/global-data-sets/OHC_ishii.txt

Levitus et al. (2012): http://data.nodc.noaa.gov/woa/DATA_ANALYSIS/3M_
HEAT_CONTENT/DATA/basin/yearly/h22-w0-700m.dat

As explained in the text, values of OHC shown in Fig. 1.8 are multiplied by 1/0.7
= 1.42 prior to being used in the EM-GC, to represent the estimate that 70 % of the
rise in OHC occurs in the upper 700 m of the world’s oceans (Sect. 5.2.2.1 of IPCC
2007).


http://dsrs.atmos.umd.edu/DATA/soda_hc2_700.nc
http://www1.ncdc.noaa.gov/pub/data/cmb/bams-­sotc/2009/global-data-sets/OHC_viktor.txt
http://www1.ncdc.noaa.gov/pub/data/cmb/bams-­sotc/2009/global-data-sets/OHC_viktor.txt
http://www1.ncdc.noaa.gov/pub/data/cmb/bams-­sotc/2009/global-data-sets/OHC_ishii.txt
http://www1.ncdc.noaa.gov/pub/data/cmb/bams-­sotc/2009/global-data-sets/OHC_ishii.txt
http://data.nodc.noaa.gov/woa/DATA_ANALYSIS/3M_HEAT_CONTENT/DATA/basin/yearly/h22-w0-700m.dat
http://data.nodc.noaa.gov/woa/DATA_ANALYSIS/3M_HEAT_CONTENT/DATA/basin/yearly/h22-w0-700m.dat
http://dx.doi.org/10.1007/978-3-319-46939-3_1
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Figure 2.11 shows twelve estimates of ECS. The six to the left are previously
published values and the six to the right are values found using our EM-GC. Here,
numerical estimates of the circle (best estimate), range, and brief description are
given.

The ECS value from IPCC (2007) of 3.3 (2.1, 4.4) °C, given in Box 10.2, is
based on GCMs that contributed to this report. Here, 2.1 and 4.4 °C are the lower
and upper limits of ECS, based on <5 % and >95 % probabilities (i.e., 95 % confi-
dence interval), respectively, as explained in Box TS.1 of IPCC (2007). The entry
from Shindell et al. (2013) of 4.0 (2.4, 4.7) °C represents the mean and ranges
(lower and upper limit) of the value of ECS from eight GCMs given in Fig. 22 of
their paper. The value from IPCC (2013) of 3.2 (1.9, 4.5) °C is from Table 9.5 that
provides ECS for 23 GCMs; here, the limits represents 90 % confidence intervals.

The ECS value from Schwartz (2012) of 2.23 (1.06, 3.40) °C represents the
mean and standard deviation of the nine determinations given in Table 2.2 of this
paper. The value from Otto et al. (2013) of 2.0 (1.2, 3.9) °C is the most likely value
and 95 % confidence interval uncertainty for the first decade of this century. Finally,
the ECS from Masters (2014) of 1.98 (1.19, 5.15) °C is the most likely value and 90
% confidence interval from an analysis that covered the past 50 years.

For the EM-GC based estimates of ECS, the error bars represent the range of
uncertainty for consideration of the IPCC (2013) expert judgement of the upper
limits of the full possible range of AerRF,; (i.e., —0.1 and —1.9 W m~?) and each
circle show the value of ECS found for AerRF,y;, equal to —0.5 W m~2, the IPCC
best estimate.

Figure 2.12 shows Attributable Anthropogenic Warming Rate (AAWR) as a
function of ARF due to aerosols. As for many of our analyses, results are shown for
five values of AerRF,g,:—0.1. =0.4, —0.9, —1.5, and —1.9 W m~2 :which define the
possible range, the likely range, and best estimate of AERRF,,;; according to IPCC
(2013). For each value of AerRF,;;, model runs are conducted for the three deter-
minations of Aerosol ARF shown in Fig. 2.7a. The circle represents the mean of
these three runs; the error bars represent the maximum and minimum values. Precise
determination of AAWR does depend on knowledge of how aerosol ARF has varied
over the time period of interest; uncertainty in the shape of aerosol ARF over 1979—
2010 exerts considerable influence on AAWR.

Figure 2.13 shows AAWR from numerous EM-GC simulations, as detailed in
the caption, and AAWR found from the 41 GCMs that submitted RCP 4.5 future
runs to the CMIP5 archive. Here, a detailed explanation is provided for the determi-
nation of GCM-based AAWR.

The estimate of AAWR from GCMs is based on analysis of 112 runs of 41
GCMs, from 21 modeling centers, submitted to the CMIPS archive. AAWR has
been computed for each run using two methods: regression (REG) and linear fit
(LIN). Table 2.3 details the 112 determinations of AAWR, from each method, orga-
nized first by the name of each GCM, then by modeling center. As noted earlier, we
use all of the r*ilpl runs in the CMIP5 archive that cover both the historical time
period (these runs generally stop at year 2005) and the future for RCP 4.5 forcing

[T}

(these runs generally start at 2006). According to CMIP5 nomenclature, “r” refers



106 2 Forecasting Global Warming

to different realizations of an ensemble simulation, all of which are initialized with

17311}

different but equality realistic initial conditions; “i” refers to a completely different
method for initializing a particular GCM simulation; and, “p” denotes some pertur-
bation to GCM model physics. The string r*ilpl appears in the vast majority of
CMIPS files; examination of the 112 r*ilpl runs provides a robust examination of
GCM output.

The first method used to extract AAWR from each GCM run, REG, involves
examination of de-seasonalized, globally averaged, monthly mean values of AT
from each run, from 1950 to 2010. Archived model output from the historical and the
future run files has been combined. Both the historical and future runs were designed
to use realistic variations of total solar irradiance (TSI) and stratospheric optical
depth (SOD), the climate relevant proxy for major volcanic eruptions. First, regres-
sion coefficients for TSI, SOD, and ATHUMAN are found. For this first step, observa-
tions of TSI and SOD are used in the analysis, and ATHYMAN i approximated as a
linear function. The regression coefficient for TSI is saved. A second regression is
conducted using AT from the GCM, for the 1979-2010 time period. For the second
regression, the saved value for the TSI coefficient is imposed, leading to new values
for the coefficients that modify SOD and ATHUMAN A two step method is needed to
properly determine the TSI and SOD coefficients, because the two major volcanic
eruptions that took place over the period of interest, E1 Chichén and Mount Pinatubo,
occurred at similar phases of the 11 year solar cycle. The initial regression starts in
1950 to allow coverage of enough solar cycles for extraction of the influence of solar
variability on GCM-based AT to be found, and also because AT"™MAN gver 1950-
2010 found using EM-GC (i.e., Human Rung on the Figs. 2.4, 2.5, 2.9, and 2.10
ladder plots) is nearly linear over this 60 year time frame. The value of AAWR using
REG is the slope of ATHUMAN 'recorded for each of the 112 GCM runs in Table 2.3.

The second method used to extract AAWR from each GCM run, LIN, involves
analysis of global, annual average values of AT from the various GCM runs. As
noted above, these GCM runs were designed to simulate the short-term cooling
caused by volcanic eruptions, such as El Chichén and Mount Pinatubo. The volca-
nic imprint from most of the GCM runs is obvious upon visual inspection: archived
AT tends to be smaller than neighboring years in 1982, 1983, 1991, and 1992. For
LIN, we find the slope of global annual average AT from each GCM run using lin-
ear regression, excluding archived output for the four years noted in the prior sen-
tence. Values of AAWR found using LIN are also recorded for each of the 112 GCM
runs in Table 2.3.

We are confident AAWR has been properly extracted from the archived GCM
output. Neither of our determinations attempt to discern the influence on GCM-
based AT of natural variations such as ENSO, PDO, or AMOC. While the CMIP5
GCMs represent ENSO with some fidelity (Bellenger et al. 2014), and changes in
heat storage within the Pacific ocean simulated by GCMs has been linked to vari-
ability in AT on decadal time scales (Meehl et al. 2011), these effects should appear
as noise that is averaged out of the resulting signal, since our estimates of AAWR
are based on analysis of 112 archived GCM runs. While GCMs might indeed have
internally generated ENSO events or fluctuations in ocean heat storage that affect
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AT, the years in which these modeled events occur will bear no relation to the years
these events occur in the real world (or in other models). A detailed examination of
model output from four leading research centers finds little impact on AT of varia-
tions in the strength of AMOC within GCMs (Kavvada et al. 2013). Conversely,
accurate timing of natural variations of AT due to solar irradiance and volcanoes is
imposed on GCMs, via request that the GCMs use actual variations in TSI and SOD
derived from data.

Statistical analysis supports the contention that the representation of GCM-based
AAWR in Fig. 2.3 is accurate. The 112 values of AAWR in Table 2.3 found using
REG compared to the 112 values found using LIN result in a correlation coefficient
(r?) of 0.953 and a ratio of 1.057 + 0.106, with AAWR LIN tending to exceed
AAWR REG by 5.7 %. Consideration of the values of AAWR associated with the
41 GCMs yields r? = 0.964 and ratio of 1.051 £0.101; again AAWR LIN is slightly
larger than AAWR REG. Finally, analysis of AAWR from the 21 modeling centers
yields 1 = 0.977 and ratio = 1.052 + 0.103. Values of AAWR found using REG and
LIN agree to within 5 % with a variance of 10 %. We conclude our determination of
GCM-based AAWR is accurate to 10 %, which is much smaller than the difference
between the GCM-based value of AAWR and that found using the EM-GC frame-
work shown in Fig. 2.13.

The box and whisker (BW) symbol in Fig. 2.13 is based on AAWR found using
the regression method (REG), for all 41 GCMs that submitted RCP 4.5 output to the
CMIPS archive. If a model submitted multiple runs, the resulting AAWR values are
averaged, leading to a single value of AAWR for each GCM.* The 41 values of
AAWR upon which the BW plot is based are bold-faced on Table 2.3. The resulting
BW symbol for the values of AAWR found using the linear fit (LIN) method, for the
41 GCMs in Table 2.3, is quite similar to the BW symbol shown in Fig. 2.13. The
primary difference is a higher median value for the LIN determination: the 25th,
75th, minimum, and maximum values are quite similar to those of the REG method.
Finally, BW symbols for AAWR based on either the 112 runs or the 21 modeling
centers, found using either LIN or REG, look quite similar to the GCM representa-
tion in Fig. 2.13.
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