Chapter 2
Basic Mathematics

Abstract The basic mathematics useful for this book is divided into discrete least
squares theory, collocation, coordinate systems, Legendre’s polynomials, spherical
and ellipsoidal harmonics, the fundamentals of potential theory and regularization.
Most numerical applications are based on linear least squares theory, either in the
spatial domain (mainly for local studies) or by spherical harmonics in regional and
global applications. For example, linear regression analysis, discrete and continuous
least squares collocation are described. As problems in geodesy and geophysics are
frequently non-linear, the linearization of such a problem is also presented. After
introducing Legendre’s polynomials and spherical harmonics, the latter type of
series is used for spectral smoothing and combining sets of data. The gravitational
potential on and outside the ellipsoid is also presented in ellipsoidal harmonics. One
section is devoted to the basics of potential theory, including some basic concepts,
Newton’s integral for the potential, Laplace’s and Poisson’s equations and Gauss’
and Green’s formulas, as a well as basic boundary value problems, as a background
for the rest of the book. Considering that most problems related with gravity
inversion are inverse problems, regularization is needed to reach a practical solu-
tion. Hence, various approaches to regularization of solutions to inverse problems
are shortly described and compared.

Keywords Basic mathematics - Collocation - Coordinate systems - Least squares
theory - Legendre’s polynomials - Spherical harmonics - Potential theory -
Regularization

2.1 Least Squares Adjustment Theory

Least squares treatment of large data sets is common in geodesy, surveying and
geophysics. Least squares collocation, widely used in geodesy, is closely related
with kriging, frequently applied in geophysical prospecting. This book will apply
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least squares in various ways in physical geodesy and geophysics, and the basics are
provided in this section.

Definition 2.1 Let x be a stochastic estimator for the parameter u. If the stochastic
expectation E{x} = u holds, we say that x is an unbiased estimator of u and its
variance is given by:

a)%:E{(xf,u)z}. (2.1)

Definition 2.2 If E{x} # p, then x is a biased estimator of y, and its Mean Square
Error,

MSE{x} = E{(x - ,u)z} = ¢ + bias?, (2.2a)

is the sum of its variance given by (2.1) and the bias squared, the bias given by:

bias, = E{x} — u. (2.2b)
Equation (2.2a) follows directly from the relation:

MSE{x} = E{(x - ﬂ)z} - E{(x — E{x} + E{x} — M)Z}. (2.3)

2.1.1 Adjustment by Elements

Let us assume that L is a vector of n observations with a random error vector &. If
L is related with the unknown parameter vector X (with m < n elements) by the
linear matrix equation (system of observation equations)

AX =L —¢, (2.4)

where A is called the design matrix, assumed to be of full rank, the least squares
solution to (2.4), minimizing the weighted sum of squares of errors, £ Pg, is:

X=(ATPA) 'ATPL. (2.52)
The error vector and covariance matrix of the unknowns become:

¢ =L—-AX (2.5b)
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and
-1
Qx =a3(A"PA) . (2.5¢)
Here P is a positive definite weight matrix among the observations, ()71 is the

inverse of the matrix in the bracket and O’% is the variance of unit weight. The latter
can be unbiasedly estimated by:

2 =&"Pe/(n —m) = LTP(L - Af() /(n — m), (2.5d)

where n and m are the numbers of observations and unknown parameters,
respectively.

Example 1 Consider a linear regression in time (#;) with observation equations

at+bti=1—¢; i=1,...,n, (263)
or, in a matrix equation
1 1 L
N m =|.|-¢ (2.6b)
1 1, L,

with the least squares solution for the parameters a and b

n _l n
N n > >
m = i=1 (2.6¢)
St 28 > il
i i i=1

If one substitutes #; by At; = #; — 1, where 1o = (31, ;) /n is the mean of the
observation times, one obtains:

Xn: At; = 0,
i=1

implying that the off-diagonal elements of the normal matrix A”A vanish, yielding
a diagonal matrix, and the above solution is simplified to:

a= Zl: li/n and b= Zl: Atil;/ ZI: (Ar)? (2.6d)
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with standard errors

sa=s/vn and s;=1s/ z": (An)?, (2.6€)

i=1
where the variance of unit weight (s) is given by Eq. (2.5d).

This solution is useful in estimating the secular change/trend parameter b of the
set of observations (/) observed at different epochs. In particular, if the time interval
(Ar) between successive epochs is constant, it follows that:

. 25" (2i—n—1)]
) — A_Zfl( i=n )lz' and s, — s . (2.6f)
1 (2i=n—=1) At\/Zf:l (2i—n—1)

One may also eliminate the constant a in Eq. (2.6a) by substituting each
observation /; by I; — I, where [ is the mean of the observations.

The estimated secular trend (5) may be sensitive to periodic signals not included
in the regression analysis, in particular for long-periodic terms. If the periods (TJ)
are known, their causes can be included in the adjustment by the revised formula

J
a-+bt; + Z (cj cos wjti—|—djsina)jti) =li—¢&; i=1,...,n, (2.62)
=1

where w; =2n/T; and J is the number of periodic signals included in the
adjustment.

If the set of observations are evenly distributed over the period and includes one
or a multiple of periods, the effect of the periodic term is eliminated. More gen-
erally, the regression formula is extended to multiple regression analysis by
including several types of correlated observables. Then the normal matrix A”PA of
the solution (2.5a) will be a full matrix, and, for example, the simple solution for the
trend parameter in (2.6f) does not hold, implying that the unknown parameters are
correlated and mutually affect the solutions of the individual parameters.

— Special Cases:
o Frequently the underlying function f;(X) for the observation /; is non-linear:

Li—e=f(X); i=1,...n, (2.7a)

and by Taylor expansion of all observation equations the system may be
linearized to the matrix equation
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AAX = AL — ¢, (2.7b)

where A is the design matrix as above, AX is the (unknown) improvement of
X versus the approximate value Xy and

AL =L — [fi(Xo), .. .fu(Xo)]" (27¢)

Here L is the vector of observations ;. By solving (2.7b) as in (2.5a), the
least squares solution is achieved. As the original equations are non-linear,
the solution may need to be iterated for convergence.

e If there are a priori information X~ of the unknown vector X with covariance
matrix Qy, the matrix equation (2.4) can be augmented by the equation

IX=X —g; E(ge)=0Qx, (2.8a)

and assuming also that the observations X~ and L are uncorrelated, the
improved least squares solution becomes (e.g. Sjoberg 2013, Sect. 12.1):

X =N (Qg'X +ATQ'L) (2.8b)
or
X =X +K(L—-AX"), (2.8¢)
where:
N=Qx'+A7Q'A and K=QA"(AQxA”+Q) ', (2.8)

and the covariance matrix of the solution vector can be written:
—1

It is obvious that this solution is both more stable and precise than the
original solution (2.5a).

As an example, the solution of Egs. (2.8c) and (2.8e) is useful in gravity
inversion when a preliminary model of Earth parameters (X~) are at hand
from a previous analysis, and new data (L) are available to improve the
model. In the case that the new observation equation is non-linear, it can be
linearized as described above. Several other ways of adjusting the non-linear
equations in combination with the preliminary model are discussed at length
in Tarantola (1987).
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e Closely related adjustment schemes are condition adjustment and condition
adjustment with unknowns. See, e.g. Bjerhammar (1973, Chaps. 12 and 20),

A discrete least squares problem may be rank deficient or ill-conditioned,
leading to proper and numerical singularities, respectively, in the systems of
equations. In the first case, there is no unique solution. In the second case, a unique
solution may exist, but the system is badly conditioned such that the numerical
solution may fail or be badly contaminated by errors. In solving geoscience
problems by gravity inversion, the systems of equations are frequently
ill-conditioned, as such problems are typically ill-posed, which can be handled by
some type of regularization (see Sect. 2.8).

2.2 Least Squares Collocation

2.2.1 Discrete Collocation

Least Squares Collocation (LSC) is a type of interpolation and/or prediction of
stochastic variables, either within one type of observable or from the observations
of one type to another. In addition, the covariances among the observables as well
as between these and the predicted variable are assumed to be known.

Let x and y be stochastic variables with expectations zero. The variable y is
assumed to be estimated (predicted) from observations of x. The auto-covariance
and error covariance matrices (C and D) among the observations in the observation
matrix X, as well as the cross-covariance vector ¢ between y and X, are known.
Moreover, if the variance of y, aﬁ, is known, the prediction variance can also be
estimated. In this case y can be optimally estimated/predicted in a least squares
sense by the formula (Moritz 1980, Part B)

j=c'(C+D)'X, (2.9a)

and the prediction variance becomes:

5 =

-1
0'_2 03 —c(C+D) e (2.9b)
Proof Consider the general linear estimator

y=a'X, (2.10a)

where a is an arbitrary vector and the error of X is &€ with expectation zero. Then the
prediction error becomes:
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G=y—y=aX-y, (2.10b)

and by assuming that & and y are uncorrelated, the prediction variance becomes:

=~ E{sﬁ} =0, +a'E{(X+¢)(X+g) }a—2a"E{(X+&)y}

y

=o;+a’(C+D)a—2a"c=0} —'(C+D) 'c

1 )7 -1
+[a—(c+1)) c] (C+D)[a—(c+1)) c]
>0, - (C+D) e, (2.10¢c)

where C = E{xx"}, D = E{ge’} and ¢ = E{xy}. This shows that the optimum
predictor is provided for a = (C + D)_lc, and the predictor and its variance follow
from (2.9a, b).

If the expectation of x does not vanish, collocation can still be applied as above
after first removing the bias, trend or systematic error by a least squares adjustment
by elements as above. The whole procedure, including trend removal, is the general
form of least squares collocation (Moritz 1980, Parts B and C).

When collocation is applied to the gravity field of the Earth, it is unrealistic to
assume that the signal (but, on the contrary, the error) is stochastic, and this can
only be assumed as an approximate model. As a result, also the signal covariance
functions needed are in doubt. In the application of collocation the statistical
expectation operator is replaced by a space average operator, which is not trivial.
Lauritzen (1973) even proved that a Gaussian stochastic process of gravity is not
ergodic, implying that “even if we knew gravity all over the Earth, we would not be
able to find the true covariance function”. If there is only one realization available
of the stochastic process, we cannot determine the true covariance function.

Nevertheless, discrete collocation is an important method for inter- and extrap-
olation that also provides an approximate estimate of the prediction variance. Even if
this method is not the most precise technique, it is frequently also used for deter-
mining various quantities from gravity data. However, one should also bear in mind
that collocation leads to large matrix systems when many observations are at hand.

In geology and geophysics, a similar concept named kriging has been developed
for applications in geostatistics (see, e.g. Matheron 1963). The essential difference
to collocation is the variogram that replaces the covariance function used in col-
location. See, e.g. Dermanis (1984) for further details.

2.2.2 Continuous Collocation

Let x be a continuous stochastic process on the sphere with expectation zero and
auto-covariance function ¢, (P, Q). Its observation x is contaminated by the error ¢,
which is assumed to be uncorrelated with the true signal x, has expectation 0 and
auto-covariance function d(P, Q).
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Problem It is requested to determine the least squares solution to the linear con-

tinuous estimator on the sphere:
Jp = //hxda, (2.11)

o

where £ is an unknown kernel function to be determined such that the variance of y
is a minimum. Here ¢ is the unit sphere. In addition, the cross-covariance function
between the signals y and x, i.e. ¢, (P, Q) = ¢y (P, Q), is assumed to be known.

Solution (Sjoberg 1979): The error of y is:

ayzy—y://h)_cda—y, (2.12)

g

with the prediction variance

7p) = {5 -3} = 5i0) =2 [[ 1P, Q)en(P, Q)dog

+ // h(P,Q) // h(P, Q") {cu(Q, 0 +d((Q,Q)}dog | dag. (2.13)

It follows that the minimum prediction variance
2(P) = 62(P) — 2 // i(P, Q)cys(P, Q)doyg (2.14)

is obtained by:

ny(Pa Q) = // /:l(P, Ql){CW(Q, Ql) +d(Q7 Ql)}dGQ" (215)

which is the so-called Wiener-Hopf integral equation for the kernel function /. The
least squares solution is thus given by Eq. (2.11) with & given by Eq. (2.15).

If there are two different sets of stochastic processes, x; and x, on the sphere,
observed with random errors ¢; and &, and all covariance functions are known
(with obvious notations similar to the above example), a related stochastic process
y can be optimally estimated from the general combined estimator

5 = // ((P.O)(Q) + (P, O)x:(Q))do. (2.16)
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The least squares solution for functions 4, and h, are the solutions to the integral
equations

e (P, Q) = // [ (P,@)e1(Q,0) +ha(P,Q)ecin(Q, Q)]da’  (2.17a)

and
6 (P.0) = [ (P, 0)ex(€.0) +n(P.Q)en (€, Q))ae's  (2.170)
where:
¢11 =c11+dip and ¢ = ¢ +don; d;; are the respective noise covariance
functions.

The expected least squares prediction variance becomes:

a;(P) = a;(P) — // [%(RQ) // {€11(Q, Q)i (P, Q) +2¢12(Q, @) (P, Q) }do' | do

7// [ﬁz(P, Q)//{CZZ(Q,Q’)EZ(P,Q’)}dJ'} do. (2.18)

The solutions to the kernel functions h; can be conveniently determined from
Egs. (2.17a, b) by expressing all functions in spherical harmonics (see Sect. 2.8.2).
If the stochastic processes are harmonic in the exterior of the sphere (which is the
case if they are related with the gravity field and there are no topographic and
atmospheric masses outside the sphere), the predictions ¥, can be extended to any
point on or outside the sphere (Sjoberg 1979). The Wiener filter is further discussed
in Sect. 2.8.2 as a method of regularization.

2.3 Coordinate Systems

Consider the point P in an Earth-fixed Cartesian coordinate system (x,y,z), with
origin at the Earth’s centre of gravity, the z-axis along the Earth’s axis of rotation
and the (x,y)-plane in the equatorial plane with the x-axis in Greenwich meridian
and y-axis at right angle to the east.

Then the Cartesian coordinates can also be expressed in spherical coordinates
(see Fig. 2.1)

X =rcosy cos
Yy =r cosy sin A (2.19)

z=rsiny,
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Fig. 2.1 Relation between
Cartesian and spherical
coordinates

Fig. 2.2 Relation between
Cartesian and geodetic
coordinates

where r and  are the geocentric radius and latitude, respectively, and 4 is the
longitude.

The geodetic coordinates (¢, 4,h) = (latitude, longitude, height) are related to
the Cartesian coordinates by the formulas (see Fig. 2.2)

x= (N+nh) cos ¢ cos A
y = (N+h) cos¢ sin A (2.20)
z=[N(1 —¢&*)+h] sing,

where:
N =a/y/1—e?sin’ ¢ (2.21)
is the radius of curvature in the prime vertical of the reference ellipsoid with

semi-major and semi-minor axes @ and b, and ¢*> = (a*> — b?)/a? is the eccentricity
of the ellipsoid squared.
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Next we present the relationship between the Cartesian and ellipsoidal coordi-
nates (u, 5, 1) (see Fig. 2.3)

x =V u?+E? cosf cosi
y=+Vu*+E? cosf sin/ (2.22)

z=usinf3,

where:
E =ae=Va? — b?

is the linear eccentricity.

By considering a point on the reference ellipsoid (i.e., with 4 = 0 and u = b), it
follows from the above equations that geocentric, geodetic and reduced latitudes
(Y, @, p) are related by the equations

_

VX2 +y?

The Cartesian coordinates can be determined from the curvilinear coordinates
above by straightforward transformations. The inverse transformations are much
more cumbersome to derive, unless the computational point is located on the ref-

erence ellipsoid. An exception is the longitude, which for all three curvilinear
coordinate systems above is the same and can be determined by:

=tany = (1 —¢*) tanp = V1 — €2 tan f. (2.23)

Yy

x+\/m.

A = 2arctan (2.24)

Fig. 2.3 Relations between Cartesian coordinates and geocentric, geodetic and reduced latitudes
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Equation (2.19) can be inverted to provide the spherical coordinates (r, ) from
the Cartesian ones by:

tan |/ :§ and r=+/p?+22, (2.25a)
where:
p= X2 +y2 (225b)

From Eq. (2.22) one obtains the inverse transformation from Cartesian coordi-
nates to ellipsoidal coordinates by:

= \/ (wz +/wh —|—4E2z2> V2 (2.26a)
and
2./ u)? .
tanﬁfp 1+ (E/u), (2.26b)
where:

w? =p?+7 — E%. (2.26¢)

There are numerous solutions in the literature to the geodetic latitude ¢ and height
h; some solutions are iterative (e.g. Heiskanen and Moritz 1967, p. 183; Fukushima
2006; others are approximate, (e.g. Hoffmann-Wellenhof et al. 2008, p. 280):

24 (¢)?bsin’ o

2.27
p—é€2cosPo ( 2)

¢ = arctan

where the auxiliary argument o is given by:
tano = z/ (p\/l - e2) and  (¢)’= (a® — b?) /1%, (2.27b)

and there are also several exact solutions (see below).

Two efficient iterative methods were presented by Fukushima (2006) by
applying Halley’s third-order method to solve non-linear equations (Danby 1988).
This method can be derived as follows. By squaring and adding the first two of
Eq. (2.20), one obtains:

p = (N+h) cos o, (2.28)
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and from this equation, and the last equation of (2.20) 4 can be eliminated, resulting
in an equation in ¢ alone:

flo)=ptangp —z — da—? 0, (2.29a)
1 —e2sin’ @

and by taking advantage of Eq. (2.23), one finally obtains:

T
— =0,
V1+T2

F(T)=PT —Z — ¢ (2.29b)

where P =p/a, Z = z/a and T = tan 5.
Applying Halley’s third-order method, the iteration for 7 uses the formula

F(T,)
FI(T,) = F'(Ty)F(T,)/(2F'(T,))

Ty =T, — (2.30a)

where n is the iteration step and the first- and second-order derivatives are:

F(T,)=P—¢/(1+T72)"? and F'(T,) =3&T,/(1+712)°.  (2.30b)

As the second-order derivative is rather cumbersome, it may be neglected,
yielding Newton’s second-order iteration formula

F(T,)

Tn+l =T, _F,(T)
n

(2.31)

A suitable start value for 7, could be Ty = Z/[P(1 — €?)].

Fukushima (2006) showed that this iterative method is faster than any of the
other methods published for the transformation of Cartesian to geodetic coordinates
at an accuracy within 67 x 107 for elevations ranging between —10 and
30,000 km.

Note that the iteration using the latitude as an argument will have a problem for
high latitudes. In such situations, Sjoberg (1999) proposed iteration by using the
co-latitude. Another way to circumvent the problem close to the pole is to substitute
the unknown latitude ¢ by: ¢ = ¢ F /4.

An exact solution of geodetic height and latitude (Sjoberg 2008; slightly revised)
reads as follows.

By introducing the new unknown k = (N+#)/N one obtains the following
equations from Egs.(2.20), (2.21) and (2.23):

P = (X*+y*)/a* = k*cos’B (2.32a)
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and
0=7(1-¢é)/a*= (k- ez)zsin2 B, (2.32b)

and by combining these two equations such that f is eliminated, one arrives at a
fourth-order equation in k:

P Q
-4+ ———=1. 2.32
2 + o) (2.32¢)
Using the notations
r=(P+0Q0—¢")/6 and s=PQe*/(4r) (2.33)

followed by

= \3/1—|—s—|— V' 2s+ 2, u:r(1+t+fl), v =Vu2+eP

yV+u—P~P
2v

(2.34a)
and w=e¢

the only real and positive solution for k£ becomes

12
k=w++vVw?+v4+u andalso W= k\/ —:2P (2.34b)

Inserting (2.21) into the definition of k above (2.32a) the geodetic height can
now be determined by

h:%(k— 1). (2.35)

If P is small vs. Q then the latitude is given by Eq. (2.32a) as

@ = + arccos(W+/P/k)(with the same sign as z). (2.36a)

Otherwise Eq. (2.32b) yields

k
¢ = tarcsin (k —a\e _Qe2p> (with the same sign as z). (2.36b)
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Fig. 2.4 Spherical distance/ i
geocentric angle 1/ between Po P
the radius vectors for points Py
Py and P
R
Tp

2.4 Legendre’s Polynomials

Legendre’s polynomials and spherical harmonics are important in regional and
global data representations. The generating function for Legendre polynomials is
the inverse distance between two points P, and P, located on a sphere of radius
R and outside the sphere at distance rp from the centre of the sphere, respectively:

1 1
- = ,
Fo VIR +RE=2rpRt  rpV1+5s2 — 2st

(2.37a)

where s = R/rp and t = cos {; Y being the centric angle between the radius vectors
for Po(R, @y, /o) and P(rp, @, X) (see Fig. 2.4). The angle is related to the latitudes
and longitudes of the points by the cosine formula from spherical trigonometry:

cos Y = sin @ sin @ + cos @ cos @ cos(L — Ao). (2.37b)

Equation (2.37a) can be expanded as a Taylor/binomial series in s, which can be
re-arranged into a series in Legendre’s polynomials P, () as:

Ipg =— > §"Pa(t); s<l. (2.38a)
If P is located inside the sphere, the series becomes:

1 o0
I = I—eZs”an(t); s> 1. (2.38b)
n=0

On the sphere (with s = 1), the series converges for { # 0:

l o0
Lt = EZP,,(I). (2.38¢)
n=0
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Differentiate each side of Eq. (2.38a) w.r.t. rp, multiply by —2rp and subtract the
inverse distance. Then, after a few manipulations, one obtains Poisson’s kernel
function

2

= (2n+1
13 Z P.(1); rp>R. (2.39)
PO n=0 P

This function is important in solving Dirichlet’s problem, the first boundary
value problem of physical geodesy (see Sect. 2.7.5).

Exercise 2.1 Make a Taylor expansion of the inverse distance and compare with
(2.38a) to show that Py(¢) = 1, Py(¢) =t and P,(t) = (3> — 1)/2.

The solution is given in Appendix.

Legendre’s polynomials have the following important properties:

|Pa] <1, Pn(l) =1, Pn(_l):(_l)n (2'40)
and

2n—1 n—1

P.(f) = P, (1) =P, ot n>2, (2.41)

By the recursive formula Eq. (2.41) the Legendre’s polynomial can be deter-
mined numerically to any degree.
Legendre’s polynomials are orthogonal in the interval —1 to 1, i.e.:

1 1

2
2 o o .
/ P (t)dt = il and / P,(t)P,(t)dt =0, ifn+#m. (2.42)
e 4

Exercise 2.2 Verify (2.42) for n = 0-2.
The solution is given in Appendix.
Legendre’s polynomials can also be determined by Rodrigues’s formula:

a -1

P"(t) = 2npldm ’

(2.43)

but this formula is less practical on a computer than the recursive formula.
From the ordinary Legendre’s polynomials, the (associated) Legendre functions
can be defined:

m/2 den(t) .
drm

Puu(t) = (1= 7) m<n (2.44)

)

where m is the order. It is a basic component in spherical harmonics.
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2.5 Spherical Harmonics

A fully normalized (surface) spherical harmonic of degree n and order m can be
written (Sjoberg 1975, 1978):

N sinml if m>0
Y (0, 2) = NunPjm(cos 9){ cosml.  otherwise’ (2.452)
where:
(n—|m[)! .
Ny = { 22+ 1) g3y o m#0 (2.45b)
v2n+1 m=20

is a normalizing factor that makes the harmonics orthonormal, i.e., they obey:

1
— || Y2 do =1, 2.46
i ] Yaute (2.46)

where (0, /) are the co-latitude and longitude, and they are orthogonal to each other
when averaged over the unit sphere (g):

1
4—// YimYudo =0, if n# k and/orm # L. (2.47)
T

Note that we use the notations Y,,,(0, 1), Yy, Yum(P) interchangeably when
there could be no misunderstanding.

Let a distance between two points in space be given by lp = \/r3 + % — 2rprt,
where ¢t = cos y and rp, r are the geocentric radii of the two points, separated by the
geocentric angle . Then Egs. (2.38a, b) can be generalized to:

o n

1/lp = Z#Pn(t); rp >r (external type series) (2.48a)
—'p
and
e8]
1/lp = Z nian() if rp<r (internal type series) (2.48b)

n=

e The Legendre’s polynomial P,(cos ) is related with the spherical harmonics by
the addition theorem

(271 —+ 1 C0§ lﬂ Z Ynm nm ) (249)

m=—n

where P and Q are the endpoints of an arc on the unit sphere of geocentric angle /.
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Any (decent) function f on a sphere can be expanded as a harmonic series:

f :f(97 /“) = io: i: fannm(é)vi)a (2503)

n=0 m=—n

where:

Jom = i // fYumdo. (2.50b)

The function f may also be written as a Laplace series

f=r00,2) = 2}‘,1(0, A), (2.51a)
where:
50,7 =20 // 1Pa(cos Y)do, (2.51b)
or, using the addition theorem (2.49)
Jn(0,2) = Z S Youm (0, 2), (2.51c)

m=—n

which relates the Laplace harmonics to the spherical harmonics.
The truncated series

Npax N

F0,2) =" funYum(0,2) (2.52a)

n=0 m=—n

has 14345+ - 4+ 2amax +1) = (1 + nmax)2 terms and an approximate
resolution of:

v 2 180° /Mimax. (2.52b)

For n,,,. = 2159 (which is the case for EGM2008; see below) there are
4.665.600 terms and a resolution of about 5'.

The Newton integral of the Earth’s potential with y = gravitational constant
times density is:
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Is 5
- // / K ardo. (2.53)
Ir
g 0

e It can be expanded in the external type harmonic series

V(P) = i <E> ' Vu(P), P> (Fy)maxs (2.54a)

rp

where:

n+2
Vu(P) = +1[// RanrYnmda. (2.54b)

Here R is a selected radius (e.g. mean sea-level radius), and r, = r(0, 1) is the
radius of the Earth’s topography.

e If rp <(ry)max the potential can be expanded in a combination of external and
internal type series

-y (%) e+ 3 (=) viee), (2.554)

n=0 n=0
where:
n+2
‘(P Y, 2.
Vn( ) = 2n+1 // Wdr dO’ ( 55b)
and
Vi(P) = R—nd Yumdo (2.55¢)
" 2n—|—1 #r”*l o '

Note that the coefficients in (2.55b, 2.55¢) change for each radius rp.

Disregarding the atmosphere, the external type series in Eq. (2.55a) definitely
converges outside the bounding sphere, the Brillouin sphere, which touches the
peak of Mt. Chimborazo in Ecuador at elevation 6267 m with an Earth centre radius
of 6384 km. Although, in the strict sense, the series is likely to diverge inside this
sphere but be asymptotically divergent (Moritz 1980, Chaps. 6 and 7), it can be
applied to very high degrees without notable commission errors also inside the
sphere. However, when applied (analytically continued) inside topographic masses,
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the series is biased and should be corrected for this error (see Sect. 5.2.6). This is in
agreement with the approximation theorems of Runge-Krarup (Krarup 1969) and
Keldysh-Laurentiev (Bjerhammar 1975), which states that there exist harmonic
series that approximate the external type harmonic series arbitrarily well above the
surface and down onto the surface of the Earth, respectively, and converge all the
way down to the internal (Bjerhammar) sphere.

Integral formulas and equations on the sphere can frequently be derived and
solved, respectively, in the spectral domain by spherical harmonics. For examples,
see Sects. 3.3, and 8.2.

2.5.1 Spectral Filtering and Combination

2.5.1.1 Introduction

Here we derive the local least squares spectral filter for a stochastic function on the
sphere based on the spectral representation of the observable and its error covari-
ance matrix. Second, the local least squares spectral combination of two erroneous
harmonic series is derived based on their full covariance matrices. In both problems,
the transition from spectral representation of an estimator to an integral represen-
tation is demonstrated. Practical examples are given for the spectral filter and for the
combination of a series and an integral formula.

Taking advantage of the full covariance matrices in the spectral combination
implies a huge computational burden in determining the least squares filters and
combinations for high degree spherical harmonic series. A reasonable compromise
could be to consider only one weight parameter/degree, yielding the optimum
filtering and combination of Laplace series as outlined in Sect. 7.5.

Spectral combination of harmonic functions has proved to be a practical tool to
match various observables in physical geodesy (see Sects. 2.8.4, 4.4.4-4.4.6 and
Chap. 6). Early models along this line were presented by Sjoberg (1979, 1980,
1981) as well as by Wenzel (1981). In Sjoberg (1979) and partly in Sjoberg (1980),
integral formulas were presented for least squares combination of stochastic, ran-
dom heterogeneous data, while otherwise, more realistically, only the errors of the
data were considered stochastic. All these models have in common that the cor-
relations between different spectral degrees of errors are disregarded, and frequently
the models are based on minimizing the global variance or mean square error. See
also Sjoberg (1984a, b, 1986), which provide the basics of least squares modifi-
cation of Stokes’ formula. Also, Sjoberg (2005) presents a local modification of
Stokes’ formula using weighting by degrees. Considering that Earth gravitational
models (EGMs) are usually provided together with their full covariance matrices, at
least up to some specific degrees, and that the qualities of the models vary over the
surface of the Earth, all the information contained in the covariance matrices should
be utilized in the combined solutions. This article derives such solutions for filtering
and combination of EGMs, as well as in the combination of an EGM with an
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integral formula. See also Sjoberg (2011a). Most of the following subsection is a
reprint of Sjoberg (2011b).

2.5.1.2 Local Spectral Filtering

Let the gravity field related function v be developed into a finite series of spherical
harmonics Y,,,(0, 1) on the sphere

Nmax

v=1v(0,1) Z Z Vo Yo (0, 1), (2.56)

n=0 m=—n

where v, are the harmonic coefficients, ny, is the maximum degree of expansion
of the series and (6, 1) is the (co-latitude, longitude) of the function. Consider the
unbiased and biased estimators of v:

= Z Z D Yum (0, 1) = €TD¥V, (2.57a)
n=0 m=—n
and
= Z nmvnm nm 0 /L) Dv (257b)

=0 m——n

where p,,, is weighting parameter to be fixed,

Vim = Vam + AV With  E{dv,,} = 0, (2.57¢)
and D is a diagonal matrix with (nma +1)* elements (Yoo, Yi_1,..., Yu_n ).
Furthermore p and v are vectors with obvious elements, and e* = (1,1,...,1).

The error of the unbiased and biased estimators can be written:

Nmax

di' =" Z VYo (0, 2) = €"Ddvy (2.58a)

n=0 m=—n
and

Tmax

Z Z @nmdvnm +vnm (an - )]Ynm(97 i) = PTDdV+ (PT - eT)DV-

n=0 m=—n

(2.58b)
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Assuming that the covariance matrix of the error vector dv is Q, one obtains the
following variance and Mean Square Error (MSE) of V' and ¥, respectively:

o = e'DQDe (2.59a)
and
MSE(7) = p"DQDp + (p" — e")Dw'D(p —e). (2.59b)
The spectral filter solutions are provided by Eq. (2.2b), and the optimum filter is
the one where the filter parameters p,,,, are chosen such that the MSE is a minimum.
This choice for filter parameters is thus obtained by differentiating the MSE w.r.t.
p and equating it to zero. The result is the matrix equation
(DQD +Dvv'D)p — Dvv'De = 0 (2.60)
with the solution

p = (DQD +Dvv'D) 'Dvv'De. (2.61)

Hence, by inserting Eq. (2.61) into Eq. (2.2b), the Local Least Squares Spectral
Filter becomes:

» = p"Dv = ¢ [I- DQD(DQD + Dw'D) ' | D¥ (2.62a)
with the mean square error

MSE{7} = e"DQDe — ¢"DQD (DQD + vaTD)“DQDe, (2.62b)

and Egs. (2.62a, b) can also be simplified to:

b = e"Dv — e"DQ(Q+w") ¥ (2.63a)

and
MSE{?} = ¢"DQDe — ¢"DQ(Q + vv") ~'QDe. (2.63b)

Equations (2.59a) and (2.63b) show that the MSE of v is smaller than the
variance of V. As vvT is not known, there is a practical problem in applying
Egs. (2.63a, b). However, Q—i—vvT is unbiasedly estimated by ﬁ'T, and, by this
substitution, the filter and its covariance matrix can be realized.
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2.5.1.3 Generalized Filtering

Here we assume that a function w(0, 1) is related to function v(0, 1) by the har-
monic series

w = W(@, )v) = Z Z knmvannm(07 )‘)7 (264)

n=0 m=—n

where k,,;,, are known coefficients (possibly functions of radial position). In analogy
with above, the general estimator

W= Z CInm‘N)annm(Oa /1) = qTDf’ (265)

n=0 m=—n

is optimized in the least squares sense by the weight vector
4= (DQD+Dw"D) 'Dw"Dk = [1 - DQD(DQD +DW'D) ' |k, (2.66)
yielding the least squares estimator
W =KDV — K"DQ(Q + w") ¥, (2.67a)
with the minimum mean square error (with respect to choice of q)
MSE{#} = k"DQDk — k"DQ(Q + vv") "' QDk. (2.67b)
Comparing Egs. (2.64) and (2.67a), we notice that g, = Pn,, Which we will
take advantage of in the integral representations that follow below.
2.5.1.4 Integral Representation of the Filter

Assuming that the spherical harmonics Y,,,,(6, 4) are fully normalized, it means that
they are mutually orthonormal, i.e.:

// Yo Yudo = {43’ if (nm) = (k1) (2.68)

otherwise.
a

Then we can express Eq. (2.67a) by the integral

p = % // K(P,Q)vdo, (2.69a)
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where the kernel function K (P, Q) becomes:

Tlmax n

K(P7 Q) = Z Z knmﬁnmynm(eP»/’LP)Ynm(eQa /“Q) (269b)

n=0 m=—n

Here Q is the integration point on the unit sphere (denoted by o).

Example 2.1 Use Eq. (2.69a) to estimate the disturbing potential Tp at the radius rp
from the gravity anomaly Ag on the sphere of radius R.

Solution Choosing k,,, = 0 forn<2 and ky,, = rp/(n — 1) (R/rp)"+1 forn>2, the
solution is obtained by:

Tp= ;—’; // S(P, 0)Azdo, (2.70a)

where:

Nmax 1 R n+l n
S(P7 Q) = z;n 1 (;) Z pithnnz(P)an71(Q)- (270b)

n—= m=—n

2.5.1.5 Local Spectral Combination

Let # and v be two unbiased estimators of the finite harmonic series v, given by
Eq. (2.56). Let the estimators be expressed by the series

=" ity Yun(0,2) = e"Dit (2.71a)

n=0 m=—n
and

7=3 3" BunYun(0,2) = "DV, (2.71b)

n=0 m=—n

where both sets of coefficients i,, and v,, are unbiased estimates of v,, with
random errors du,, and dv,,, respectively, and the last parts of the equations are
obvious matrix representations. We will assume also that the errors of the coeffi-
cients have expectations zero, and their covariance matrices will be denoted:
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E{dudu"} =%, E{dvdv'} =Q, and E{dudv'}=Q. (2.72)

The general unbiased spectral combination of the two series of Egs. (2.71a, b)
can be written:

w=p'Du+ (e' —p")Dv, (2.73)
where, again, p is a weight vector. The error and variance of this estimator become:
dw =p'Ddu+ (e' — p")Ddv (2.74)

and

oy, = E{dw*} = p"DEDp + (" — p")DQD(e — p)

2.75
+p'DQD(e — p) + (e' — p")DQ"'Dp. (2.73)

The least squares choice of p minimizes the variance, and this minimum is
attained by differentiating Eq. (2.75) w.r.t. p and equating to zero. The result is:

DMDp — D(Q — )De = 0, (2.76a)
where:
M=X+Q-Q-Q (2.76b)
with the solution
p = (DMD) 'D(Q — Q)De = D"'M~'(Q — Q)De. (2.76¢)

Hence, the least squares spectral combination becomes:
w=eDQ-Q")M 'u+e'DEZ-QM'v (2.77a)
with the variance

o7, = e'DQDe — e'D(Q — Q" )M ' (Q — Q)De. (2.77b)

2.5.1.6 Generalization

Let us assume that the function
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Nmax n+1 n
w=w(r,0,4) = <5> > WanYum (0, 2), (2.78)
r
n=0 m=—n

where r > R, is a 3D function, unbiasedly estimable on and outside the sphere of
radius R by the functions #(60,4) and v(0,/) on the sphere. Then the general
unbiased estimators for w can be written:

Mmax n

R n+1
wy = Z <_> Z fnmﬁnmymn(()v /1) = fTDﬁ (2793')

n0 \I m=—n
and
Wy = 'y <5>n+l Z GumVumYoum (0, 2) = g"DV, (2.79b)
n=0 \I m=—n

where the given coefficients f,, and g,,, bring the harmonics of # and v to those of
w, 1.e. Wun = fumtum = &unVam- Also, vectors f and g have the elements

(R/r)"+l m and (R/r)" " ' g, With 0 <71 <npmax and —n <m<n.
A general unbiased combined estimator for w can be written:

Tmax Nmax

Z Z pnmﬁzmunm nm 0 ) + Z Z pnm gnmvnm nm(e )) (2803—)

n=0 m=—n n=0 m=-—n

where p,,, are arbitrary degree/order weights. With matrix notations the estimator
becomes:

w=d"u+ (g'D—h")y, (2.80b)

where d = Fp, h = Gp and p is the vector with elements p,,,,. Here F and G are
diagonal matrices with elements from vectors Df and Dg, respectively.
The variance of w becomes:
o, =d"Zd+ (g'D —h")Q(Dg —h) +d"Q(Dg — h) + (g'D — h")Q"d",
(2.81)

and its minimum is obtained by differentiating Eq. (2.81) w.r.t. p and equating it to
zero. The result is:

Hp — GQDg -+ FQDg = 0, (2.82a)
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where:
H = FXF + GQG — FQG — GQ'F.
Hence, the optimum weight vector becomes:
p=H'(GQ — FQ)Dg,
yielding the optimum estimator for w
w=p'Fi+ (g'D-p'G)v,

with the variance

53

(2.82b)

(2.83)

(2.84a)

o2 =g'DQDg — p'Hp = g'D[Q — (QG — Q'F)H ' (GQ - FQ)|Dg.

2.5.1.7 Integral and Series Combination

The estimator w, of Eq. (2.79b) can be expressed by the integral
1 ~
Wy = — // M(r,0,2,00, )50, 2)dd,
4n
where the kernel function is given by:

Nmax n+1 n
M(V, 6; /la 6/3 /1/) = Z (I:> z gannm(ev )v)Ynm(e,a /1/)

n=0 m=—n

It follows that Eq. (2.80a) can be rewritten as

A 1 , e , Fmax n A B
= // M(r,0,0,0, 2050, 2)do+ S S Dunfimiion Yun(0,2),

n=0 m=—n

where:

Nmax n+l n
M(r,0,,00, ) = <5> S (1 ) om0, 2) Yo (0, 7).
r —=—n

(2.84b)

(2.85a)

(2.85b)

(2.86a)

(2.86b)
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Example 3.1 Geoid height estimation from an EGM and an integral formula with
estimated gravity anomaly Ag.

The least squares estimator for the geoidal height is given by Egs. (2.86a, b) for
foum = R/7, ttm = Tyms ¥ = AZ, gum = R/(n — 1), r = R, and the degree summation
in Eq. (2.86b) starts at ny;, = 2. The result is:

R Mimax n
/ (0,2,0,7)Agdo + /Z > Pum TamYum (6, 2), (2.87a)

47—5? n=2 m=-—n
where:
Y, 7nnm 1 . o VY
S(e,z,e,x)f;—n_ lmf_n(l Do) Yo (0, 2) Y (00, ). (2.87b)

The least squares weights are given by Eq. (2.83) when considering the above
choices of f,,, and g,,.

2.5.1.8 Filtering and Weighting by Laplace Harmonics

So far we considered filtering and weighting by spherical harmonics. From a
numerical point of view, when considering the large dimension of the matrices to be
inverted, e.g. Q + vv in Eq. (2.63a), it could be reasonable to modify the technique
to one weight factor/degree. This is obtained by considering that Eq. (2.56) can be
written as the series of Laplace harmonics

= x,(0,7) Z Vo Yum (0, 2), (2.88)

m=-—n

which yields:
V= X (2.89)

Similarly, the estimator of Eq. (2.57b) and its error can be expressed as:

= ZO Pukn = p'X (2.90a)
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and
7= [pudiy + (pa — 1)x,] = pTdx + (p” — € )x. (2.90b)
n=0
Hence, the MSE of v becomes:
MSE(7) = p'Qup + (p' —€")xx"(p —¢) (2.91)
with the least squares choice for the weight vector:

P = (Qu+xx') “xxe. (2.92)

Finally, the filtered estimator becomes:
17 -
= |:I — Qx (Qxx + xx ) :|X (2933)
with the MSE

MSE{7} = €TQye — €T Qyy (Que + W) ' Quee. (2.93b)

Similarly the generalized filter of Eq. (2.64) can be obtained for the restriction of
the number of weights to one/degree, and the integral representation of the filter

becomes:
. 1 _
ip = // K(P,Q)ido, (2.94a)

where:

Mmax

K(P,0) =Y  (2n+ DkppPu(cos ). (2.94b)
n=0

Here P,(cos ) is the n-th Legendre’s polynomial, and v is the geocentric angle
between the computation and integration points.

Finally the least square spectral combination for degree weighting corresponding
to Egs. (2.77a, b) can be written:

w=e'(Q-Q" M la+e"(Z-QM v (2.95a)

with the variance:
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ot =e"Qe —e" (Q-Q")M ' (Q-Q)e, (2.95b)

where u and v now means vectors of Laplace harmonics, and Q, X, Q are the
corresponding covariance matrices, and M is again defined by Eq. (2.76b).

2.5.1.9 Conclusions

The above solutions are the locally optimum spectral filters and combinations of
functions on the sphere in the sense of minimum MSE. They utilize the full
covariance matrices of the stochastic errors of the parameters representing the
functions. In the most advanced cases, this implies that the total covariance matrix
of a given EGM is employed, implying a considerable computational burden. This
workload can be relaxed by considering only spectral weighting by degree, yielding
the filter and spectral combination of Laplace series (see e.g. Sects. 2.8.4 and 7.6).

The above study includes the theoretical derivations of general filters and
spectral combinations of harmonic series or a harmonic series and an integral
formula, and the solutions should be suitable for solving both direct and inverse
problems on the sphere.

2.6 Ellipsoidal Harmonics

As the Earth is rather a two-axis ellipsoid than a sphere, ellipsoidal harmonics are
better suited than spherical ones for global modelling. The relation between
Cartesian and ellipsoidal coordinates was presented in Eq. (2.22). The Laplace
equation in ellipsoidal coordinates and its solution for the exterior case were derived
in Heiskanen and Moritz (1967, Sects. 1-19 and 1-20). The solutions are:

>’V ov oV
P+ Ecos’ O)AV = (W +E) - +2u—+ —
(u? + E? cos? 0)AV = (u? + E%) 5 + U o T 5

2.
oV u*+E*cos’0 0*V (2.96a)
+ cotl0— + T o A A 0
00 (u*+E?)sin” 0 04
and
o0 n . E .
Ve 0. =3 S L WEZ Ly 0.5, (2.96b)

n=0 m=—n Qnm(lb/E)

where O,,,() are associate Legendre’s polynomials of the 2nd kind, and A are
normalized harmonic coefficients on the ellipsoid, while Y,,, are the surface har-
monics. This implies that the potential on the ellipsoid can be expressed:


http://dx.doi.org/10.1007/978-3-319-50298-4_7
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Ve(ba 67 /“) = ZOO: i: anYnm(ga;“)’ (297)

n=0 m=—n

where Q = 4nab is the area of the ellipsoid with a and b being the semi-axes of the
ellipsoid. Starting from Eq. (2.96b), the disturbing potential, the gravity anomaly
and other gravity related quantities can be represented in ellipsoidal harmonics.
Equation (2.97) indicates that a series of surface spherical harmonics can represent
a function (not necessarily a potential) on a rather arbitrary surface.

One important application of ellipsoidal harmonics was utilized in the devel-
opment of the Earth Gravitational Model 2008 (Pavlis et al. 2012). In this tech-
nique, which was already tested in earlier OSU EGMs, a preliminary EGM is first
determined from a global set of 5’ equal-area mean gravity anomalies analytically
downward extended to the reference ellipsoid. From this set of data, “terrestrial”
ellipsoidal potential coefficients were solved from an overdetermined linear system
of equations of coefficients A, from harmonic degree 2 complete to degree and
order 2159, and these coefficients were transformed to spherical harmonics by the
method of Gleason (1988, Eq. 2.10). In a second least squares adjustment, the
satellite only spherical harmonic model ITG-GRACEO3S, complete to degree 180,
and the “terrestrial” harmonics were merged into a final solution.

2.7 Fundamentals of Potential Theory

2.7.1 Basic Concepts and Formulas

Newton’s law of gravitation is fundamental to potential theory. It states that (the
magnitude of) the attracting force F between two point masses m; and m, at
distance / is:

F = Gmymy /%, (2.98)
where G (~6.67 x 10~'" Nm?%kg?) is the gravitational constant. From now on, we

set the attracted mass m; to 1 (unit mass) at point P (X, y, z) and the attracting mass
my = m at point Q (&, #,(). Then the 3-D attraction force at P can be expressed:

m
F=-Ggr, (2.99)

or, in Cartesian components (see Fig. 2.5):
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P(x,y, 2)

X /
Fig. 2.5 Components of the attraction force F = , /FZ + F2 + F?

F, m x—¢
Fy | = —Gl—3 y—n |. (2.100)
F; z—¢

The potential energy V that the unit mass experiences at point P is called the
gravitational potential at P:

V:G?, (2.101)

and the potential is thus related to the vector of attraction (gravitation) by the
equation

T
F=grad(V)= (% % %) (2.102)

and its magnitude becomes:

AN A 1A
F= — — — . 2.103
\/(ax> +(3) + (%) (2103
The potential is a scalar quantity, and it is additive. The latter property implies

that the potential at a point P; can be determined as the sum of the potentials
generated by all surrounding point masses m;:

n

V= GZ';i (2.104a)
'ji

i=1

where [;; is the distance between points P; and P;. This equation can be generalized
to a closed body with volume v and density p:



2.7 Fundamentals of Potential Theory 59

Vi = G// ——G// pdv (2.104b)

where [ = [;;. According to Eq. (2.102), the force vector becomes:

9 T1
F = grad /// 0)(1 ay] (?Z ) —dv. (2105)

e If the potential is generated by a materialized surface S with surface density
K = dm/dS, the correspondence to the 3D-Newton integral (2.104b) is given by

v=c || tas. 2.106a
I (2.1064)

N

This potential is continuous on and outside the surface, but its derivatives are
discontinuous at the surface. Hence, the normal derivative on the surface

becomes
0 (1
- G// k= (2)ds + 2nG, (2.106b)
on\l
s

where the minus/plus sign applies to the exterior/internal side of the surface.

e Introducing pu = gravitational constant times topographic density into
Eq. (2.104b), the Newton integral of the Earth’s potential, can be written:

// / M irdo, (2.107)

where ¢ is the unit sphere and ry is the radius of the Earth’s surface.

e The potential can be expanded in the external-type harmonic series

(P) = Z <£> V”(P)’ rp Z (rf)ma)w (21083)

n=0

where:

o 2
Va(P) = 2n+1/// RanrY,,mda. (2.108b)
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Here R is a selected radius (e.g. mean sea level radius), and r; = r(0, 1).

o If rp <(7s)a- the potential can be expanded in a combination of external and
internal type series:

00 R n+1 0 rp\T .
= — ve(p — | Vi(P 2.109
Z() 0+ Y () Vi) (2.109)
where:
rn+2
e(p ———drY,d 2.109b
Vi(p) = 2m///uRMr ’ (2.109b)
and

Vi(P) = 2n+1 // / —71drY,,mda. (2.109¢)

m=—n

Note that the coefficients in (2.109b, 2.109¢c) change for each radius 7p.

2.7.2 Laplace’s and Poisson’s Equations

A function V is called harmonic if it satisfies Laplace’s equation:

? P
AV =0, where A=grad-grad ==+ - +

o o e (2.110)

Proposition 2.1 Every gravitational potential is harmonic outside the attracting
masses.

Proof Applying the Laplace operator to Eq. (2.104b), one obtains:

AVP:///pA<é>dv:0. (2.111)

This is because as P is located outside the masses, A(1/lp) =0 for all inte-
gration points in the body.

Corollary 2.1 (Poisson’s differential equation)
If P is located inside the attracting masses, then AVp = —4nGpp.

Proof The proof will be presented as an application of Gauss’ theorem below.
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2.7.3 Laplace’s Equation and Its Solution
in Spherical Coordinates

Laplace’s equation in spherical coordinates reads (Heiskanen and Moritz 1967,
p. 20):

10,0V 1.
55 (r E) + 5 AV =0, (2.112a)

where A" is the Beltrami operator (“the Laplace operator on the sphere”) defined
by:
0* 0 1 o

+ cot— +

A=~ — .
56? 00  sin? 09,2

(2.112b)

By introducing V as a product of two functions that separate the variables
(variable separation):

V(r,0,2) = R(r)Y(0, ), (2.113)

Equation (2.112a) can be written:

10 (,0R\  AY
1o <r ar) -2 (2.114)

The two members can be separated by adding an arbitrary constant to each
member. As will be shown, successful solutions are obtained by subtracting the
constant n(n+ 1) to both members of Eq. (2.114), which yields the two equations

10 (,0R
and
AY +n(n+1)Y = 0. (2.115b)

It can easily be checked that each solution to (2.115a) is an arbitrary constant
times " or r~ (1), Setting also Y = Y, in (2.115b), one can show that its solution
for each n is a set of solutions of the surface spherical harmonics Y,,,,(0, 1), where
m ranges from —n to plus 7.

Adding all partial solutions to V, its general solution becomes the sum of the
external and internal types of solutions in solid spherical harmonics:
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V = V€+Vi7 (2116&)
where:
ve=3"r 040 3" AL Y0, 2) (2.116b)
n=0 m=—n
and

Vi= f:r” Z By Y (0, 1) (2.116¢)

n=0 m=—n

are the external and internal solutions to Laplace’s equation, respectively. Here the
constants A,, and B,, are arbitrary, to be fixed for each specific problem with
gravitational masses at hand. On or outside the Brillouin sphere (surrounding all
masses), all B,,, are zero, while for the topographic potential representation at or
below the geoid (approximated by a sphere), all A,,,, vanish.

Note that Eq. (2.115b) implies that:

AYy, = —n(n+1)Y,,, forall n and m. (2.117)

2.7.4 Gauss’ and Green’s Integral Formulas

Gauss’ and Green’s formulas are basic formulas for potential theory. Here we
present some of their varieties.
Gauss’ (divergence) theorem for a closed volume v with surface S applied to the

vector F reads:
/// divFdv = // F - nds, (2.118)

v N
where n is the external normal unit vector to the surface S and

OF, OF, OF.

divF =V -F = — 4+
" v 8x+0y+8z

(2.119)

is the divergence of the vector F.
Assuming as above that F = grad(V), then divF = AV, and one obtains Gauss’
integral formula for the potential as:
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///dideu:///AVd _/ v o 2.120)

v

Green’s integral formulas are derived from Gauss’ formula by specifying the
components of F as:

ov
Fy =U— 2.121
X X ) ( )
where X = x, y or z and U and V are potentials.
Then it holds that:
19)%
Fn=F,=U—, 2.122
n o ( )

and from Eq. (2.119):

UV UV AUV
F = UA 2.12
div UV+86+8yay+8ZaZ (2.123)

so that Green’s formula I is obtained from Eq. (2.118) as
ou 8V ou 8V ou ov
A = — 2.124
///(U Vo dx Ox 6‘y 8y 9z 8z>d // dS ( )

If U and V are interchanged in Eq. (2.124), one obtains another equation, which,
subtracted from Eq. (2.124), yields Green’s formula Il

/// (UAV — VAU) dv-//(UaV—V )ds (2.125)

In the above equations, it is assumed that U and V and their first- and
second-order derivatives are finite and continuous in the region v.
Finally, specifying U = 1/ in Green Il yields Green'’s formula ITI

/ﬂ AVdy =pV = // Egv an(lﬂds (2.126)

where:
4n, if P inside S

p=<2n if P on S (2.127)
0, if P outside S.

Here P is the computation point.
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Green III also holds if v is the exterior space to the surface S and n is the interior
normal to S, where:

—4n, if P outside S
p=<{ —2n, if P on S (2.128)
0, if P inside S.

Proof of Corollary 2.1 (Poisson’s differential equation)
From Eq. (2.120) one obtains for point P located inside the closed masses inside

volume 19:
/// AVpd¥ = /// AVpdY = & // 8—Vda
or
9 Do Oe
= Gsz//ﬁ@)da — —4nGpp as ¢ — 0
Oe\¢ P '

Here 9, and ¢, are the volume and surface of an infinitesimal sphere of radius ¢
centred at point P.

2.74.1 A Green’s Formula on the Sphere

Meissl (1971, p. 12), with reference to Hotine (1969), presented the following
integral relations derived from a Green’s formula on the sphere

// (V') -V*gdo = — // fA gdo = — // gA'fdo, (2.129a)

where V* is the gradient operator on the unit sphere

VA {% L]T, (2.129b)

cos PO

which is related to the gradient operator on the sphere of radius R, V, by:
o o]"
V= V= [& d—)} : (2.129¢)

where x and y are local horizontal coordinates on the sphere.
If one specifies f = Y, and g = Y, it follows from Egs. (2.129a) and (2.117)
that:
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// (V' Y)YV Ypyda = — // Yo' Y,pydo

:{4m<n+1>, i (nm) = (,q)

0 otherwise.

(2.130)

i.e. also the gradients of the surface spherical harmonics are orthogonal on the
sphere.

2.7.5 Boundary Value Problems

Stokes’ theorem states that, for a given potential V = Vg on a surface S, there is only
one harmonic potential V in its exterior (if it exists).

Proof The proof follows from the following form of Green I

J (i (32 (G (5 o [ o3 e

Let us now assume that there are two potentials V; and V; in the exterior of S
that take on the same values on S. Then the difference potential U = V|, — V, on S
and its Laplaceian AU in v vanish, so that the integral reduces to:

Il <<aag)2+ (%2* (%2)" =0, (2.132)

v

implying that U is a constant in v. As U vanishes on S, it must vanish also outside S,
and it follows that V; =V, in v.

Stokes’ theorem confirms that the forward (direct) problem in potential theory
has a unique solution. On the other hand, the inverse problem (to determine the
mass distribution that generates the external gravity field) is not unique.

Here follow some specific forward problems:

Dirichlet’s (exterior) problem [or the first boundary value problem (bvp) of
potential theory] is to determine the potential V outside the closed surface S, given
the boundary values Vg If the surface is a sphere, the solution is Poisson’s integral
formula for the sphere.

Neumann’s (exterior) problem [or the second bvp of potential theory] is to
determine V on and in the exterior of S from the given function 0V /dn on S. Here
n is the exterior normal to the surface. If the surface is a sphere, the solution on the
sphere is Hotine’s formula and in the exterior it is Hotine’s extended formula.

The third bvp is to determine the potential V in the exterior of S from boundary
values aV + bdV /On on S, where a and b are constants. If the boundary values are
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gravity anomalies, the 3rd bvp applies for determining the disturbing potential. If
S is a sphere the solution is Stokes’ formula, which is the basic formula for geoid
determination from gravity anomalies. As we will see in Sect. 3.3, all three bvps are
useful in physical geodesy.

2.8 Regularization

Geophysicists and physical geodesists are frequently confronted with linear-inverse
problems, which can be solved in various ways. An inverse problem generally deals
with the problem of converting observations g to information w (of physical or
other origin) that generates the observations. Frequently the problem is ill-posed,
implying that the available (type of) observations are not sufficient to determine a
unique solution for w. This can be illustrated by Poisson’s integral formula in the
exterior space of the sphere, Eq. (3.31a). Assuming that there are no masses outside
the sphere of radius R, the forward problem to determine the disturbing potential or,
in this case, the gravity anomaly Agp at any point P outside the sphere from gravity
anomalies w on the sphere is given by the spectral solution

00 R n+2
Agp =) (—) wa(0,2); rp>R (2.133a)
n=0 rp
where:
wa(0,2) = > Wan Yo (0, 2). (2.133b)

m=-—n

Consider next that the gravity anomaly is known on an outer sphere of radius rp,
and the task is to solve the inverse problem of finding the anomaly on the lower
sphere of radius R. Then we may develop Ag into spherical harmonics on the
exterior sphere, yielding the coefficients Ag,,, and, by comparing the spectral
components with those in Eqs. (2.133a, b), one obtains the spectral equation and
solution:

R n+2 nt2
Agnm = () Wam = Wam = (E) Agnm, (213421)
rp R
and formally the full solution becomes:
) o~ (PP T2 ,
0,7) = (7) Ag,(0, 7). 2.134b
w(0.7) =" ()" Ag(0,4) (2.134b)


http://dx.doi.org/10.1007/978-3-319-50298-4_3
http://dx.doi.org/10.1007/978-3-319-50298-4_3
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In this case, as there are no masses between the spheres, the solution exists for
erroneous observations, but in practice it will be severely ill-conditioned (more so
in higher-degree harmonics), due to inevitable erroneous observations.

A discrete ill-posed problem occurs from the discretization of an ill-posed
problem. A typical linear-inverse problem is that of estimating the density distri-
bution or density structure inside the Earth from gravity or related data observed on
or above the Earth’s surface. Such a problem can frequently be expressed as a linear
Fredholm integral equation of the 1st kind (e.g. Chambers 1976):

M{K(P,Q)w} = g(P), (2.135a)

where M{} is the integral over the surface of the Earth, or it is the mean value

()perat()r over the unit Sphere ((7).
ﬂ{}[:7 (21:fz)
47[

and K (P, Q) is the kernel function that relates the observations g at the observation
point P and w at the integration point Q. It goes without further discussion that
solving an integral equation (inverse problem) is a much more difficult problem
than that of just computing an integral formula expression (forward problem). This
is particularly the case if the integral equation is ill-posed.

A more general and difficult problem is that of solving a non-linear integral
equation. Such problems are treated in Ch. 8.

Below we will limit the discussion to that of solving Eq. (2.135a) in the case that
the kernel function is separable in the form of a series of Legendre’s polynomials

P,(cosy), i.e

(2n+ 1)k, Py(cos ), (2.136)
=0

n

where / is the geocentric angle between the points P and Q. Inserting Eq. (2.136)
into Eq. (2.135a) and interchanging summation and integration one obtains:

iknwn(P) =g(P) = ién(P), (2.137a)

where:

{ Z((;)) } B 2n4: 2 { [ng} } P, (cos lﬁ)} (2.137b)


http://dx.doi.org/10.1007/978-3-319-50298-4_8
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are the Laplace harmonics of w and g. Although these harmonics are functions of
position, below we will usually not specify this unless necessary for understanding.

From Eq. (2.137a), we may identify a relation between the unknown w,, and the
known g, as:

Kiip = Gn OF Wy = i—" if and only if k, % 0, (2.138)

n

and these relations hold also for the error free harmonics w, and g,,.
In this study, we will always assume that &, # O for all degrees. Then, at least
tentatively, one may come up with a solution for the unknown as:

W(P) = f:w,,(P) - f:g”(P). (2.139)
n=0

n=0 k"

However, this series does not necessarily converge, but in order to do so, g,
must be smoother than k,. More precisely, a square integrable solution for w exists
if only if the Picard condition is satisfied, i.e.

ZOO: <%>2<OO- (2.140)

n=0

This condition can be satisfied either by truncating the unknown spectrum of
w to a finite degree, say, nmax, by smoothing the coefficients k, or both. In the first
case, despite the truncation, the solution will be affected also by high-degree signals
and the noise of the observations (spectral leakage; Trampert and Snieder 1996). In
the second case, by discretizing Eq. (2.135a), one implicitly smooths the solution
space to a finite set, corresponding to the selected block size on the sphere.
Approximately, by choosing the block size v° x v°, the resolution of the solution
will be limited to harmonic degree nm,x = 180/v°. The smaller the block size, the
more ill-conditioned the system of equations will be. As an example, Martinec
(1998, Sect. 8.6) performed a discrete downward continuation of surface gravity
anomalies from elevations as high as 2.425 m to sea level in the Canadian Rocky
Mountains by discretizing Poisson’s integral equation Eq. (3.31a—c). The iterative
solution worked well for observation grid sizes larger than or equal to 5, while it
failed for block sizes of 30” x 60" due to poor numerical conditioning.

Below we will study the solutions of Eq. (2.135a) by Tikhonov regularization,
Wiener filter and spectral smoothing and combination. Other types of discrete
regularization methods can be found in Hansen (1998).


http://dx.doi.org/10.1007/978-3-319-50298-4_3
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2.8.1 Tikhonov Regularization

One method for regularization of an ill-posed problem originates with Phillips
(1962) and AN Tikhonov in 1963 (see Tikhonov and Arsenin 1977). By this
method, Eq. (2.135a) is first discretized into a matrix observation equation, where
we assume that the system is over-determined, i.e. the number of observations is
larger than the number of unknowns. The result is:

KW=g—c=g (2.141)

where K, w, g and € are the design matrix, vectors of unknowns, observations and
residuals, respectively. Assuming that the residuals are random with expectation
zero, and that there are no correlations among the individual residuals, the related
Tikhonov problem is to minimize the target function

E{e"e} +w'T'Tw (2.142)

for some choice of the Tikhonov matrix I'. According to Ditmar et al. (2003), the
problem of regularization includes two aspects: (a) the optimal choice of the reg-
ularization technique (i.e. of the regularizing functional or the regularization matrix)
and (b) the optimal choice of the regularization parameter. The regularization
matrix I' = aQ can be divided into three categories: zero-order Tikhonov regu-
larization with Q = I and first- and second-order regularizations, where Q is either
first- or second-order derivative operators (see Eqs. 2.143c, 2.143d). For I' = oI,
where o is a small positive constant and I is the unit matrix, the solution to the
minimization is given by the modified normal matrix equation

(K"K + £’ T)w = K"g (2.143a)
with the solution
w= (K'K++1)'K"g, (2.143b)

where the matrix o’I stabilizes the original least squares solution obtained for
o = 0. As the stabilization has the less desired effect of making the solution biased,
the size of o should be a compromise between the bias and the expected observation
error propagation, and it must be sufficiently large to match the computer capacity
to solve Eq. (2.143a). Higher-order Tikhonov regularization operators are given by
(Hansen 1998, Chap. 8):
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-1 1 0 0 O

0o -1 1 0 O
Qu-n)xn = | : S Do (2.143c)

0 0 -1 1
0 0 0o -1 1
and

1 -2 1 0 0 0 0

o 1 -2 1 0 0 0 O
Quoyn=1|: R S (2.1434d)

0 O o 0 ---1 =2 1 0

0 O o 0 --- 0 1 =21

which represent the first- and second-derivative operators, respectively.
Applying singular value decomposition, matrix K can be decomposed into:

K =UDV’, (2.144)

where U and V are matrices containing all the eigen-vectors U; and V; of K, and
D is a diagonal matrix constructed by the singular values (i.e., squares of the
eigen-values 4; of K) As the eigen-vectors are orthonormal, it follows that
Eq. (2.143a) has the solution

q_ 201Tg q T,
. 5 a1 . AU g U; gV,
w=V([D>+1) DU'g= > e V, = E,lﬁ—ii , (2.145)

where the filter factor f; = )Liz / ()12 + ocz) smooths the solution for w. By taking the
statistical expectation of Eq. (2.145) and inserting the expected value for g from
Egs. (2.134a, b), it follows that each component w; of the computed vector is biased
by —ow;/ (7] +a?).

Note. Here we discuss only the simple Tikhonov regularization by Eq. (2.145).
Other important methods can be found, e.g. in Hansen (1998, Sect. 5.1). In sta-
tistical literature Tikhonov’s method is known as ridge regression, e.g. Marquardt
(1970). Xu and Rummel (1994) presented such a technique, by introducing more
than one regularization parameter, based on the criterion of minimizing the trace of
the mean square error of the solution, to determine gravity potential harmonic
coefficients from satellite gravimetric data.

Let us finally mention that one simple way of smoothing the Tikhonov type of
solution is to limit the number of unknowns in Eq. (2.141), which corresponds to
limiting the number of discrete surface elements in the integral of Eq. (2.135a), see
for example the numerical study performed by Martinec (1998, Sect. 8.6).
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2.8.1.1 Numerical Methods for Determining the Regularization
Parameter o

There are some numerical methods for computing the regularization parameter o
given in Eq. (2.145). Most important are the L-curve and generalized
cross-validation methods (see Hansen 1998, Sect. 2). The L-curve displays the
trade-off between minimizing the residual norm (||g||,= |[KW — g||,) and the
solution norm (||w||,) in the regularization problem of Eq. (2.143a). For discrete
ill-posed problems, it turns out that the L-curve, when plotted in logarithmic scale,
almost always has a characteristic L-shaped appearance. Using this technique, we
search for the point with maximum curvature as illustrated in Fig. 2.6. L-curve is
the most suitable graphical tool to compute the regularization parameter, which is a
plot for all regularization parameters of the norm of the regularized solution versus
the corresponding residual norm. This method plays a major role in connection with
regularization methods for discrete ill-posed problems.

Generalized cross-validation (GCV) is based on the assumption that, if the i-th
arbitrary element of w is left out, then the corresponding regularized solution should
predict this observation well, and the choice of regularization parameter should be
independent of an orthogonal transformation of w. Then the regularization
parameter, given in Eq. (2.145), is chosen such that the following function is a
minimum:

GCV = 2 (2.146)

Fig. 2.6 The L-curve A
(graphical tool for analysis of
discrete ill-posed problems)
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2.8.2 Wiener Filtering

In the Wiener filter (Wiener 1949), one assumes that the signals g with w and the
observation noise ¢ are all stationary stochastic processes with expectations zero
with known spectral characteristics, i.e. their covariance and cross-covariance
functions are known. The solution is practically the same as that for least squares
collocation (Moritz 1980) and kriging (Matheron 1963) in geodesy and geostatis-
tics, respectively.

Introducing a general estimator for w from a surface integral on sphere by the
formula

w(P) = Mo{h(P,0)8(Q)}, (2.147a)

where h is an arbitrary linear kernel function, the expected mean square error
(MSE) the estimator becomes:

i = E{(#(P) ~ w(P))* } = 07, (P) ~ 2Mo {h(P, Q)cen(Q,P)}
+ Mg [h(P, Q)Mx{h(P,X)cz(0,X)}], (2.147b)

where ¢, and cg; are the cross- and auto-covariance functions between the signals
marked by the subscripts, and ¢ (P) is the variance of w. The minimum of the MSE
is obtained for & satisfying the Wiener-Hopf equation (see also Sect. 2.2.2):

CWg(P7 Q) = MX{B(P7X)C§[;’(Q7X)}, (2148)
yielding the MSE
m = > (P) — Mg[h(P,Q)Mx{h(P,X)cz(0,X)}]. (2.149)

Assuming that the covariance functions are homogeneous and isotropic, they can
be written in the spectral forms

C3(X,0) = cge(X,0) +ce(X,0) = Z i+ a,)Py(cos ), (2.150a)
n=0
and
Cwe(P, Q) = iann(cos V). (2.150b)
n=0

Here c and a are the signal and error degree variances of g, while d,, = d,,(P)
are the s1gnal degree variances of the cross-covariance function. Notice that the
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latter is a function of position/elevation (only) if the estimated quantity lies outside
the sphere of computation.

Inserting the above series of covariance functions, as well as the series repre-
sentation for the kernel function A,

h(P,Q) = hyP,(cos ) (2.151)
n=0
into Eq. (2.148), the least squares solution for 4 follows as:

200: 2n+1)5—— + P, (cos ). (2.152)

n=

Hence, by considering Eqs. (2.147a) and (2.149), the least squares solution for
w and its mean square error become:

o0
" dy
W(P) =} st (2.153a)
n=0 n n
and
2 2 o d2
i’ = o2 — Z(:]cz = (2.153b)

From Eq. (2.138), we also have the relation w, = g, /k,, which yields:

o0 2
A _ —1~ o
P) = ; fuk'g,,  where f, oz (2.154a)
and
_ 2.2 2
,;kn o ,.Zk" 2 % z; c2+02' (2.154b)

As an alternative, Eq. (2.154a) can be written in the space domain as:

~ 4. [ 1. 02(@s0 (2.155a)

where the kernel function is:
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o0

(2n+ D)k, 'f,Py(cos ). (2.155b)
=0

n

2.8.3 Spectral Smoothing

Let us return to Eq. (2.154a)
W(P) =Y fik, "2, (2.156)
n=0

where f, are now arbitrary filter parameters to be estimated such that the mean
square error of w is minimized. As the error of w is given by its random error and
bias, i.e.

o0

e = [fuky "en+ (fu — 1k, 8], (2.157)

n=0

it follows the expected MSE becomes:

EM{2}] Zkz{ 2 (-1, (2.158)

n=0

where ¢2 and ¢2 are the error and signal-degree variances of g. The minimum MSE
is achieved by differentiating the MSE w.r.t. each of the smoothing factors and
equating to zero. The result is:

2

=gt (2.159)

and the least squares estimator w and its MSE are the same as in Egs. (2.154a, b).
Some of the theory and applications were presented in Sjoberg (1980, 1986,2011a, b).
The practical formulation in the space domain again becomes Eqs. (2.154a, b).

2.8.4 Spectral Combination

We now assume that, in addition to the information given in above, there is an Earth
Gravitational Model (EGM) available to degree np, that yields the unbiased
estimate w; (unbiased through degree 7pax)
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wp = wi, (2.160)

dwy = wiM (2.161)
n=0
and the variance (composed of the error degree variances )

Mmax

ooy =y oM. (2.162)
n=0

A general estimator for w, unbiased through degree ny,,x, can be formulated as:

W= k' pugat D (1= pawi™, (2.163)
n=0 n=0
with the MSE
it =3 {2 pkd + (1 = pa)dei (2.164a)
n=0
where:
oM
GM _ 0y lf 1 < Amax
dey™ = {k,lzcﬁ otherwise. (2.164b)

Here p, are arbitrary degree weights, which are optimized in a least squares
sense by differentiating 72> w.r.t. each of them and equating to zero. The result is:

GM
=) S ar I 1< Tmax
k2o, + o, -

ﬁn = 2 . (2165)
poR otherwise,
and the MSE becomes:
e 1262 GM 00 K22
~2 n“n"n n-n
m- = - =+ —rn (2.166)
nz:; 02 + k2gGM n:r%; 02+ kel

Finally, the spectral combination can be formulated also as the sum of a surface
integral and a spectral series:
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// (P,0)g daQ+Z (1 — pu)*wSM, (2.167a)

=0

where the kernel function is:
K(P,Q)=>_ (2n+1))k, ' puPu(cos ). (2.167b)
n=0

For applications of spectral smoothing and combination, see Sects. 4.4.4 and 7.5.
See also Sjoberg (1981, 1986, 2011a, b).

2.8.5 Optimum Regularization

Based on the above experiences, one may ask whether Tikhonov regularization can
be modified to share the properties of the Wiener filter and/or spectral smoothing,
namely to be optimum in the sense of minimizing the MSE. There are numerous
publications solving Tikhonov’s regularization problem by minimizing the MSE of
the solution. However, each such solution is optimal only w.r.t. the specified target
function, Eq. (2.142), i.e. for a specified Tikhonov matrix I'. Hence, the major
problem is thus to find the correct Tikhonov matrix for the optimum solution. For
this purpose, we rewrite Eq. (2.135a) as:

MA{[K() +0()w} = g(P), (2.168a)
where:
=3 @nt guPy(cos ). (2.168b)
n=0

Here g, are arbitrary parameters to be determined such that the target function,
the expected global MSE m%v of W, is minimized. As the spectral form of
Eq. (2.168a) can be written:

R LA (2.169)

Ra? 4 e
&, = 8 and o =T T

= 2.170
kn+qn  kn N T (2.170)


http://dx.doi.org/10.1007/978-3-319-50298-4_4
http://dx.doi.org/10.1007/978-3-319-50298-4_7
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and, by differentiating the MSE w.r.t. g,,, one obtains the least squares choice of the
parameters:

qn = kna,zi/Ci- (2171)

Inserting this choice for g, in Eq. (2.169) and summing up, one obtains the
solution

e} gl
Z 02 k1 (2.172)

which is the same as the solution by spectral filtering, Eqs. (2.156), with filter
factors given by Eq. (2.159).

However, the kernel function Q with parameters g, is a divergent series, as
02/c2 > 1 for large n, which implies that the optimum regularization cannot be
realized in the limiting integral equation, Eq. (2.168a). However, in the numerical
approximation of the integral equation, we may approximate it by the matrix
equation

(K+Q)w=g (consistent) (2.173)

with the solution
w=(K+Q) g (2.174)

where the elements of Q are determined from a smoothed kernel function,
Eq. (2.168b), e.g. obtained by truncating the series to a maximum degree. (Such a
truncation is a reasonable approximation, as the numerical integration to a finite
number of integration blocks will automatically limit the frequency contained in the
solution.) In this way, the solution for w will be a smoothed spectral filter/Wiener
filter. The higher the degree of truncation in the kernel function for Q, and the more
precise the numerical integration is, the closer to the Wiener filter will be the
solution.

In the special case with all g, set to a constant &2, the function value for Q(0) is
still infinite, but the Tikhonov solution is consistent with the non-optimized Wiener
filter

3

o

(2.175)

:?V‘



78 2 Basic Mathematics

2.8.6 Spherical Harmonic Analysis

Let the unknown w be represented by the truncated series of fully normalized
spherical harmonics Y,,,,:

Tmax n

WP) = "> WanYun(P), (2.176a)

n=0 m=-n

where the harmonics are orthonormal, i.e.

_JL i (nm)=(rs)
M{YunYr} = { 0 otherwise. (2.176b)

The task is to determine the spherical harmonic coefficients wy, from
Eq. (2.168a). Hence, by inserting Eq. (2.176a) and using Eq. (2.176b), we obtain:

Nmax

Z (kn + qn) Z Wim Yo (P) = g(P). (2.177)

n=0 m=—n

Then, by multiplying each member of this equation by Y,,,(P) and averaging
over the unit sphere, one finally arrives at the solution for the harmonic coefficients

1

kannM{g(P)Ynm(P)}. (2.178)

Wyum =

If g, is chosen as k,laﬁ /cﬁ, this solution for the harmonic coefficients will be
optimal in the sense of minimizing the MSE. Finally, by applying these coefficients
in Eq. (2.176a), the optimum, truncated estimate of w is obtained.

The solution by spherical harmonic analysis has the merits of being stable and
not prone to spectral leakage as previous methods (see the different approach of
Trampert and Snieder (1996) and Spetzler and Trampert (2003), which suffers from
the problem of leakage). Its major drawback is the requirement of a global,
homogeneous coverage of data on the sphere. Finally, we mention that if an
independent set of harmonics of w is available, it can be combined with the above
harmonics in an optimum sense.

This method was applied [with g, set to O in Eq. (2.178)] in computing some of
the OSU Earth Gravitational Models in the 1970s and 1980s; see e.g. Rapp (1981)
and Rapp and Cruz (1986).
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2.8.7 Comparison
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Table 2.1 summarizes a comparison of the inverse solutions by Tikhonov’s method,
Wiener filtering and spectral smoothing and combination.

The most important results are the following:

Tikhonov regularization is the solution by direct (approximate) solving the
original integral equation. The smoothing is performed in two ways: (1) the
original integral equation is approximated by a finite sum of unknowns and
surface elements, and (2) by adding the smoothing term o’I to the normal
matrix. All other methods use a direct integral formula for the solution.
Although the spectral solution of Tikhonov regularization (Eq. 2.145) resembles
the spectral forms of the Wiener filter and spectral smoothing, they are not the
same, as the Tikhonov solution includes the singular values and eigen-vectors of
the normal matrix (including the smoothing term), which vary w.r.t. chosen
block size and number of unknown parameters, while the latter are based on the
kernel, signal and error spectra. This implies that the individual observations
used in Tikhonov’s method can be weighted, but the additional feature of
spectral weighting in the other methods, is not possible.

The Wiener filter and the spectral smoother are identical solutions. However, the
assumptions and target functions differ. The former minimizes the (local) MSE
based on the known signal and covariance functions (correlation functions),
while the latter minimizes the global MSE base on known signal and error
degree variances.

Table 2.1 Comparison of regularization methods (Sjoberg 2012)

Method Equation Extra Target Assumptions
info. function

Tikhonov Integral o ele+ a1 E{e} =0

regularization equation

Wiener filter Integral 2, 62,d, |MSE Stochastic processes”
formula

Spectral smoothing Integral 2, 62,d, Global MSE | Stochastic processes®
formula

Spectral combination Integral Crzn 5%7 d, Global MSE Stochastic processesb
formula

Optimum Integral c2,62,d, |Global MSE | Stochastic processes®

regularization equation

Harmonic analysis Integral a2 MSE Global data on the
formula sphere

“The stochastic processes are stationary processes with expected value zero

"The expected values of the observation errors are zero
“The optimum Q is approximated by the smoothed Q
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e The Wiener filter assumes stationary stochastic processes with statistical
expectations zero, while spectral smoothing and combination only assumes that
the observation errors are zero in expectations.

e By spectral combination the integral solution can be combined in an optimum
way with a priori information of the unknown function in the spectral domain.

e The solution by optimum regularization, described in Sect. 2.8.5, is the space
domain representation of spectral smoothing. The solution is a smoothed
spectral/Wiener filter. In the continuous case, the problem cannot even be for-
mulated, as the corresponding integral equation does not exist.

e Harmonic analysis needs data from all over the sphere. Among its merits are
resistance to spectral leakage and ill-conditioning.

2.8.8 Concluding Remarks

As discussed above, the numerical solution to an integral equation is frequently
ill-conditioned, and for ill-posed problems this is always the case. Then, a unique
and stable solution can be obtained, at the prize of a bias, by introducing some kind
of smoothing. The numerical Tikhonov types of solutions involve solving a matrix
equation, where the biases are based on some criterions. In contrast, the solutions
by Wiener filter and spectral smoothing and combination are more computationally
efficient, as they employ forward integration, or, numerically, matrix multiplica-
tions. This implies that Tikhonov types of solutions are particularly sensitive to the
choice of block-size in the numerical integration of the coefficients of the design
matrix, and the bias term o2 must increase when the block-size decreases. This
problem is not the case for the direct integration methods of Wiener and spectral
filtering and spectral combination, as well as harmonic analysis.

Finally we emphasize that spectral combination is more flexible than the other
methods, as it enables an optimal (with respect to minimum MSE) merging of dif-
ferent data. Also, harmonic analysis (possibly including spectral combination) is a
viable alternative, provided that the data can be made available globally on the sphere.

Appendix: Answers to Exercises

Exercise 2.1 From Eq. (2.37a) one obtains the Taylor series

_ (1 1

v rpl{l_;(sz_‘zs’)+(2)1(><122)(s2—2st)2+...
32 -1

2

rpl{lJrstJrsz + -,

and by comparing with Eq. (2.38a) the solution follows.
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Exercise 2.2 The left member of Eq. (2.42) yields for n = 0, 1 and 2:

1 1 1
32— 1\°
/1dt:2,/z2dr:2/3 and /< 5 )dt
-1

-1 -1

1

- [ (s, o _of 12
N 4 405 3 5
1

The second equation in Eq. (2.42) is shown in the same way.
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