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Abstract. This paper presents a Metahybrid algorithm that consists of the dual
combination of Wolf Search (WS) and Elman Recurrent Neural Network
(ERNN). ERNN is one of the most efficient feed forward neural network
learning algorithm. Since ERNN uses gradient descent technique during the
training process; therefore, it is not devoid of local minima and slow conver-
gence problem. This paper used a new metaheuristic search algorithm, called
wolf search (WS) based on wolf’s predatory behavior to train the weights in
ERNN to achieve faster convergence and to avoid the local minima. The per-
formance of the proposed Metahybrid Wolf Search Elman Recurrent Neural
Network (WRNN) is compared with Bat with back propagation (Bat-BP)
algorithm and other hybrid variants on benchmark classification datasets. The
simulation results show that the proposed Metahybrid WRNN algorithm has
better performance in terms of CPU time, accuracy and MSE than the other
algorithms.

Keywords: Elman recurrent network + Wolf search algorithm * Local minima -
Metaheuristic optimization - Nature inspired algorithms

1 Introduction

Artificial Neural Networks (ANN) consists of interconnected nodes that simulates that
calculation process inside human brain [1-3]. This interconnected calculation process
makes ANN flexible enough to perform large complex problems such as pattern
recognition, engineering, biological modelling, health & medicine, decision control,
manufacturing & management, marketing, and sea & space modelling etc. [4—10].
Usually ANN structures are fully connected feed-forward networks that starts from
one layer through the connected layer and finally generates results on the output layer
[4, 11]. This ability of learning makes ANN quite useful but an addition of short-term
memory makes them more powerful and dynamic. Recurrent Neural Networks
(RNN) provides short-term memory or states and show dynamic temporal behavior [11].
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RNN have the ability to store earlier patterns thus paving way for the modelling of active
systems [12, 13].

Until today, full and partial RNN have been extensively used to conduct associative
memories, spatio-temporal pattern classification, optimization and prediction [14-19].
When the ease of use is considered, partial recurrent neural network (RNN) especially
Elman recurrent neural network (ERNN) memorize previous states, executes, and learn
very efficiently. ERNN performs efficiently on normal networks but when network size
becomes larger, the calculation becomes more complex thus making ERNN more
prone to converging to local minima. It also consumes more memory during experi-
mentation due to extra connection weights [11].

Therefore, to overcome the problem of inefficient weights that cause the ERNN to
converge to local minima due to flat surfaces and to avoid CPU overheads. This paper
proposed a hybrid Wolf Search Elman Recurrent Neural Network (WRNN). The pro-
posed WRNN algorithm is tested on classification datasets and compared with Artificial
Bee Colony Back Propagation (ABCBP) [20], Artificial Bee Colony-Levenberg-
Marquardt algorithm (ABC-LM) [21], and Bat with Back-Propagation [22] algorithms.
The selected performance metrics are mean squared error (MSE), CPU time, accuracy,
and convergence rate.

The remaining paper is organized as follows: Sect. 2 explains the Wolf Search
Recurrent Neural Network’s (WRNN) implementation. Meanwhile, the Sect. 3 discuss
the results and finally, the paper is concluded in the Sect. 4.

2 Wolf Search (WS) Algorithm

Wolf Search (WS) algorithm is a metaheuristic algorithm inspired by the silent
predatory behavior of the wolves and the intelligent avoidance of the enemy. Proposed
by Rui Tang [23], WS follows three idealized rules for finding the best solution or preys;

(a) Each wolf has a fixed visual area with a radius. In 2D, the coverage would simply
be the area of a circle by the radius v. In hyper-plane, where multiple attributes
dominate, the distance would be estimated by Minkowski distance.

(b) The result or the fitness of the objective function represents the quality of the
wolf’s current position. The wolf always tries to move to better terrain but rather
than choose the best terrain it opts to move to better terrain that already houses a
companion. If the new position is better, the incentive is stronger provided that it
is already inhabited by a companion wolf.

(c) At some point, it is possible that the wolf will sense an enemy. The wolf will then
escape to a random position far from the threat and beyond its visual range.

2.1 The Proposed WRNN Algorithm

In the proposed Wolf Search Elman Recurrent Neural Network (WRNN) algorithm,
each best position in WS algorithm represents a possible solution (i.e., the initial weight
space and the corresponding biases for Elman Recurrent Neural Network (ERNN)).
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The weight optimization problem and the size of the population represents the quality
of the solution. In the first epoch, the best weights and biases are initialized with WS
and then those weights are passed on to the ERNN. The weights in the ERNN are
calculated. In the next cycle, WS updates the weights with the best possible solution
and WS will continue searching the best weights until the last cycle/epoch of the
network is reached or either the MSE is achieved. Figure 1 shows the proposed
flowchart for the WRNN algorithm.

The WS is a population based optimization algorithm. It starts with a random initial
population. In the proposed WRNN algorithm, the weight value of a matrix is calcu-
lated as following;

W, =U, = Z;V: a.(rand — %) (1)
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Fig. 1. The flowchart of the proposed WRNN algorithm
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B, = Z:l:l a.(rand — %) (2)

Where, W, = N is the weight value in a weight matrix. The rand in the Eq. (1) is
the random number between [0, 1], a is any constant parameter for the proposed method
it being less than one, and B, is bias value. So the list of weight matrix is as follows;

W= [W)L W2 W2 LW (3)

Now from neural network process, MSE is easily calculated from every weight
matrix, in W°. For the ERN structure three layered network consisting of one input
layer, one hidden or ‘state’ layer, and one ‘output’ layer is used. Each layer have its
own index variable: k for output nodes, j and [ for hidden, and i for input nodes. In a
feed forward network, the input vector, x is propagated through a weight layer.

netj(t) = Zzl x,»(t)w,,(ﬁ) + B,,(j) (4)

Where n the number of inputs is, B,;) is a bias. In a simple recurrent network (RN),
the input vector is similarly propagated through a weight layer, but also combined with
the previous state activation through an additional recurrent weight layer, U;

yj(t) = f(net;(t)) (5)
neti(t = 1) =Y ()W + Y it = DUy +Bug (6)
Yt = 1) = f(net;(t — 1)) (7)

Where, m is the number of ‘state’ nodes. The output of the network in both cases is
determined by the state and a set of output weights, W;

M
net (t) = Z,» Yi(t = VW) + Bugey (8)

Yi(1) = g(nen (1)) )

Where, g is an output function. So, the error can be calculated as;
E=(Ty,—Yi) (10)

The performances index for the network is calculated as;

Ve(x) = %Z; ETE (11)

In the proposed method, the MSE is considered as the performance index and
calculated as;
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N
Vg = 27 (12
p;

Where, y, is the output of the network when the k" input net; is presented. And
E = (Ty — Yy) is the error for the k" input, V,,(x) is the average performance, Vr(x) is
the performance index, and P; is the number of Wolf population in i” iteration. At the
end of each epoch, the list of average sum of Mean Square Error of i iteration MSE

can be calculated as;

Begin
Step 1: Initialize Wolf population size, dimensions and ERNN structure
Step 2: Load the training and testing data
Step 3: While MSE<stopping criteria
Step 4: Pass the wolf preys as weights to network
Step 5: Feed forward network runs using the weights initialized with Wolf Search
Step 6: Calculate the error using the Equation (10)
Step 7: Minimize the error by adjusting network parameter using Wolf Search.
Step 8: Generate Wolf prey (x;) by using Brownian motion from a certain posi-
tion.
Step 9: If enemy detected, abandon the current position and jump to a safe dis-
tance.
Step 10: Evaluate the fitness of the prey, Chose a random wolf i
If
a. X, >X; Then

b, x « x;
c. X <X
End if

Step 11: Wolf keeps on calculating the best possible weight at each epoch until
the network is converged.

End While

Step 12: Post Process Results and Visualization.

End

Fig. 2. The pseudo code of the proposed WRNN algorithm
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MSE; = {V,(x), V; (x), Va (x)....V}(x)} (13)

The Wolf search duplicates the MSE and is found when all the inputs are processed
for each Wolf in the population. The Wolf search position x; is calculated as;

xj = Min{V}(x), V7 (x), Va(x).....V}i(x)} (14)

And the rest of the Average MSE is considered as other wolves. A new solution
X1 for Wolf i is generated using the following Equation;

1
Xt = Xyin +rand x (x, —x!

max min)

(15)

So, the movement of the other Wolf xf“ toward x; can be drawn from Eq. (16);
+1 ) R
X, = X7 4 rand *J.rstlepb * (x_, X; ) (16)
X7 else
Where, VV; is a small movement of x; towards x;. The weights and biases for each
layer is then adjusted as;

W=t =W - X; (17)
BiT! =B - X; (18)

The pseudo code for the WRNN is given in the Fig. 2:

3 Results and Discussion

Basically, the main focus of this paper is to compare different algorithms based on
mean squared error (MSE), accuracy during network convergence and the CPU time.
Before discussing the simulation results, there are certain things that needs to be
explained such as tools and technologies, network topologies, testing methodology and
the classification problems used for the entire experimentation. The discussion is as
follows:

3.1 Preliminary Study

In order to demonstrate the performance of the proposed BARNN algorithm for
training RNN. The proposed algorithms are tested on breast cancer, thyroid, Iris and
Australian credit card datasets taken from University of California, Irvine Machine
Learning Repository (UCIMLR). The simulation experiments are carried out on Intel
Core i5 Processor with 8 GB main memory. Simulation software is MATLAB 2012
running on Windows 7 home edition. The performance measure for each algorithm is
based on the Mean Squared Error (MSE), standard deviation and accuracy. The three



Optimizing Weights in Elman Recurrent Neural Networks 17

layers feed forward neural network architecture (i.e. input layer, one hidden layer, and
output layers.) is used for each problem. The number of hidden nodes is kept fixed to 5
node. In the network structure, the bias nodes and the log-sigmoid activation function
are used. For each problem, trial is limited to 1000 epochs. A total of 20 trials are run
for each dataset with target error set to 0.0001. The network results are stored in the
result file for each trial.

3.2 Classification Datasets

The first datasets selected is breast cancer that consists of a total 699 instances [24]. The
selected network architecture used for this dataset has 9 inputs nodes, 5 hidden nodes
and 2 output nodes. Table 1, shows the simulation results of all the algorithms used in
this study. From the Table 1, it can be easily seen that the proposed WRNN algorithm
achieves better convergence than the ABCBP, ABC-LM, and Bat-BP in terms of MSE,
CPU time, epochs and accuracy. The proposed WRNN converged to global minima
with an MSE of 0.0001, and 99.99% accuracy.

The second dataset for classification is Thyroid which consists of a total of 7200
instances [25]. The selected network architecture for Thyroid has 21 input nodes,
5 hidden nodes and 3 output nodes. The simulation result of Thyroid classification
problem are shown in the Table 1. From Table 1, it can be seen that the proposed

Table 1. Summary of algorithms performance on classification problems

Algorithms Epochs CPU Time Accuracy MSE

ABC-BP 1000 1482.9 92.02 0.184

Breast Cancer ABC-LM 1000 1880.64 93.83 0.0139
BAT-BP 1000 345.42 97.81 0.0219

WRNN 37 79 99.99 0.0001

ABC-BP 1000 1747.23 93.28 0.046

Thyroid ABC-LM 1000 1382.91 91.66 0.0409
BAT-BP 1000 4610.79 99.35 0.01

WRNN 114 1563 99.99 5.33E-05

ABC-BP 1000 156.43 86.88 0.155

IRIS ABC-LM 1000 171.52 79.56 0.058
BAT-BP 1000 475.38 98.06 0.021

WRNN 105 161 99.99 6.62E-05

Australian ABC-BP 1000 6894 89.99 0.173
Credit Card ABC-LM 1000 4213 77.78 0.05
Approval BAT-BP 967.03 892.31 99.67 0.0033
WRNN 44 177 99.99 4.90E-05

Note: The highlighted area represents the proposed WRNN algorithm
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WRNN algorithm outperforms the other comparison algorithms in terms of epochs,
CPU time, MSE, and accuracy. The proposed algorithm converged to the global
minima within a mere 114 epochs with an MSE of 5.33E-05.

Collected by Fisher, IRIS classification datasets is one of the best pattern recog-
nition dataset in use since 1936 [26]. It consists of 150 samples collected from three Iris
species. The selected network architecture for Iris has 4 inputs, 5 hidden, and 3 outputs
nodes. Table 1 shows the MSE, SD, Epochs, CPU time and accuracy of the proposed
WRNN algorithm when compared with other hybrid variants. From the Table 1, it is
clear that the proposed WRNN algorithm has better performance in terms of MSE,
CPU time, and accuracy. WRNN converged with an MSE of 6.62E-05, an accuracy of
99.99%, and within 105 epochs when compared with the other algorithms.

The last dataset is Australian Credit Card Approval which consists of 690 instances
[27]. The network architecture selected has 51 inputs, 5 hidden nodes, and 2 outputs.
This dataset contains the information of the bank clients. All the attributes are changed
to hide the client’s data. Table 1 shows the proposed WRNN algorithm’s performance
comparison algorithms with other algorithms. From Table 1, it can be clearly realized
that WRNN achieved higher accuracy of 99.99% with an MSE of 4.90E-05 within 44
epochs. Whereas, the other algorithms fell behind the proposed WRNN algorithm in
terms of MSE, accuracy and epochs.

4 Conclusion

In this paper, Nature Inspired Metaheuristic Wolf search algorithm is used to train the
weights in Elman Recurrent Neural Network (ERNN). The proposed Metahybrid Wolf
Search with Elman Recurrent Neural Network (WRNN) algorithm has been able to
overcome the inherent slow convergence problem of the ERNN. The performance of
the proposed WRNN is compared with Bat with back propagation (Bat-BP) and other
hybrid variant algorithms on benchmark classification datasets taken from UCIMLR.
The simulation results show that the proposed WRNN algorithm has better conver-
gence performance with high accuracy, small MSE and less CPU time than other
algorithms.
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