Chapter 2
Heterogeneity in Crosslinked Polymer
Networks: Molecular Dynamics Simulations

D.M. Kroll and S.G. Croll

Introduction

Crosslinked network polymers are a widely used class of chemicals and have been
utilized since people used any form of paint, e.g., with proteins (casein, tempura) or
unsaturated vegetable oils. Modern high-performance technology relies on different
chemistry, such as epoxies, polyurethanes, and rubbers, but the continual search for
improvements relies on increasing our understanding of how two or more reactive
precursors form the desired network. When these modern technologies were first
implemented, considerable advancements could be made rapidly; more recently
however, as with all mature technologies, further progress is much more difficult
and requires a greater degree of insight. Networks are formed from small molecules
that react with other small molecules, and the resulting network topology depends
on the specific interactions (chemistry) and the distribution and availability of these
precursors, which is governed by their random location and motion. Thus, it is
reasonable to expect that one can describe the resulting networks using statistical
approaches which have been very successful at describing how representative
molecular properties affect macroscopic network properties [1-4].

A simple calculation provides some perspective. We might consider a coating
has failed when the density of visible features such as rust spots and blisters reaches
a concentration of 1 per square centimeter. A polymer coating 1 cm? in area might
have a typical thickness of 50 pm and thus a volume of 5 x 10721 A3 If we

approximate the volume of most atoms as 1 A®, it is easy to appreciate that, while
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most crosslinking reactions will proceed as anticipated, there is a chance that an
appreciable number will not, at random, and will lead to a variety of heterogene-
ities. As long appreciated [1, 5, 6], as a crosslinking system proceeds toward its gel
point, the various partially crosslinked components become much less able to
move, and thus the reactive species cannot mix and react homogeneously. Hetero-
geneities can take the form of unreacted functionalities, dangling ends and chains
that return to the same network junction and thus form loops. Since the numbers
involved are so large, one can imagine several such occurrences in a neighborhood
contributing to a more extended region of inconsistent crosslinking.

Although they are a natural consequence of the large numbers of entities involved
in the crosslinking process, these heterogeneities inevitably detract from the perfor-
mance of the network and will therefore be referred to here as imperfections, flaws, or
defects. Polymer coatings are most often used to protect something or improve its
appearance. Protective requirements can be diverse, but they often rely either on the
mechanical properties of the crosslinked polymer or its ability to prevent aggressive
chemicals from reaching the underlying engineering material, e.g., metals that may
corrode. Network imperfections force the gelation point to occur at a higher value of
chemical conversion than anticipated and may limit the toughness and mechanical
strength or enable water, salts, or other chemicals to permeate too easily. Adhesive
joints may fail, rust spots appear at unplanned places on a painted metal part, and
caulks and sealants may spring a leak, seemingly at random places. Exposure to
aggressive environments leads to chemical and physical degradation and thus failure.
The quality of the starting material determines, at least in part, its success in service,
so heterogeneities that arise during the network formation may be crucial.

Information on heterogeneities and imperfections, at the molecular level, is
generally difficult [7], if not impossible, to obtain experimentally. In molecular
dynamics simulations, however, molecular architecture and the crosslinking reactions
can be specified, and a detailed picture of network structure and its heterogeneities
can be determined. Modern computers and software enable us to investigate large
system sizes and create crosslinked systems in which the location and connections of
every molecule or bond are tabulated. For example, Duering et al. [8, 9] studied
tetrafunctional networks with strand lengths ranging from 12 to 100 monomers and
compared their results to the predictions of the rubber elasticity theories. Here, we
also use coarse-grained molecular dynamics to investigate highly crosslinked net-
works typical of high-performance coatings, as distinct from rubbery materials which
may have almost an order of magnitude lower crosslink density. The systems studied
here prove to have heterogeneities that range from small, molecular size defects to
features that extend across the whole simulated volume.

Background

For ideal networks, the statistical theories of Flory and others [1, 2, 10, 11] are very
successful and provide algebraic equations that have been used for many decades to
describe the rubbery elastic, mechanical properties in terms of a characteristic
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length of the network chains between crosslinks, their concentration, and the
number of reactive functionalities at the network junctions. This approach was
extended [12] to describe the ability of a solvent to swell a crosslinked polymer by
including the Flory—Huggins theory for miscibility. A later approach recognized
that gelation could be modeled as a process on a Bethe lattice [13, 14] and gave
results supporting the findings of the statistical models. Others, notably Dusek
[15—-17] and Miller and Macosko [18, 19], used kinetic and recursive equations to
calculate the likely crosslink chain length and density from the structure of the
reactive precursors and thus enabled the prediction of macroscopic properties using
the statistical models for rubber elasticity. Unless there is a specific effort to model
the formation of loops [20], the recursive approach, like the Bethe lattice approach,
is known to model dendritic structures, not networks [21]. However, these
approaches are well known and successful for calculating the expected, average
properties of a rubbery network, but they have no means of estimating the number
and extent of heterogeneities, although one can compare predictions with experi-
ment and, for example, deduce a ring-forming parameter [6] that accounts for the
discrepancy.

Early in the development of these statistical models, it was realized that
unreacted chain ends and other imperfections must be accounted for [1] and that
spatial neighbors may not be joined by chemical bonds [22]. Reflecting the fact
that only elastically active chains contribute, Flory proposed the cycle rank to
calculate the mechanical properties of the network. In the so-called phantom
network approach, the shear modulus of the rubbery material, Gy, is proportional
to the cycle rank, &, which is the number of complete loops in the network:

Gph = EksT/V (2.1)

where T = temperature, V is the volume of the system, and kg is Boltzmann’s
constant.

The simpler “affine” model for rubber elasticity assumes that all network chains
are elastically effective so that the modulus is

Gaff = l/ekBT/V (22)

The cycle rank, &, is given by the difference between the number of elastically
active chains, v,, and the number of elastically active junctions, y.. In a perfect
network without heterogeneities, the cycle rank is simply related to the network
functionality [23]:

= ue(l —%) (2.3)

where ¢ is the functionality of the crosslink junctions (3 or 6 here). For a
tetrafunctional network £ is simply v./2 [24].
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The Miller—Macosko (MM) approach can be used to predict values for the chain
length between crosslinks, the cycle rank, etc., from the functionality, structure, and
concentration of the reactive precursors. Like the statistical theories, and the Bethe
lattice approach, MM calculations have no explicit recognition that networks form
loops. Their calculations assume an ideal treelike growth of the network, and the
criterion for an elastically effective link is that the path through the network
continues indefinitely. There is also a considerable body of work by Dusek that
has examined a variety of specific combinations of reactants to calculate the
characteristics of the resultant networks [16]. Molecular dynamics simulations
[25] have shown the variation possible in crosslink density and the effect on the
mechanical properties of rubbers of long dangling chains and varying sizes of loops.
The work here uses coarse-grained molecular dynamics and examines the hetero-
geneities in highly crosslinked networks characteristic of high-performance coat-
ings and rigid composites and compares results with MM calculations, since they
give very useful estimates of average properties of ideal networks.

Model and Simulation Method

Molecular dynamics is a very versatile approach that could be used to examine a
myriad of networks. Here we study two simple, but distinctly different, coarse-
grained models to model networks similar to those produced using a wide range of
chemical options. The models consist of precursors composed of a two-bead “chain
extender” and a crosslinker of functionality f = 3 or 6. These, and similar models,
have been used before [26-29] to study fracture, thermomechanical properties, and
cavitation in crosslinked networks. The 6-functional network is formed with one
chain extender molecule already bonded to its 6-functional crosslinker bead prior to
starting the simulations, but this pre-bonding has no noticeable effect on the
resulting network connectivity [29]. The 3-functional model has a crosslinker
with a central 3-functional node connected to three single functional beads. Dia-
grams of the network structures are shown in Fig. 2.1.

The interactions used to model bead behavior and interactions are completely
conventional. All beads interact via van der Waals forces modeled by a Lennard-
Jones (LJ) potential, U(r), which is cut off at a radius, r. = 2.5¢, and shifted upward
so that the potential is equal to zero at r.:

U(r) = Urs(r) = Ups(r.) forr <r.

=0 forr > r. (2.4)

where

o = 4[(5)" - (3] s
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Fig. 2.1 Schematic diagrams showing the precursors, in boxes, and the connections for the
3-functional network (/eft) and the 6-functional network (right)

Here, o is the characteristic length of the LJ potential, r is the distance between
bead centers, and ¢ is the energy parameter for the strength of the interaction. This
models van der Waals attractive forces very well and has a strong repulsive core
that defines the size of the bead. Covalent bonds between beads, either preexisting
or formed during crosslinking, are described by a bond potential that is the sum of
the purely repulsive LJ interaction with a cutoff at 2'/® & (the minimum of the LJ
potential) and a finite-extensible nonlinear elastic (FENE) attractive potential:

2
Ureng(r) = —O.SRékloge [1 — (RLU) } r <Ry (2.6)

r =00 r >Ry

where the force constant, k = 308/0'2, and the maximum bond length, Ry = 1.50.
These are commonly used parameter values [29]. The FENE bond is ~10% shorter
than LJ bonds and emulates the increased density in solid crosslinked polymers
with respect to the liquid precursors; it also prevents chain crossing. The MD
simulations were performed using the Large-Scale Atomic/Molecular Massively
Parallel Simulator (LAMMPS) [30].

Results were obtained from simulations of stoichiometric mixtures, as before
[29], of crosslinkers and dimers with a total system size of 11,424 beads. Averages
were taken over five independent realizations for each set of parameters. A limited
number of simulations were performed for larger systems. Before crosslinking, the
precursor “molecules” are given random locations and equilibrated at a high
temperature, T = 1.0e/kg, and at zero pressure using a Nosé—Hoover thermostat
and barostat with a time step of 0.005z, where © = a(m/e)l/ 2 is the Lennard-Jones
unit of time. Temperatures are given as multiples of the Lennard-Jones energy
parameter with respect to Boltzmann’s constant (henceforth, for convenience, the
units of temperature will be omitted in the text). The networks are then dynamically
crosslinked at constant temperature and zero load as before [26-29].
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Two different approaches to crosslinking were taken. In the first, crosslinking
was performed at several temperatures ranging from 7= 1.0 down to 7 = 0.1 and
T = “0,” since many coating and composite polymers are cured at a variety of
temperatures, including many crosslinked systems that must be cured and used at
ambient temperatures, e.g., epoxy adhesives and coatings, polyurethanes, and alkyd
paints. Here, T = “0” corresponds to the complete elimination of thermal fluctua-
tions and therefore does not correspond to a situation attainable in the laboratory or
applications. Nonetheless, it is an interesting limit because it provides insight into
the influence of diffusion in network formation. In this case, crosslinking consisted
of successive crosslinking and energy relaxation iterations until the same number of
crosslinking attempts were performed as at finite temperature. The crosslinking
procedure was the same as that applied at finite temperature [26-29]. The energy
relaxation steps allowed the systems to relax to its lowest energy state as
crosslinking proceeded. Results in this case were found to be very similar to
those obtained when crosslinking at 7 = 0.1. Furthermore, percolating networks
were also obtained in this case (without diffusion), indicating that the precursor
solution was sufficiently randomized so that typical crosslinkers were surrounded
by a sufficient number of active sites for crosslinking to proceed beyond the gel
point. The pre-gel cluster growth process was found to be consistent with the
predictions of percolation theory.

The 3-functional system was crosslinked for twelve million time steps and the
6-functional system for six million time steps. Networks crosslinked at high
temperatures had properties consistent with what is observed with actual
crosslinking polymers, which are frequently cured above their eventual glass
transition temperature to ensure a high and stable degree of conversion in a
reasonably short manufacturing process. Below T, crosslinking proceeded more
slowly, resulting in lower conversions [31, 32]. Coating systems seldom cure
completely; in these simulations, as in practice, conversion was continued until it
was varying only very slowly and was characteristic of the conditions [31, 32].

Having determined these characteristic conversions, crosslinked networks with
the same range of conversions were also made by crosslinking at the highest
temperature, T = 1.0, at which all the components have a high degree of mobility.
This is a very common and simple approach in computational simulations and
provides another curing regime that can lead to insights on how network quality
depends on the curing schedule.

A network search algorithm was developed [24, 25, 33] to determine the number
of elastically active junctions, 4, (a crosslink site that is connected by at least three
paths to the gel), the number of elastically active chains, v, (an active chain is
terminated by active junctions on both its ends), and the number of elastically active
beads, as well as other quantities such as the number of dangling chains and primary
loops. First, we identify the largest cluster (the backbone or gel) which forms the
network, using a “depth first” search. Then, the backbone is searched using a
“burning” algorithm [33] to examine the connectivity of junctions, i.e., if they
connect to the gel, form a loop or end without connecting to the gel. Only those
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links which are connected by three paths to the gel are active junctions, and the
number of bonds between them is the length of the active strands.

Prior work on these systems has shown that there are portions of the crosslinked
network that are sufficiently heterogeneous to permit cavitation of regions much
larger than the typical bond length in the network [29]. In order for this to occur, a
sufficiently large number of nodes in close spatial proximity before cavitation must
be distant neighbors along the network backbone, since the network bonds are
essentially inextensional, and nodes near the surface of the cavitating region must
be free to move apart to form the void. One of the advantages of molecular
dynamics simulations is that the characterization of the network, topological
defects, and pore space created under various conditions such as swelling can be
studied in detail. We have used molecular dynamics simulations to analyze these
topological defects and have found that their presence results in networks in which
the number of elastically active chains, the cycle rank, and the number of elastically
active junctions are smaller than predicted by the Miller-Macosko theory [34]. This
effect is particularly pronounced in the high functionality, f = 6, model, where
crosslinking at high temperatures leads to a large number of primary loops. Such
defects adversely affect the mechanical properties, resistance to solvent swelling,
and, possibly, the long-term protective properties of polymer networks.

Defects can be better seen if the network density is reduced. To that end, after the
networks have been formed they are allowed to expand by removing the attractive
part of the LJ interactions. While the bonding potentials along the network back-
bone provide network integrity, it is the attractive tails of the nonbonded Lennard-
Jones interactions that maintain the system in the high-density condensed state. By
replacing these interactions with a purely repulsive potential obtained by cutting of
the LJ potential at its minimum and shifting it upward so that the potential is zero at
the cutoff, thermal fluctuations will cause the networks to swell until the
fluctuation-induced entropic forces are balanced by the network restoring forces.
The strength of the entropic repulsion is proportional to T, so that its strength can be
tuned if desired. Here, however, it is used simply to swell the network so that the
resulting voids and network structure can be visualized and analyzed more readily.

Heterogeneities in Network Polymers

Although the interest here is on observing and quantifying the heterogeneities that
occur in simulations of crosslinked network, it is useful to understand some basics
of how they arise.

Figure 2.2 shows the temperature—density, 7—p, phase diagram of pure LJ
systems. Since the only attractive nonbonded forces in the system are provided
by the LJ interactions, it is shown here to provide some perspective for interpreting
the results. It is important to remember, however, that this is not the phase diagram
of the precursor solutions or the bonded networks. The thick black curve
(3-functional) and thick grey curve (6-functional) show the trajectory of the
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Fig. 2.2 Phase diagram of the cutoff, shifted Lennard-Jones fluid. The grey bullets mark the gas—
liquid coexistence curve obtained from Gibbs ensemble simulations performed using the MCCCS
Towhee simulation package [35]. The critical point estimate is taken from [36]. The shaded region
is the liquid—solid coexistence region obtained using the procedure described in [37, 38]. The
horizontal grey line is located at the triple-point temperature. The grey (6-functional) and black
(3-functional) /ines are the constant pressure (P = 0) trajectory of the precursor solution as it is
cooled slowly from 7' =1 to T = 0.1. Squares are data for the density after crosslinking at that
temperature for the 3-functional system (open squares) and for the 6-functional system ( filled
squares)

precursor solutions as they are cooled at zero load at a rate of 4 x 10>z from
T =1to T = 0.1. The high-temperature portion of the trajectories, for 7> 0.72, is in
the single phase, fluid region; at lower temperatures, they cross into the two-phase
liquid—solid portion of the phase diagram before following the gas—solid coexis-
tence line as the temperature diminishes toward zero.

Because of the comparatively short FENE bond length, the density of the system
increases during crosslinking, as it does in practice when a solid polymer forms
from the liquid reactants. The squares in Fig. 2.1 show the density of the crosslinked
systems, and the change in slope indicates the location of the glass transition
temperature, which is always in the solid part of the phase diagram. Rapid diffusion
should play a large role during the initial crosslinking process for systems at 7 > 0.8
since the reacting system is fluid or in the solid—fluid coexistence region. Systems
crosslinked at lower temperatures will almost immediately become solid, so large-
scale diffusion will become difficult and one can expect that the structure of the
resulting networks will depend on the crosslinking temperature. Many of the
topological differences discussed later, if they occur early, must remain after
gelation since subsequent changes happen only slowly and, in any -case,
crosslinking entails very strong bonds that inhibit significant movement away
from the spatial arrangement at the point when the node is crosslinked.
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Local-Scale Heterogeneities

Crosslinking reactions cannot occur uniformly because large molecules of reacted
matter cannot diffuse rapidly. Sooner or later, molecules become much less mobile
and can only react with their neighbors. Thus, an unreacted end might remain
unreacted when opportunities around it are depleted or it reacts with the crosslink
junction where its other end is attached, so a loop forms. In this way, the network
can gain defects whose size is of the order of a coarse-grained bead or larger. Thus,
depending on the defect concentration, one can appreciate that water or a corrosive
ion would find it much easier to penetrate and cause harm in their neighborhood.

Figure 2.3 shows that a highly functional network, especially if it is cured rapidly
at a high temperature, has many loops and an appreciable concentration of
unreacted pendant network strands. A 6-functional network may have as many as
75% of the network junctions with a loop attached, or a 10% chance of a dangling
end, and thus have a high probability of a defect in their neighborhood and a lower
effective functionality. The redeeming feature of a 6-functional junction is that it
probably has four other reactive sites for inclusion in a network even if two are
occupied by a loop. The results for the 3-functional network are not so striking but,
depending on the degree of conversion, may have almost 10% of its junctions with a
loop. A 3-functional junction with a loop cannot be useful network junction; it is
connected to the network through one functionality only and must form a pendant.
The defect labelled here as a “dangling chain” is one with an unreacted site on the
final bead, which is a different form of defect. All these defects are equivalent to a
few beads in size and are local in extent, see Fig. 2.4. These defects diminish the
number of elastically active loops in the network and lead to the use of cycle rank to
quantify the strength of a network, rather than simply the crosslink chain density.

The illustrations in Fig. 2.4 visualize the results given in Fig. 2.3. They show that
networks crosslinked at high temperature have a larger number of primary loops but
comparatively few dangling or unreacted ends. The enhanced diffusion at high
temperatures makes it possible for primary loops to close. In contrast, networks
crosslinked at low temperatures have relatively few primary loops but many
dangling and unreacted ends. Illustrations for the 6-functional network are very
dense, but the differences are apparent. Loops and dangling ends reduce the
effective functionality of the network. Figure 2.5 shows how that changes with
the degree of conversion in both the 3-functional and 6-functional systems. Here,
the effective functionality is calculated using

St = [bonds made] — 2 x [primary loops] — [dangling chains] (2.7)

fofe 1s the number of bonds of a crosslink junction leading to a neighboring crosslink
site and is given as a fraction of the nominal functionality in each system.

These localized defects have consequences not only in the likely permeability
but also in the macroscopic properties. Equations 2.1 and 2.2 are predictions of
familiar theories that express the modulus of a rubbery network in terms of either
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Fig. 2.3 The number of (a) dangling chains and (b) loops per network junction on the gel
backbone as a function of the conversion of the 3- or 6-functional system. Open symbols are for
systems crosslinked at different temperatures; filled symbols are results for crosslinking at 7 = 1.0

to a range of conversions

the cycle rank or the number of elastically active chains. Figure 2.6 provides a
comparison of simulation results for the number of elastically active chains and
nodes and the cycle rank with the predictions of the Miller—Macosko theory.

The MM approach makes the same ideal network assumptions as Flory, i.e., that
all functional groups of the same type are equally reactive; all groups react
independently of one another, and no intramolecular reactions occur in finite

species.
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Fig. 2.4 Networks generated at T = 1 (left) and T = 0.1 (right). The network backbone bonds are
shown in black; primary loops are red, dangling ends blue, and unreacted junction ends are orange.
(a) 3-functional, T = 1.0, (b) 3-functional, T = 0.1, (¢) 6-functional, T = 1.0, (d) 6-functional,
T=0.1

As can be seen in the figure, all quantities are diminished by approximately 20%
for the 3-functional system regardless of conversion. However, for this system, the
ratio between cycle rank and number of crosslink chains (Eq. 2.3) remains very
close to that for the ideal network. Nevertheless, the modulus will be only approx-
imately 80% of the expected value and, for analogous reasons, the network will
swell more than an ideal network in the presence of a suitable solvent. The situation
for the 6-functional system is more complex, and its performance relative to an
ideal network will be worse. In this case, the number of elastically active crosslink
chains is approximately 70% of the value predicted for an ideal network, and the
cycle rank is 56% of that predicted for an ideal network, at high conversion. Even
though cycle rank is used to describe the properties of a network in terms of the
number of complete loops, and thus discount ineffective chains and junctions, any
value predicted from statistical models is likely to be an overestimate.



50 D.M. Kroll and S.G. Croll

100

O
o
T

—O— 3-functional
—{— 6-functional

80

70 |

Effective Functionality, %

60 I

50 . L . L . L . L . L . L .
70 75 80 85 90 95 100 105

Conversion, %

Fig. 2.5 Effective functionality of the 3- and 6-functional systems, quantifying how the func-
tionality is reduced to a fraction of its nominal value by the imperfections

These localized defects, which are a natural consequence of the random pro-
cesses of the curing of a huge number of molecules, in any system, provide a
substantial number of places in the network where a penetrant molecule might more
easily rest or pass through as well as reduce the stiffness and resistance to overall
swelling.

So far the discussion has treated these defects as individual, perhaps isolated,
features although there seems to be a high-enough concentration that they must
provide some possibility of a defect pathway percolating through a network. The
discussion now looks at how these defects might be organized into larger-scale
features.

Extended Heterogeneities

Randomness intrinsic to the crosslinking process also leads to large-scale hetero-
geneities in network topology reflected by the fact that a significant number of
nodes in close spatial proximity are only distant neighbors along the network
backbone. This property, which is not shared by homogeneous, ideal, networks
with uniform crosslinking, can be quantified in terms of the distribution of the
length of the shortest path (along the network) between spatial nearest neighbors,
determined by a Voronoi construction. Figure 2.7 shows the resulting distribution
functions for networks crosslinked at 7 = 1.0 to conversions greater than 0.98. The
number of paths is on a logarithmic axis, so one can see that the large majority of
spatial neighbors are more or less directly connected, but there are significant tails
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Fig. 2.6 Comparison of results from simulations with Miller-Macosko calculations (dashed
lines) for the cycle rank (a), number of elastically active network chains and number of elastically
active network junctions (b), for 3- and 6-functional systems. All network parameters are given as
a fraction denominated by the total number of beads used in the simulation. The single legend is
applicable to all the data

in the distributions. The much longer tail in the distribution for the 3-functional
model is, in part, due to the fact that the shortest path between neighboring
junctions is three bond lengths in the 6-functional model but five bond lengths in
the 3-functional model.

There are more paths from a 6-functional junction that can be linked to the next,
so if a crosslinked junction has a loop or pendant chain occupying one or more of
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that must be travelled from one bead before arriving at a spatially neighboring bead. Networks
crosslinked at 7 = 1 (conversion > 0.98). The different symbols indicate some of the (5) replicate
simulations

the functionalities, there is still a good chance that it may be linked to the
neighboring bead. On the other hand, a 3-functional junction has much reduced
opportunities to be linked to the next bead if it also has a pendant or loop.

Some insight into the origin of these extended heterogeneities can be obtained by
considering how the crosslinked clusters grow before gelation. Initially, each
reactive group will find its co-reactant and form a larger molecule, but as the
conversion progresses, some molecules will become larger than others, and when
two growing molecules react together, they become a much larger molecule. The
result is that the growing network forms clusters of reacted material in a way that is
similar to diffusion-limited aggregation, DLA, [39] except that the molecules that
accrete to an aggregate are often macromolecules rather than monomers, and so the
process might be better labelled as cluster—cluster aggregation [40, 41]. This is
visualized statically in Fig. 2.8. If the gel point is defined by the stage at which there
is a bonded pathway that crosses the simulation space, gelation occurs when two
(sometimes three) large clusters react together. These simulations have never
observed gelation due to a single growing macromolecule. Macromolecular clusters
are more or less reacted material whose surface has only limited remaining func-
tionality with which to react to join a neighboring cluster. Thus, there are
intercluster regions or fissures within the final crosslinked mass that are not spanned
frequently by chemical bonds and where pendant chains may lie.

Supermolecular nodular structures in crosslinked networks created using a
variety of chemistries have been observed and commented on since at least 1959
[42, 43]. Initially, it was natural to suspect that such heterogeneities, of some tens of
nanometers in extent, were an experimental artifact; however, that does not appear
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Fig. 2.8 The three largest clusters after crosslinking the 3-functional model for 13,600 time steps.
The largest cluster (red) contains 2156 nodes, the second largest (b/ue) contains 1992 nodes, and
the third largest cluster (green) contains 1154 nodes. The total system size is 11,424 nodes. Note
the ramified structure of the clusters and the extent to which they are interdigitated. The fractal
dimension of the clusters is close to that of percolation clusters

to be the case, since they have been observed a number of times using modern
experimental techniques [44, 45]. Our simulation results are consistent with those
observations. The center of clusters formed in our coarse-grained simulations
would be the denser material seen in observations of such nodular structures.
They arise from the growth of the network from a large number of starting points.
This is consistent with experimental observations that the nodular heterogeneities
form prior to gelation and do not change significantly thereafter [44, 46]. The
network formation behavior via cluster aggregation exhibited in the simulations
therefore provides a very simple, natural origin for supermolecular heterogeneities,
without requiring any particular combination or variation in chemistry. Crosslinked
networks do not, and cannot, form homogeneously [47].

Another consequence of the formation of clusters is that spatially neighboring
beads may not be bonded together directly. A pendant is a chain of molecules
connected to the elastically active network by a single junction. This type of
structure is inevitable in randomly crosslinked systems and is caused by the highly
ramified structure of pre-gel clusters during crosslinking (see Fig. 2.8). As might be
seen in the figure, there are a significant number of linear chains; if these chains do
not crosslink to adjacent chains before crosslinking is completed, they occupy a
volume across which there are no bonds and which may open up to form a void if
the network is subjected to swelling. If these pendants are a number of bonds in
length, they will be coiled, at random, so the resulting volumes can be several bond
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lengths in size. As will be shown in the following, these voids occur throughout a
crosslinked network, and regions of low crosslinking may be very significant in
extent, as can be seen in the images published in the experimental investigations
mentioned above [42—44, 46, 47].

Swelling and Voids

A crosslinked polymer, when placed in a good solvent, will absorb a portion of the
solvent and swell. The extent of swelling is determined by a competition between
the free energy of mixing, which will cause the solvent to penetrate and expand the
network and an elastic reactive force which opposes this deformation. Since the
steady-state swelling ratio is a direct function of the extent of crosslinking, swelling
experiments are a simple way to characterize polymer networks. In addition, a
molecular intruder will be better able to penetrate where the crosslinking level is
low. As they penetrate, the intruding molecules cause the network to swell and thus
open up pathways for further intrusion. Allowing a network to swell, after it has
been cured, provides a useful and relevant way to visualize and quantify these
extensive heterogeneities. These networks were also shown to cavitate if their
boundaries were constrained against the shrinkage caused by the crosslinked
bonds being shorter than the van der Waals bonds [29]. The tendency to form
cavitation voids first brought attention to the possible presence of extended weak-
nesses in such networks.

The bond potentials along the network backbone provide network integrity, and
the attractive tails of the nonbonded van der Waals interactions maintain the system
in the high-density condensed state. Instead of swelling by a good solvent, a similar
effect can be achieved by replacing the Lennard-Jones nonbonded interactions with
a purely repulsive potential obtained by cutting off the LJ potential at its minimum
and shifting it upward so that the potential is zero at the cutoff. Thermal fluctuations
will then cause the networks to swell until the fluctuation-induced entropic forces
are balanced by the network restoring forces. In order to better visualize the larger-
scale heterogeneities, the network was allowed to expand in this way and expose
any regions of low crosslink density, voids, or other network structures.

As can be seen in Fig. 2.9, which shows the number density of the networks as a
function of the number of time steps, the networks swell very quickly at zero load
when the attractive tails of the LJ interactions are removed, so this is a rapid,
convenient approach.

We present here results only for networks crosslinked at one representative high
temperature, T = 1.0, and one low temperature, 7 = 0.1. These two cases are
sufficient to characterize the behavior in the highly crosslinked networks formed at
high temperatures and the more loosely crosslinked systems, with a lower conver-
sion, created at low temperatures. As anticipated, networks for the 3-functional
model can expand significantly more than those for the 6-functional model because
the length of the chains between junctions is longer (five bond lengths for the
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Fig. 2.9 Relaxation of the number densities as a function of the number of time steps for both the
6- and 3-functional networks at T = 1 and T = 0.1. Initial densities: 0.95 (6-functional, T = 1), 1.09
(6-functional, T = 0.1); 0.907 (3-functional, T = 1), 1.09 (3-functional, 7 = 0.1). The time step is
0.0057, so the run is of duration 20007

3-functional as opposed to three bond lengths for the 6-functional model), and the
more tightly crosslinked networks expand less than the networks crosslinked to a
lower conversion at low temperatures.

As the network swells, voids open up, the sizes of which depend on the model
and the conversion. In the following, we characterize the pore size by the distance,
d, from any point to the closest network node on a uniformly spaced 80 x 80 x 80
grid spanning the simulation cell. A distance d* is chosen as a criterion to distin-
guish regions of low density from those of more normal density. The volume
fraction of a void, such that a node is located a distance greater than d* from
another node, is therefore the number of grid points with separation d > d* (divided
by the volume of the simulation space, 80°). Isosurfaces are shown in Fig. 2.10 with
d* being the value defining these pore regions. An isosurface is the surface
bounding a volume within which the distance to the nearest network node is greater
than the chosen value of d*. Thus, particles with a diameter less than 2d* would be
able to diffuse readily through the network inside these isosurfaces. Figure 2.10
shows the network backbone and void isosurfaces for f = 3 and f = 6 functionality
model networks crosslinked at T = 1 (left figure) and T = 0.1 (right figure). For
comparison, bonds in these networks are of approximately unit length. In these
visualizations, one can see that the voids, which expand in regions not held together
by crosslink bonded forces, are quite large indicating that there are extensive
defected regions in these networks. This is true, even in the networks cured at a
very high temperature to almost complete conversion at 7 = 1. Even when fully
cured, the networks are not ideal and not homogeneous.
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Fig. 2.10 Pore space isosurfaces for expanded networks. The networks were formed first by
crosslinking the 3-functional model for 12 million time steps and the 6-functional for 6 million
time steps. In each case, the left figure was crosslinked and expanded at 7 = 1.0 with isosurfaces
for d* as labelled. The right-hand side figure is for T = 0.1. The dark lines show the network
backbones. (a) 3-functional, T = 1.0, d* = 1.8; (b) 3-functional, T = 0.1, d* = 4; (¢) 6-functional,
T = 1.0, d* = 1.3; (d) 6-functional, T = 0.1, d* = 1.4

There are obvious and expected qualitative differences. The void extent is more
pervasive in the 3-functional system at both temperatures. However, it is striking
how many regions of low crosslinking there are even in the 6-functional system that
has been cured at a high temperature. By no means can one consider the whole
volume or thickness of the material as providing barrier properties or mechanical
strength.

The Flory—Rehner calculation of swelling by a solvent [12] assumes that the
crosslinked polymer forms an ideal homogeneous network, without significant open
voids when swollen, which is not consistent with what we observe. Figure 2.11
gives the volume of the simulation cell of the crosslinked network as a function of
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Fig. 2.11 Volume of the simulation cell of the crosslinked network before swelling, V, and the
volume increase upon expansion, (V — V)/V,, where V is the volume after expansion, for the
3-functional (a) and 6-functional (b) models, as a function of the crosslinking temperature, T

curing temperature, before swelling, V), and the reduced volume increase, (V — V)/V,
where V is the volume after expansion, for the 3-functional and the 6-functional
models. The networks were allowed to expand at the same temperature at which
they were crosslinked. Figure 2.12 is a plot of the same data as a function of the
conversion. For both models, the cured volume of the system increases with
temperature, showing that the entropic contribution to the internal pressure is
proportional to T (thermal expansion). On the other hand, the fractional volume
change after swelling increases with decreasing temperature, particularly for
T < 0.5 in the 3-functional model and T < 0.7 for the 6-functional model, where
the conversion is lower and the networks have fewer saturated junctions. When
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volume increase, (V — V;)/V,, where V is the volume after expansion, for the 3-functional (a) and
6-functional (b) models, as a function of the final conversion. The same data are used as in
Fig. 2.11

expressed as a function of the conversion, the reduced volume change for the
6-functional model increases linearly as the conversion decreases. For the
3-functional model, the increase in the capacity to swell at low conversions is
stronger, reflecting the fact that the low conversion networks in this case have
conversions only slightly larger than at the gel point, i.e., a conversion of 0.77. The
conversion at the gel point for the 6-functional system is 0.557 [29, 34].

Figure 2.13 shows the void volume, as a fraction of the overall expanded
network, after the expansion procedure for networks crosslinked at temperatures
ranging from 7' = 0.1 to T = 1.0, as a function of the choice of d*. The left panel
contains results for the 3-functional model and the right panel for the 6-functional
model. Expanded void volumes are much larger for the 3-functional system than for
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curing temperatures

the more tightly crosslinked 6-functional model, consistent with the longer tails for
the 3-functional model in the topological distance distribution function shown in
Fig. 2.6 and the larger interjunction separation in the model.

It can be seen in Fig. 2.10 that the voids are seldom spherical in nature but have
an extended shape that supports the idea that their origin lies at the intersection of
ramified molecular clusters, where pendant chains are more likely. In some cases, if
there was some additional network degradation due to weathering, one can see that
a percolating pathway might arise fairly readily. If we are interested in gauging
whether an intrusive molecule might be able to penetrate the network, then
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Fig. 2.13 demonstrates in a quantitative way how the intruder size will affect the
outcome. For comparison, a bond is about one unit long in the dimensions of the
expanded network. Small penetrating molecules will find many more weaknesses in
the network to exploit than would a larger molecule.

Further investigation into the sizes of the nascent voids shows that when the
expanded void volume is large, depending on the pore size parameter and the
conversion, the vast majority of the pore volume is in the largest pore, with minor
contributions from the second and third largest. There are comparatively few
extensive voids in the volume simulated here, which is consistent with gelation
being the result of two or possibly three molecular clusters dominating the gelation
behavior in the simulation volumes here. It is also consistent with the number of
cavitation voids formed in these systems under slightly different circumstances
[29]. The contribution from the second largest void can be quantified by comparing
results plotted in Fig. 2.13 with the corresponding data for the second largest void in
Fig. 2.14.

As the pore size parameter, d*, is increased, the size of the largest nascent pore
decreases, and the size of the second (as well as third and higher) nascent pores
increases to a peak before decreasing again for larger d*. The position of this peak
lies at slightly larger d* than the value at which the largest pore would no longer
percolate across the system. A similar relationship between the position of the peak
in the size of the second largest cluster and the location of the gel point in the model
systems used here has been noted before [48].

For the current models and system size used here, the largest pore percolates
when its volume is on the order of 4% of the system size, a value which is attained
in the 3-functional model for a pore radius in the range 1.5-1.6. For the
6-functional model, a smaller d* is required, on the order of 1.0-1.1; even then,
however, the diameter of the pore is significantly larger than the bead diameter in
our models.

These results demonstrate that extensive heterogeneities, exposed as nascent
voids, can occur throughout a crosslinked network and may occupy a significant
fraction of the volume if it is swollen by fluctuations, as here, or in practice, by a
solvent or internal stress. While normally closed because of the attractive van der
Waals forces between network components, these regions can facilitate the passage
of a penetrant molecule, or be the locus of a fracture surface, even before degrada-
tion. These weak regions are where an external molecule would have the best
opportunity to penetrate and thus swell the network, opening it up further. The
important point is that it was only the random fluctuations intrinsic to the
crosslinking process that produced these regions not held together by bonded
forces. There is no equivalent to a Maxwell demon that ensures that an ideal
network is formed everywhere.
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Summary

Modern computers provide the opportunity to analyze in detail the structure of
networks and learn more about how crosslinked polymer networks form. Although
it had been realized from the start that randomly crosslinked networks would contain
dangling ends and loops, as well as other topological defects, which would diminish
anticipated performance, predictive theories based on statistical approaches neces-
sarily assumed that the eventual network was perfect and homogeneous in the sense
that all reactive species would combine as expected. Molecular dynamic simulations
show how the random nature of the crosslinking process involving huge numbers of
small molecules inevitably produces nonideal, defected networks.
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In terms of mechanical properties, the effect of those features that diminish the
number of elastically effective network chains and junctions can be quantified by
comparison between simulation results and the predictions for ideal networks given
by the Miller-Macosko approach. In this case, the primary deviation from ideality
is the formation of primary loops. In particular, network junctions in the
6-functional system have approximately a 75% chance of having a primary loop
occupying two of its reactive sites at conversions close to 100%. At lower conver-
sions, the number of primary loops decreases rapidly, and agreement with Miller—
Macosko calculations is better. In contrast, simulations of the 3-functional system
indicate that it is much less sensitive to the curing temperature. There is a smaller
reduction in the absolute number of elastically effective crosslink chains and cycle
rank, and the ratio of these parameters remains close to predictions for an ideal
network. In this case, fewer loops can form after one functionality on a crosslinker
has reacted with one end of a dimer because, for the other end of the dimer, there are
only two sites on that crosslinker remaining to compete with unreacted sites on
neighboring crosslinkers. In either case, a lower curing temperature might permit a
more ideally formed network, but this may not be practical due to the very much
longer curing time that would be necessary to achieve high conversion and thus
good properties. Although cycle rank was introduced as a quantity for characteriz-
ing networks based on the number of elastically active, complete loops, any
predictive calculation assumes that the network is ideal and thus must be an
overestimate. These loops and unreacted groups are defects that are comparable
in size to the initial precursor molecules.

Other imperfections occur that are more extensive in nature. Simulations show
that polymer networks form by the aggregation of ramified cluster-like macromol-
ecules, resulting in networks with a significant number of topological defects and
heterogeneities. These clusters that form largely prior to gelation provide a natural
explanation for the formation of nodular structures, or phase differences, seen
experimentally, but where the explanation is derived more from the statistical
nature of network formation rather than any combination of chemistry. Due to
mobility restrictions and prior reactions, the surfaces of the erstwhile clusters are
regions where there will be a reduced chance of a bond forming a link to a
neighboring cluster or a long pendant chain remaining unreacted. These regions,
where there are a reduced number of crosslinks to junctions in close spatial
proximity, can extend over a significant fraction of the simulation cell and thus
may join to form percolating pathways where external penetrating molecules could
find a route to attack the substrate that the coating is protecting. The heterogeneous,
nodular structure must diminish the mechanical properties compared to the poten-
tial in a perfectly homogeneous material. The number and type of defects depend on
the crosslinker functionality, the length of the primary chains between crosslinkers,
as well as the final conversion and crosslinking temperature. These features will
have a scale comparable to the extent of the macromolecular clusters at the gelation
point.

The extent of these intercluster fissures can be visualized by diminishing the LJ
(van der Waals) forces between the beads after the simulation has formed the
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network. The resultant expansion of the network, and analysis of the void structure
that appears where these defects occurred, provides information about the size and
distribution of these extensive regions of low crosslinking. In any real polymer
network, these fissures would be of the order of nanometers or tens of nanometers in
size, so they are not large enough to initiate fracture themselves, but they could be
the starting point for subsequent damage to grow and limit the ultimate strength of
the material. It is also easy to appreciate the size of molecule that may be able to
intrude and contribute to a variety of failure modes. The solvent swelling of a
network is likely, in some cases, to be significantly more than that described by the
Flory—Rehner and related models because of the potential for extensive voids that
could form in the intercluster regions.

Regardless of the model details, networks contain defects of a small local nature
and defects that are more extensive where the network is not held together by
chemical bonds. These regions open up to form voids when the network is swelled
or exposed to other stresses. While the systems examined here cannot represent all
possible precursor combinations, we expect that the features we describe are typical
of most types of resultant networks.
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