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Abstract. The online social networks have embraced huge success from
the crowds in the last two decades. Now, more and more people get used
to chat with friends online via instant messaging applications on personal
computers or mobile devices. Since these conversations are sequentially
organized, which fails to show the logical relations between messages,
they are called asynchronous conversations in previous studies. Unfortu-
nately, the sequential layouts of messages are usually not intuitive to see
how the conversation evolves as time elapses. In this paper, we propose
to learn the structures of online asynchronous conversations by predict-
ing the “reply-to” relation between messages based on text similarity
and latent semantic transferability. A heuristic method is also brought
forward to predict the relation, and then recover the conversation struc-
ture. We demonstrate the effectiveness of the proposed method through
experiments on a real-world web forum comment data set.

Keywords: Asynchronous conversations + Conversation structure
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1 Introduction

With the blooming of Internet in the last two decades, social networks have
embraced huge success from Internet users. From the early chatting room on
webpage to the later instant messaging application on personal computers till
nowadays’ chatting APP on mobile devices, more and more people choose to
chat with their friends online. The quantity of online conversations generated
in a single day is very huge due to the easy access to the Internet world wide,
which makes it possible for thousands of millions users to communicate with
each other regardless of locations, time zones and devices. Online conversations
are free-style where multiple users can be involved and multiple topics can be
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discussed at the same time. There have been some studies about the analysis
of conversations in social networks [14,24]. In Twitter and Weibo!, people use
“@” to engage his/her friends in the conversations [2,4,9,23] where the logical
structures of conversations are very clear.

Generally speaking, there will always be a structure in each conversation.
That is, someone starts a conversation by bringing up a message of a new topic,
and each later message in this conversation replies to one or more previous
message(s). For example, in the social news and entertainment site Reddit?,
someone first posts a new topic, and another user can comment on the topic as
well as on the previous comments by other users. The comments are structured
in a tree layout on the webpage so that users can understand how a discussion
evolves over time.

However, not all online conversations are well-structured. Instead, there are
even larger volumes of free-style conversations without clear “reply-to” relations
in real-world scenarios like the popular instant group chat in Tencent QQ, What-
sApp, Skype and LINE. When more than two persons are discussing together
online, one user of them may reply to a previous message that (s)he is interested
in, rather than the last message in the group chat history. These conversations
are usually called asynchronous conversations [12] where the temporal order fails
to represent the logical order of a message sequence. We attempt to understand
the structure of online short-text conversation in this paper by predicting the
“reply-to” relation between the messages in it.

The inherent value of this study is to reconstruct the logic of conversations,
profile chatters’ information and analyze the relations between chatters [28].
It is especially important for the third-party organizations like strategic con-
sultant companies which cannot directly derive the conversation structure by
updating the user interface, e.g. add a “reply” button to each of previous mes-
sages. Meanwhile, by recovering the conversation structure, we can visualize the
conversations with hierarchical layouts like trees or graphs instead of plain mes-
sage sequences. Besides, reply suggestion [13] and recommendation [3] (e.g. mes-
sage/chatter recommendation) are other applications of this study.

To learn the conversation structures, we are confronted with the following
challenges:

— The asynchrony of messages makes it difficult to figure out the logical relation
between messages. There are multiple users engaged in the discussion and
multiple topics are discussed at the same time.

— Due to privacy concerns, there is no publicly available conversation data sets
before. It means we have to construct the evaluation data set from the scratch.

— Unlike formal articles, the online messages are usually informal, short and
context-sensitive. Thus, the traditional natural language processing methods
like Latent Dirichlet Allocation (LDA) [1] usually do not work well in dealing
with online conversations.

! http:/ /www.weibo.com.
2 http://www.reddit.com/.
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In this paper, we attempt to address the problem of learning online con-
versation structures by presenting a domain-independent framework based on
text features extracted from the conversation corpus. We summarize the main
contributions as follows:

— We studied the problem of asynchronous conversation structure learning based
on online short-text messages. A domain-independent method was brought
forward to address this problem by employing text similarity feature and latent
transferability feature based on message contents.

— We proposed a heuristic method to predict the “reply-to” relations and recover
the conversation structure. This method avoids yielding disconnected or cyclic
structure. Besides, another graph-based method can be employed to get the
optimal tree conversation structure.

— We crawled a new online short-text Chinese conversation corpus and used
it to evaluate our method. The experimental results show that our method
outperforms the baselines in the prediction accuracy.

The rest of the paper is organized as follows: In Sect.2, we discuss some
related work about the studies of conversations. Then, we formally define the
major problem in our study in Sect. 3. In Sect.4, the proposed method based
on text similarity and latent semantic transferability is introduced in detail. We
demonstrate the experimental results conducted on the new web forum data set
in Sect. 5. Finally, we conclude our study and prospect our future work in Sect. 6.

2 Related Work

As far as we concern, the problem studied in this paper has not been well estab-
lished before. We discuss the related work on conversation disentanglement and
clustering, dialogue act learning and some studies about conversation structures
in this section.

2.1 Conversation Disentanglement and Clustering

Similar to the famous cocktail party problem, conversation disentanglement,
a.k.a. chat disentanglement, describes the task to isolate the messages belonging
to the same topic from a long conversation where multiple users are engaged
and multiple topics are discussed [6,7,21,25]. Apparently, this is also a cluster-
ing problem. Based on the data like timestamp, mention, cue word and text
content, the authors in [6,7] propose a maximum-entropy classifier to judge if
two messages are of the same topic. They also propose an algorithm to cluster
the messages on a directed weighted graph. Later in [25], the clustering per-
formance is improved by enriching the TF-IDF feature of message m with the
TF-IDF features of highly relevant messages which share similar timestamp or
username with m. Then, a single-pass clustering algorithm can be used to cluster
the messages of a conversation into topics.
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2.2 Dialogue Act

As a specialized form of speech act, dialogue act [22] studies the role, e.g. State-
ment, Question, Agreement and Disagreement, of messages in a conversation.
In [18], the authors propose the Hidden Markov Models (HMM) to study the
dialogue acts in a conversation where the words are generated from the act emis-
sion distribution or the topic multinomials. In [12], the authors first find that
using a graph-based model like the graph partition method [6] to deal with dia-
logue act annotation does not work well, and then, they use an HMM mixture
model and consider the emission of dialogue act as the mixtures of multinomials
that generate the words in sentences. The results of dialogue act annotation is
improved using their proposed method on the Email and forum data sets.

2.3 Conversation Structure

Unlike the conversation disentanglement and the dialogue act modeling, the
ultimate goal in this work is to learn the logical structures of online asynchronous
conversation by predicting the “reply-to” relations between messages in a given
conversation. The most related work to ours is the thread prediction problem
[8,26] where it predicts how each message in a newsgroup style conversation is
related to each other. However, it differs from our work in several aspects:

— We are dealing with online conversations where messages are much shorter
and more informal than the newsgroup conversations in that work.

— The work in [26] only redefines the TF-IDF features and proposes some time
interval constraints to predict the relations between messages without consid-
ering the message transferability like what we propose in this paper.

Thus, we are tackling a much more challenging problem here and more features
of online conversations are taken into account in the proposed method.

3 Problem Definition

In this paper, we learn the online conversation structures by predicting the
“reply-to” relation between messages, through which the directed transition
edges can be constructed and then the conversation structure is recovered. In
order to focus on online conversation structure learning, we assume that each
conversation is only about one topic in this paper, and chat disentanglement
could be referred in other work [7].

Definition 1 (Online Short-Text Conversation Corpus). An online short-
text conversation corpus is a set of messages M = {mqy,ma,..., m|M‘} from a
number of conversations. The message length, i.e. the number of words, of each
m € M is short (e.g. less than 10 words each). The words and phrases in M are
usually used in an informal way (e.g. many symbols, abbreviations and Internet
words).
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Fig. 1. An illustration of learnt conversation structure. M here contains two conver-
sations. Each conversation indicates a tree structure.

Definition 2 (Online Short-Text Conversation Structure). Online short-
text conversation structure (M, <) is defined by a partial binary operator < on
an online short-text conversation corpus M. For Ym;,m; € M and m; # m;,
we say m; < m; if and only if: (1) m; and m; are from a same conversation,
(2) m; is a reply to m;. Thus, (M, <) is namely the “reply-to” structure of a
conversation corpus.

Therefore, our structure learning problem in this paper is to predict the
precursor m; for Vm; € M based on message content, where m; and m; are
from a same conversation. This problem is non-trivial due to the asynchrony,
informality, and lack of useful cue words in short-text messages.

Figure1 illustrates an example of the learnt conversation structure. In this
example, we assume that each message can at most reply to only one precursor
for simplicity, and then the conversation structure is in a tree layout, e.g. web
forum conversations. Clearly, the proposed method in this paper can be adapted
to deal with DAG structure learning. The study of the directed-acyclic-graph
(DAG) structure learning will be our future work.

Figurel also shows the difference between our problem and the chat disen-
tanglement problem [7]. The chat disentanglement problem is to cluster messages
into different groups (divide the message corpus), but our problem is to predict
the “reply-to” relation between messages in a given group (structure learning).

4 Proposed Method

Based on the problem definition, the most basic task of our problem is to identify
the “reply-to” relations between messages in a given conversation. We define the
“likelihood” that message m; replies to message m; as:

Pmj<m; = (1 - V)S(mla mj) + VT(A(ml)ﬂA(mJ)) (1)

This likelihood consists of two components: text similarity S(m;, m;) and latent
transferability 7 (A(m;), A(m;)). In this paper, latent transferability is measured
by the latent dialogue act transition, which is proposed to alleviate the sparse
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text feature problem induced by the short-text characteristics. Here, A(m;) rep-
resents the latent dialogue act feature of m,. v € [0,1] is a parameter balancing
the relative contribution of the two components.

4.1 Measuring Text Similarity

In the literature, the content feature of message is usually represented using the
bag-of-words model. We employ the widely-used TF-IDF approach [19] in this
study. An alternative is to use Latent Dirichlet Allocation (LDA) [1] to pre-
process the corpus. However, we found through experiments that such approach
performs poorly in our data set since each message is usually very short (e.g.
<10 words) and the phrases are usually informal.

The content feature of message m; is represented by a W-dimensional column
vector v; where W is the vocabulary size. The w-th entry of v; is the term
frequency of the w-th word weighted by the inverse document frequency.

(2)

Vijw = Nw,i ° lOg E7
where n,, ; is the frequency that word w appears in m;. The document frequency
fuw of word w is computed as (Laplace smoothing is applied to avoid division on
zero in Eq. (2)):
Ny + 1
= —-—, 3

fu M| +1 ®)
where n,, is the number of messages which contain word w. Thus, the text
similarity between two messages can be measured by their cosine similarity:

Ty
Vi Vj

il - lIv;1I

(4)

S(mi,mj) =

4.2 Measuring Latent Transferability

“Reply-to” relations are directed. However, the measurement of S(m;, m;) is
symmetric. Therefore, we also employ the asymmetric latent transferability
between messages based on latent dialogue act features to refine our model.
Dialogue acts are high level features of messages. The examples of dialogue
acts such as “statement”, “question”, “answer”, or “remark” indicate the roles
played by messages in conversations. However, automatic dialogue act classifica-
tion requires a large amount of user annotation to perform model training [20].
Besides, the performance of these explicit dialogue act classification methods is
degraded on the online short-text conversation corpus. Therefore, we propose to
use unsupervised learning to get the latent dialogue act feature for each message
and use it in the transferability measurement.
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TF-DF Feature. Compared with the crucial role that infrequent words play in
text mining and information retrieval, the functionality of frequent words is usu-
ally ignored in the literature. However, we find that frequent words usually serve
as important indicators of the act that each message represents. The benefit to
consider frequent words becomes more obvious when the general length of mes-
sage is short. Therefore, we define the term-frequency-document-frequency (TF-
DF) feature for each message. The TF-DF of message m; is an F-dimensional
column vector x; where F' < W is the number of the most frequent words in the
vocabulary. The reason why only Top-F' frequent words rather than all words
are used is that we need to reduce the computation cost to learn the dialogue
act features without great loss of accuracy. The w-th component of x; can be
computed as follows:

Xiy =N ..;:n fiw (5)
w w,i 1 n ei(lJrln ) w,i
Note that we use the sigmoid function to rescale the document frequency. The
basic idea of TF-DF is that the weights of infrequent words should be less impor-
tant than those of frequent words which indicate the dialogue act features.
Since the number of existing dialogue acts is much less than the vocabulary
size W3, we need to compress TF-DF feature x; into latent dialogue act feature
in much lower dimensions. Suppose there are totally K distinct acts to be con-
sidered (K < F < W). Let y; € R¥ denote the latent dialogue act feature of
message m;. Then, we need a dialogue act transformation matrix A € RFF*K
such that:

Suppose A is already given, we can compute the latent dialogue act feature
of each message m; as:

A(m;) = yi = Alx;, (7)

where AT is the pseudo-inverse of A.

Latent Dialogue Act Feature. Now we focus on the estimation of matrix A
from M. Let X = (x1,X2,...,X|p) and Y = (y1,¥2,...,¥|m|), then X = AY.
Our aim is to estimate A and Y given the observations on X. Although this
could be considered as a non-negative matrix factorization problem [16,17,27],
we choose the independent component analysis (ICA) method [10,11] instead.
Because it is more likely that the latent dialogue act feature of each message is
separately emitted and mixed from K independent dialogue acts (or latent inde-
pendent components), but non-negative matrix factorization could not guarantee
such independence.

We need to conduct data whitening on X before performing ICA as discussed
in [11]. According to Theorem 1, we firstly make random variable x € X has zero
mean by subtracting its expectation (the mean in practice), x = x — E[x]. Then,

3 http://en.wikipedia.org/wiki/Dialog_act.
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we perform singular value decomposition (SVD) on X, X = UXV', where
U e RFXF 3 e RFXIMI and VT e RIMIXIMI,

Theorem 1. For X = (x1,X2,...,X|p|), if random variable x € X has zero
mean, i.e. E[x] = 0, and X has singular value decomposition X = UXVT | then

-1
let z = ( \1M| E) UTx, random variable z will be whitened.

Proof. Since E[x] = 0, then

Elz] = VIM|Z'UTE[x] = 0. (8)
We also have:
Elxx'] ~ WXXT 9)
= M|(U2VT)(U§JVT) (10)
WU22UT (11)

Then, we can prove that:

ElzzT] = E[(i\/ﬂi))_lUTxxTU(l/\/l'Z)_l] (12)
= \M|2*1UTE[XXT]U2*1 (13)
= \M|2—1UTWU22UTU2 ! (14)
=y u'ux?u'ux! (15)
=x-ix?y-! (16)
=1 (17)

Thus, random variable z has zero mean and unit variance. That means z is
whitened.

Algorithm 1 shows the procedure to estimate the matrix A and compute the
latent dialogue act features. After performing SVD on X, we compress TF-DF
features into much lower K-dimensional space by preserving the K largest sin-
gular values and get an approximation matrix X € REXIMI of X (Line 3-4).
Then X is whitened by transforming to random variable z based on Theorem 1
(Line 5-7). Since Z is whitened now, we can perform ICA on it, and let Z = AY.
From the ICA point of view, Z is a linear mixture of some statistically indepen-
dent signals. In this paper, we employ the FastICA algorithm [11]* to get the
unmixing matrix W (Line 8), from which we can get the inverse act transforma-
tion matrix AT and the dialogue act features Y of messages in the conversation

* see the Python library: http://scikit-learn.org/.
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Algorithm 1. Latent Dialogue Act Feature Estimation
Input:
TF-DF features X = {x1,...,Xxnm|} € REXIMI
dimensions of dialogue act features K.
Output:
inverse act transformation matrix: A €
latent dialogue act features: Y € RE*IMI

RKXF,

1: X« X - {E[x],..., E[x]}
2: U,X,V «— SlngularValueDecomp051t10n(X)
3: U, %,V — DimentionReduction(U, X, V, K)
4: X —« UV
5: for all x; € X do )
6: Zl = ( L i) 6T§¢7
M|

7: end for _ _
8 W «— FastICA(Z) /[*Z ={z1,...2m}*/
9: AT<—W( L ~) lij

M|
100 Y «— A'TX
11: return AT Y

corpus. The result above assumes that the components of the random vector
y is independent. This is usually not the case in reality, especially in our set-
ting where y encodes the strength of different latent acts. However, previous
applications of ICA show that this technique can still gain insights into the data
set even if the independence assumption is violated.

Latent Transferability Measurement. We define latent transferability (like-
lihood of m; replies to m;) as below:

T(A(mi), A(m;)) = T (vi.y;) = ¥ BY;, (18)

where y,;, = m abs(y;) is the absolute value of y;. Please note that 7

is asymmetric. For a list of messages my,,myp,, ..., My, , suppose the messages
they reply to are mg, ,mg,, ..., Mgy, respectively. Let

Yp: (ypuypza"'aypz\r)» (19)

Yq:<yq17yq27~-~7qu>- (20)

To learn the optimal transition matrix B, we minimize the square error between
Y; B and Y, as follows:

B = argmin [Y, B - Y, (21)
BERKXK

This problem can be solved by employing the non-negative least square algo-
rithm [15]. Thus, we can estimate the final likelihood ppm; <m, that message m;
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replies to m; using Eq. (1). Please note that although B is inferred based on
the training data set, it models the transition likelihood between the latent dia-
logue act features, and thus, it is also generalized to the unseen message pairs
in prediction.

4.3 Conversation Structure Recovery

We consider the tree structure recovery problem in this paper, and leave the
DAG structure recovery problem in our future work. Actually, the difference
between the tree structure recovery and the DAG structure recovery lies in the
possibility that each meassage can or cannot reply to more than one previous
message. A simple strategy based on this work is to predefine a threshold 7 of
likelihood py,; <m, to determine the precursor(s) of each message so that n is
a reply to m VYm, ppm~<n > 1. For tree structure recovery, since each non-root
node has only one parent node, we can predict that for each non-root message
m; € M, the one that m; replies to should maximize the “likelihood” Dinj<mi;
where m; and m; are from the same conversation and m; # m;. This strat-
egy is straightforward and simple to implement. Unfortunately, it is also flawed
since it may generate an unexpected disconnected or cyclic structure. Figure 2
illustrates a failure example using this strategy. According to the “likelihood”
table in Fig. 2, message m4 and ms mutually reply to each other, which makes
the conversation structure disconnected and generates a cyclic sub-structure.
However, the expected structure is a single rooted tree as shown in Fig.2(c).
The reason for this failure is because this strategy ignores the constraint on the
global conversation structure itself, i.e. the structure connectivity and the acyclic

property.

root — m 0.10  0.06 0.05 0.08 @
my 0.80 0.10 0.5 025 @ @ @.@ @ @ @

mz 0.75  0.02 0.01 0.04
my 025 015 015 0.60 @
ms 0.10 0.08 015 0.50
o isconnected and cvi (¢) Connected and acyclic
() Likelihood (b) Disconnected and cyelic and acy

structure structure

Fig. 2. An example of failure of simple prediction method.

To tackle this problem, we propose a heuristic method for fast computation.
Alternatively, we can also use a less-efficient graph-based method to get the
optimal results. For the heuristic method, we initialize two sets: D as empty
set, M as the set containing all messages in a given conversation. We iteratively
move one message from M to D until M becomes empty. Each time, we move
m € M so that:

( argmax py,,<m) € D. (22)
m; EMUD
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Algorithm 2. Conversation Structure Recovery

Input:  “reply-to” likelihood table p<, message set M, total message set N.
Output: conversation structure G.

1: Initialize G « 0, D « (.

2: Identify conversation root message r € M.
3:D—DU{r},M— M\ {r}.

4: while M # 0 do

5. while m,n" «— NextToMove(p<, N, M, D) # NULL do
6: D—DuU{m},M«— M\ {m}

7 G—Gu{n" <m}

8: end while

9:  if M # 0 then
10: n* < m" « argmax,, .\ (maxneD Pr<m
11: D—DuU{m"},M«— M\ {m"}
12: G—Ggu{n*<m"}
13:  end if
14: end while
15: return G

Algorithm 3. NextToMove

Input: “reply-to” likelihood table p~, total message set N, unvisited message set
M, visited message set D.

Output: next movable candidate m and its precursor n*.

1: for m € M do

2: n* «— argmax,, ¢y Pn<m

3 if n* € D then

4: return m,n”

5 end if

6: end for

7: return NULL

It means that for any message in M, the maximum “reply-to” likelihood should
be associated with a message in D. If such an m cannot be found in M, we move
the following message,

argmas  nag pm,<m) (23)
After each move, we create a “reply-to” relation from m to argmax,, cp Pm;<m-
It is apparent that the heuristic method generates a connected and acyclic tree
structure. The pseudo code of the heuristic method is show in Algorithm 2. The
root message is always chosen as the topic itself in our experiments on the web
forum data set.

The heuristic method is fast but also sub-optimal. To get the optimal tree
structure, we can consider the messages as nodes in a directed weighted graph
and the likelihood py,, <m, as edge weights. Then, the optimal tree structure
can be obtained by applying the Edmond’s algorithm [5] to find the maximum
spanning arborescence.
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Auxiliary Filters. The proposed method is solely based on message contents.
However, we can further improve it by employing auxiliary filters.

Time Filter: It is obvious that each message can only reply to the earlier posted
message(s). If time information or posted order of messages is available, we can
apply this filter in the recovery process.

User Filter: Generally, a chatter does not reply to himself in online conversa-
tions. This filter removes the candidates of self-replies in the recovery process,
but it works if user identity of posted messages is known.

Both filters are applied in later experiments.

5 Experiments

In this section, we first introduce the new data set we collected. Then, the
experimental results on this new data set are demonstrated and discussed.

5.1 Data Set

We investigated Douban Group®, a popular Chinese web forum. In Douban
Groups, users can publish topics for discussion. When someone replies to a com-
ment ¢ under a conversation, the content of ¢ is automatically quoted by the
new comment. This makes it possible to reconstruct conversations by tracing
the quoting relations among comments. This is how we obtain the ground-truth
of “reply-to” relations in our experiments. Please note that we choose web forum
chats for evaluation since the ground-truth can be obtained, but we aim to solve
the conversation structure learning problem for those unstructured chats, e.g.
online group chat. We crawled 10,425 conversations on Douban Group in August,
2013, containing 137,980 messages in total. Each conversation in this data set
has a tree structure ground-truth since one user posts a comment (a.k.a. reply)
by quoting only one previous comment or the topic. After performing Chinese
word cut, each message has about 12 words on average, which is very short.

5.2 Results and Discussion

In the experiments, the method using the conventional text similarity (TF-IDF)
only is denoted by “TEXT”. The two methods in [26] which redefines the TF-IDF
feature and makes some constraints on the time interval between two poten-
tially related messages are denoted by “FIXED” and “TIMED?”, respectively.
The former reduces the number of candidate messages by setting a fixed time
intervals, while the latter decreases the importance of candidate messages as the
time interval increases. The method only based on latent act transferability is
named as ACT. The proposed method is denoted by TACT. We use -H and
-E to denote methods using the heuristic and the Edmond’s algorithms as the
structure recovery strategies, respectively.

5 http://www.douban.com/group.
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In the experiment, we randomly choose 80% conversations from our Douban
Group data set as the training set (e.g. learn the matrices A and B in the
proposed method), and leave the rest as the testing set. The numbers we reported
are the averages after running experiments for 5 times. We use “reply-to” relation
prediction accuracy as the major measurement. The accuracy is computed as:

#tcorrectly predicted reply-to relations
#total reply-to relations ’

Only one precursor is predicted for each message, i.e. Top-1 prediction.
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Fig. 3. Comparisons of the accuracy and the efficiency performance.

Predict “Reply-To” Relations. Figure3(a) shows the results of accuracy
performance in the experiments. According to the results, we can see: (1) The
proposed methods (TACT-H and TACT-E) generally have the best accuracy
performance compared with other baselines. The best accuracy is achieved by
TACT-E method at around 67.5%. Considering that the accuracy is obtained on
Top-1 precursor prediction, the proposed method is very effective on this data
set; (2) Obviously, Edmond’s algorithm is always better in accuracy performance
than the heuristic method; (3) Both “FIXED” and “TIMED” perform slightly
worse than “TEXT”, which may result from the redefinition of its TF-IDF fea-
tures that changes the important signals in representing the short and informal
messages; besides, the interval constraint in “FIXED” may also leave the real
precursor messages out of consideration and lead to poor performance.

As for the efficiency evaluation, we use the average time cost to predict a
single “reply-to” relation as the metric, i.e.

Time to recover a conversation

# messages in a conversation

The results are shown in Fig.3(b). Apparently, the heuristic method is much
efficient than the Edmond’s algorithm as well as the other baselines. Both of
FIXED and TIMED work very slow in the experiments, while TEXT has the
medium efficiency.
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Fig. 4. Accuracy performance under different settings of parameters.

The comparisons show that TACT-H and TACT-E are both effective and
efficient in the structure recovery problem. Meanwhile, TACT-H and TACT-E
have the advantages of efficiency and effectiveness over the baselines, respectively.

Sensitivity of Parameters. We also analyzed the sensitivity of parameters in
TACT, i.e. the dimensions of latent dialogue act feature K, the dimensions of
TF-DF feature F, as well as the balancing parameter ~. If not explicitly specified,
the default settings of parameters are K = 20, F' = 2000 and v = 0.5 in the
experiments.

Figure 4(a) shows the performance with different K values. A larger value of
K indicates a larger number of latent dialogue acts to consider, but also a larger
cost to learn the transition matrix B and a higher probability to incorporate
redundant latent dialogue acts. From the results, we can see that the optimal
setting of K value should be around 20.

Figure 4(b) illustrates the performance by changing the dimensions of TF-DF
features, i.e., the number of frequent words. The value of F' determines the size
of matrix X, which means a larger value of F' leads to a larger cost to factorize X
with SVD. According to the results, we can see that F' = 2000 is a good choice
in our experiment.

Lastly, the performance with different ~ values is shown in Fig.4(c). It is
obvious from the results that the accuracy is very similar when v < 0.7, and
there is an accuracy drop when ~y gets closer to 1.0. But the overall performance
of the proposed method is stable in the experiments.

6 Conclusion

We investigate the problem of recovering the structure of online short-text con-
versations. A novel framework combining text similarity and latent semantic
transferability between messages is brought forward, and a heuristic method as
well as a graph-based one are also presented to recover the conversation struc-
ture. The evaluation on the new data set we collected shows the effectiveness
and the efficiency of the proposed method. In the future, we are considering
to incorporate more linguistic features like syntactic feature and word embed-
dings in the framework to get more accurate in exploring the relations between
messages.
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