Chapter 2
Fundamentals of Evolutionary Computation

Abstract The key evolutionary approaches used in the next chapters, including
genetic algorithms, quantum-inspired evolutionary algorithms, ant colony optimiza-
tion, particle swarm optimization and differential evolution are presented.

2.1 Introduction

Evolutionary algorithms (EAs) refer to a generic metaheuristic optimization
algorithms characterized by implementations looking at a guided random search of
an iterative process [49, 59, 111, 122]. EAs include a family of heuristic algorithms,
called metaheuristics [10—12]. As a branch of soft computing referring to less exact
calculations [115], EAs has become a well-known research area in computer science
[82, 111].

Inspired by natural selection [26] and molecular genetics [18], EAs started with
three research topics in the 1950s and 1960s: genetic algorithms (GAs) developed by
Holland [58], evolution strategies (ES) invented by Rechenberg [102] and Schwefel
[106, 107] and evolutionary programming (EP) introduced by Fogel et al. [40], and
has a tremendous growth in the past three decades as witnessed by the increasing
number of international conferences, workshops, papers, books and dissertations as
well as more and more journals dedicated to the field. Historically, one can divide
the EAs research into two groups: classic EAs and recently developed EAs. The
former consists of GAs, ES, EP, and genetic programming (GP) [71-73], which were
developed in the 1990s. The latter is still in a stage of rapid development and includes
quantum-inspired evolutionary algorithms (QIEAs) [54, 119], simulated annealing
(SA) [20, 70], ant colony optimization (ACO) [30], particle swarm optimization
(PSO) [66, 90, 109], differential evolution (DE) [27, 98], estimation of distribution
algorithms (EDAs) [74, 94], biogeography-based optimization (BBO) [110, 111],
cultural algorithms (CA) [103], tabu search (TS) [48], artificial fish swarm algorithm
(AFSA) [76, 87], artificial bee colony algorithm (ABC) [61], firefly algorithm (FA)
[118], bacterial foraging optimization algorithm (BFOA) [93], teaching learning
based optimization algorithm (TLBO) [100], shuffled frog leaping algorithm (SFL)
[37].
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Underlying the different variants of EAs, there are several common features: a
fundamental algorithm structure show in Algorithm 1 [2, 119], a single solution or
a population of tentative solutions, guided random search by an evaluation func-
tion called fitness function, iterative progress toward better solutions to the problem
[36, 111]. In Algorithm 1, an EA starts from a single or a population of candidate
solution(s) P (¢) (also called individual(s)), where ¢ represents the number of evo-
lutionary generations, to a problem, and then goes to an iterative search process,
and finally stops when a single or a set of satisfactory solution(s) is found. The
search process consists of the evaluation of candidate solution(s), the variation of
individual(s) from P (z) to Q(¢) by using various evolutionary mechanisms and the
generation of the offspring individual(s) P (¢ + 1). Defining practical and robust opti-
mization methodologies, EAs have shown outstanding characteristics, such as global
search capabilities, flexibility, robust performance and adaptability, in the process of
solving complex problems with combinations, discontinuities, constrains, multiple
or many objectives, uncertainties or dynamics [1, 2, 36, 111]. So EAs have been
increasingly widely applied to problems ranging from practical applications in indus-
try and commerce to leading-edge scientific research [36, 60].

Algorithm 1 EA Fundamental algorithm structure
Require: A single or a population of initial solution(s) P(¢),t =0
1: Evaluate P (t)

2: while (not termination condition) do

3: Q(t) < Vary P(1)

4 Evaluate Q(7)

5 Produce P(t + 1) from Q(¢)
6: t<—t+1

7: end while

This chapter is devoted to five EA variants, GAs, QIEAs, ACO, PSO and DE,
which are the foundation of membrane algorithms and their engineering applica-
tions described in the next two chapters. Thus, the following sections focus on the
presentation of fundamental concepts and principles, rather than on demonstrating
experiments and results. One can note that the EAs discussed in this chapter are used
to solve optimization problems.

2.2 Genetic Algorithms

As genetic algorithms (GAs) are the earliest, most well-known, and most widely
used EAs, there are numerous publications describing them [2, 36, 68, 111]. The
aim of this section is to briefly highlight the fundamental concepts and evolution
principle so as to make it easy for readers to understand the following four EA
variants, QIEAs, ACO, PSO and DE, and membrane algorithms in the next chapter
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because the notions, operations and procedure underlying GAs are the basics of other
types of EAs.

Inspired by natural selection [26] and molecular genetics [18], Holland introduced
GAs in the mid-1970s [58], on the basis of the influential works of Fraser [41], Box
[14], Friedberg [42], Friedberg et al. [43] and Bremermann [16] in the late 1950s.
In a GA, a potential or candidate solution to an optimization problem is called an
individual; the encoding (binary, numeric, or others) of an individual is known as
its genome or chromosome. A population is a set consisting of a certain number of
individuals. A chromosome is composed of a sequence of genes; specific genes are
known as genotypes, and the problem-specific parameter representing by a genotype
is termed a phenotype; the value of a gene is called an allele. The individuals at
the current generation are named parents and correspondingly the new individuals
produced by them are called children or offspring. The function used to evaluate
an individual is called fitness function and correspondingly the function value with
respect to the individual is called its fitness, which indicates the quality of the solution
in the context of a given problem. The whole process of searching for an optimal
solution to a problem is called evolution [68].

Underlying various variants of GAs, there is a common algorithm structure shown
in Algorithm 2, where each step is detailed as follows:

Algorithm 2 GA Algorithm structure

Require: A group of random generated initial solutions P(¢),t =0
1: Evaluate P (t)

2: while (not termination condition) do

3: Select individuals from P (z) to form Q(¢) for crossover

4 Crossover Q1(t) to form Q;(r)
5: Mutate Q- (¢) to form Q3(t)

6: Evaluate Q3(1)
‘7.

8

9:

Pt +1) < 03(r)
: t<—t+1
end while

Step 0: An initial population P (t), t = 0, consisting of a certain number of individ-
uals is randomly generated. Each individual is composed of a sequence of codes
such as binary, numeric and permutation codes.

Step 1: Each individual in P(¢) is evaluated by using the fitness function associated
with the optimization problem. Thus, each individual has assigned a fitness value.

Step 2: The termination criterion may be the prescribed maximal number of evolu-
tionary generations or the preset difference between the best solution searched
and the optimal/desired solution of the optimization problem.

Step 3: Determine each pair of individuals in P(#) to perform crossover opera-
tion. As usual the roulette-wheel selection with respect to fitness, which is also
called fitness-proportional selection or fitness-proportionate selection, is used.
The selected population is represented as Q(¢).
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Step 4: Swap partial genes of each pair of selected individuals in Q;(¢) with each
other by a probabilistic value called crossover probability. The crossovered pop-
ulation is denoted as Q»(#). It is well known that the crossover probability should
be assigned a bigger value.

Step 5: Each gene of each individual in Q,(#) is mutated by a probabilistic value
called mutation probability, which is usually set to a smaller value. The mutated
population is denoted as Q3(¢). The uniform mutation is a popular approach.

Step 6: This step is similar to Step 1, i.e., each individual in Q3(#) is evaluated.

Step 7: The individuals in Q3(¢) are assigned to P (¢t + 1) as the offspring individuals.

Step 8: The evolutionary generation ¢ increases by 1.

The GA research was mainly developed in the past decades with respect to encod-
ing techniques, selection, crossover operators, mutation operators, fitness functions,
hybridization with other techniques and theoretical analysis. As usual the individ-
ual representation, selection methods, crossover and mutation operators, and fitness
functions depend on the optimization problem. The individuals in GAs could be rep-
resented by using various types of codes, such as binary and m-ary codes, numeric
values, permutation codes and quantum-inspired bits. The analysis of various rep-
resentations can be found in [13, 54, 95, 104]. Most of the researches on GAs are
related to the modification of selection, crossover and mutation operators. So numer-
ous variants of selection, crossover and mutation operators and their effect on the GA
performance were reported in literature [15, 44, 55, 62, 63, 81, 89, 92]. Moreover,
the influence of crossover and mutation probabilities were also investigated [3, 4,
79]. To select a suitable fitness function to a real-world application problem is also an
important issue. In [60], a comprehensive survey of the research on fitness approx-
imation in GAs was reviewed with respect to approximation levels, approximate
model management schemes and model construction techniques. Recent research
on GAs principally focused on the hybridization with other techniques such as tabu
search, simulated annealing, quantum computing, rough set, fuzzy logic theory and
other types of EAs. These investigations mentioned above are more concerned with
the question of whether GAs work. Actually, the theoretical analysis of GAs answers
satisfactorily the questions of how or why GAs work, which are important and chal-
lenging issues in the further advance of GAs, even of EAs [111]. Some methods like
schema theory, Markov models and Fourier and Walsh transforms have been applied
to analyze the GAs behavior [2, 59, 111].

2.3 Quantum-Inspired Evolutionary Algorithms

The past three decades have witnessed the use of various properties from quantum
physics to devise a new kind of computers, quantum computers [46, 88]. In contrast
with classical computers processing binary digits (bifs), quantum computers work
by handling quantum bits (qubits), which are the smallest information units that can
be stored in a two-state quantum computer [S6]. A qubit can be in a superposition



2.3 Quantum-Inspired Evolutionary Algorithms 15

of the usual ‘0’ and ‘1’ states other than themselves. Thus, a quantum particle could
simultaneously be in many incompatible states [88]. Each superposition, |¢)) can be
represented as a linear sum of the basis states, |1)) = «|0) + (|1), where « and 3 are
numbers that denote the corresponding states’ probability amplitudes. The values
|c|? and |3|? are the probabilities that the observation of a qubit in state |¢)) will
render a ‘0’ or ‘1’ state, respectively [47], and normalization property requires that
|a|?> + |3]> = 1. A quantum gate can be used to modify the state of a qubit [56]. A
quantum system |1, ) with n qubits can represent 2" states simultaneously [5, 50] as

on

n) = D CjIS)), @.1)
j=1

where C; is the probability amplitude of the jth state S; described by the binary
string (xx; - - - x,), where x;, i = 1,2,--- ,n, is either 0 or 1. Nonetheless, the
system will “collapse” to a single state if a quantum state is observed.

Inspired by quantum computing, a computational method called quantum-inspired
computation is designed to solve various problems in the context of a classical
computing paradigm [83]. Amongst the quantum-inspired computation topics, a
quantum-inspired evolutionary algorithms (QIEA) is receiving renewed attention.
A QIEA is a novel EA for a classical computer rather than for a quantum machine
(or computer). Generally speaking, a QIEA is designed by integrating the EA frame-
work with quantum-inspired bits (Q-bits), quantum-inspired gates (Q-gates) and
probabilistic observation.

Conventional EAs use several different representations to encode solutions onto
chromosomes, such as symbolic, binary, and numeric representations [57]. While in
a QIEA, a novel probabilistic description, Q-bit representation, of Q-bit individuals
is used. A Q-bit individual is represented as a string of Q-bits. The basic computing
unit in a QIEA, Q-bit, is defined as a column vector

[a 817, (2.2)

where o and 3 are real numbers satisfying the normalization condition |a|> + |3|*> =
1. Equation (2.2) is usually written as a|0) + 3| 1) in quantum mechanics ket-notation.
The values |«|? and | 3|? are the probabilities that the Q-bit will be found in the ‘0’ or
‘1’ state, respectively, in quantum theory [54]. By using a probabilistic observation,
each Q-bit can be rendered into one binary bit. Algorithm3 shows the observation
process, where x is the observed value of the Q-bit shown in (2.2). Differing from the
binary representation that uses O or 1 to deterministically represent a bit, the Q-bit
representation uses a Q-bit to describe a probabilistic linear superposition of 0 and
1. The Q-bit representation can be easily extended to multi-Q-bit systems.
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Algorithm 3 Observation process in the QIEA [54]
Require: A Q-bit [a ]

1: if random[0, 1) < |c|? then

2: x <0

3: else

4: x <1

5: end if

In what follows, the QIEA in [54] is taken as an example to detail the QIEA
algorithm. Algorithm4 shows the pseudocode QIEA algorithm, where each step is
described below.

Algorithm 4 Pseudocode algorithm of the QIEA in [54]
Require: An initial population Q(¢),t =0

1: Make P(¢) by observing the states of Q(r)

2: Evaluate P (t)

3: Store all solutions in P(¢), into B(¢) and the best solution b in B(¢)
4: while (not termination condition) do

t<—t+1

Make P (t) by observing the states of Q(t — 1)

Evaluate P(¢)

Update Q(t) using Q-gates

9: Store all solutions in P(¢), into B(t — 1) and the best solution b in B(t)
10: if (migration condition) then

11: Migrate b or b;. to B(t) globally or locally, respectively

12: end if

13: end while

oA

Step 0: In the step of “initialize Q(¢)”, a population Q(0) with » multi-Q-bit indi-
viduals is produced, Q(t)={11’1, q’z, .-+, q"}, at the generation moment t = 0,

where ¢t (i = 1,2, -+, n) is an arbitrary individual in Q(¢), denoted as
t t t
r_ ail|ai2|”'|aimi| 23
“ [fllﬁ,’zl-“lﬁfm ’ @)

where m is the string length of the Q-bit individual, that is, the number of

Q-bits used in each individual’s representation. The values «;; and f3;, j =
1,2,---,m,t = 0,areinitialized by the same probability amplitude 1/ /2, which
guarantees that all possible states are superposed with the same probability at the
beginning.

Step 1: By independently observing each Q-bit of Q(¢) (where at this stage t = 0),
using the process described in Algorithm 3, binary solutions in P (¢), P () = {x/,
x'z, .-+, x!}, are obtained, where each x§ (i =1,2,---,n) is a binary solution
with m bits. Each bit ‘0" or ‘1" is the observed value of a Q-bit [of; 3};1" in gi,
respectively, j = 1,2,--- , m.



2.3 Quantum-Inspired Evolutionary Algorithms 17

Step 2: The binary solution x! (i = 1,2, .-+, n) in P(z) is evaluated thus obtaining
its fitness.

Step 3: In this step, all solutions in P(t) are stored into B(t), where B(t) = {b}, b},

,bi}and bl = x! (i =1,2,---, n) (again, at this stage, ¢ = 0). Furthermore,

the best binary solution b in B(¢) is also stored.

Step 4: The termination criterion may be the prescribed maximal number of evolu-
tionary generations or the preset difference between the best solution searched
and the optimal/desired solution of the optimization problem.

Step 5: The evolutionary generation ¢ increases by 1.

Step 6: This step is similar to Step 1. Observation of the states of Q(+ — 1) produces
the binary solutions in P ().

Step 7: This step is similar to Step 2.

Step 8: In this step, all the individuals in Q(¢) are modified by applying Q-gates.
The QIEA uses a quantum rotation gate as a Q-gate. To be specific, the jth Q-bit
in the ith Q-bit individual qﬁ, j=12--- ,mi=172---,n,is updated by
applying the current Q-gate G (¢)

; cos §f. —sin 6!,
Gy (0) = [sin Ql’j cos 9{]-]} ’ 24)

where 6! ; 1s an adjustable Q-gate rotation angle. Thus, the update procedure for
the Q-bit [a]; f3;;]" can be described as

aﬁfH] G (6 [Oﬂ 25
[5?1 i ®) Bl 22
where 0;; is defined as

0 = s(ajj, B A0}, (2.6)
and s(«;, ;) and A0;; are the sign and the value of ¢, respectively. The par-

ticular values used in the QIEA in [54] are illustrated in Table 2.1, in which f(-)

is the fitness function, s(afj, ﬁi’_ ;) depends on the sign of afj l’ ;»and b and x are
certain bits of the searched best solution b and the current solution x, respectively.
It is worth pointing out that Table2.1 was derived from a maximization problem
and hence the condition f(x) > f(b) should be replaced by f(x) < f(b) ifa
minimization problem is to be considered.

Step 9: This step is similar to Step 3. The better candidate between x! in P(r) and
bl’.’l inB(t—1),i =1,2,---,n,isselected and stored into B(¢). Simultaneously,
the best candidate b in B(¢) is also stored.

Steps 10-11: This step includes local and global migrations, where a migration in
this algorithm is defined as the process of copying b’j in B(t) or b to B(t). A global
migration is realized by substituting b for all the solutions in B(¢), and a local
migration is realized between each pair of neighboring solutions in B(?), i.e., by



18 2 Fundamentals of Evolutionary Computation

Table 2.1 Lookup table of ij, where f(-) is the fitness, s(al’j, ﬁfj) is the sign of ij, and b and x

are certain bits of the searched best solution b and the current solution x, respectively [54]

x b fGx) = fb) | AL s(as;0 Bi)
aj B =0 a6 <0
0 0 false 0 +1 +1
0 0 true 0 +1 +1
0 1 false 0.0l7 +1 -1
0 1 true 0 +1 +1
1 0 false 0.0l7 —1 +1
1 0 true 0 +1 +1
1 1 false 0 +1 +1
1 1 true 0 +1 +1

substituting the better one of two neighboring solutions for the other solution. For
more information about the migrations, see [54].

In summary, in QIEA, Q-bits are applied to represent genotype individuals; Q-
gates are employed to operate on Q-bits to generate offspring; and the genotypes
and phenotypes are linked by a probabilistic observation process. QIEAs were firstly
introduced by Narayanan and Moore in the 1990s to solve the traveling salesman
problem [84], in which the crossover operation was performed based on the concept
of interference. The contribution of Narayanan and Moore signaled the potential
advantage of introducing quantum computational parallelism into the evolutionary
algorithm framework. No further attention was paid to QIEAs until a practical algo-
rithm was proposed by [53, 54], but they are now viewed as an emergent theme
in evolutionary computation. In the last sixteen years have been considered various
variants of QIEAs to solve a large number of problems (for a comprehensive survey
see [119]). The main characteristics of QIEAs can be summarized as follows:

e A QIEA uses a novel representation, Q-bit representation, to describe individuals
of a population. Q-bit representation provides probabilistically a linear superpo-
sition of multiple states.

e A QIEA employs a Q-gate guiding the individuals toward better solutions [54] to
produce the individuals at the next generation.

e A QIEA can exploit the search space for a global solution with a small number of
individuals, even with one element [54].

Currently there is intensive research in this area, but there are some aspects that
need to be addressed from the perspectives of theoretical research, engineering appli-
cations, comparative experiments, extensions of QIEAs and hybrid algorithms. These
issues were presented in detail in [119].
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2.4 Ant Colony Optimization

Instead of simulating the process of natural selection, some researchers intro-
duced novel algorithms by simulating the collective behavior of decentralized, self-
organized colonies. Ant colony optimization (ACO), originally proposed by Dorigo
and co-workers in 1991 [33] and later explicitly defined in [32], is such a meta-
heuristic approach for combinatorial optimization problem inspired by the foraging
behavior of ants. In nature, to find the shortest path from the nest to a food source, ant
colonies exploit a positive feedback mechanism by laying and detecting the chemi-
cal trail (pheromone) on the ground during their trips. More pheromone is left when
more ants go through the trip, which improves the probability of other ants choosing
this trip. Furthermore, the pheromone has a decreasing action over time because
of evaporation of trail. In the ACO metaphor, a generic combinatorial optimization
problem is transformed into a shortest path problem which is encoded as a graph;
a number of paths are constructed by artificial ants walking on the graph based on
a probabilistic model using pheromone; the cost of the generated path is utilized to
modify the pheromone, and hence to bias the generation of further paths.

ACO was initially applied to solve traveling salesman problem (TSP) [32], one of
the well-known NP-complete problems and most intensively studied combinatorial
optimization problems in the areas of optimization, operational research, theoretical
computer science, and computational mathematics. The TSP can be described as
follows [121]. Given a set C of N cities, i.e., C = {cy,¢2,---,cn}, and a set D
of the pairwise travel costs, D = {d;;li, j € {1,2,---, N}, i # j}, itis requested
to find the minimal cost of the path taken by a salesman visiting each of the cities
just once and returning to the starting point. More generally, the task is to find
a Hamiltonian tour with a minimal length in a connected, directed graph with a
positive weight associated to each edge. If d;; = d;;, the TSP is symmetric in the
sense that traveling from city ¢; to city c; costs just as much as traveling in the
opposite direction, otherwise, it is asymmetric. This section uses symmetric TSP as
an example to describe ACO.

ACO is an iterative metaheuristic. At each iteration, a number of paths are con-
structed based on stochastic decisions which are biased by pheromone and heuristic
information. These paths are used for updating the pheromone in order to bias fur-
ther solutions towards promising regions of the search space. Algorithm 5 gives the
pseudocode of a generic ACO algorithm. In the pseudocode, a local search procedure
may be applied for further improving the solutions constructed by ants. The use of
such a procedure is optional; however, it has been observed that its use improves the
algorithms’s overall performance. The most used and well-known tour improvement
local searches are 2-opt and 3-opt [69], in which two and three edges of a tour are
exchanged, respectively.
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Algorithm 5 Pseudocode of a generic ACO
Require: t =0

1: Pheromone trail initialization

2: while (not termination condition) do

3: Construct tours

4 Apply local search (optional)

5: Update pheromone
64
7:

t<—t+1
end while

The most well-known ACO algorithms in literature include the earliest ant system
(AS) [33, 34], MAX-MIN ant system [114], hyper-cube ant system [9], and ant
colony system (ACS) [29], and they differ in the way to construct tours and/or
update pheromone. According to the studies in [8, 28, 31], the ACS is one of the
most powerful ACO algorithms. Therefore, we take it as an example to describe the
ACO algorithm. Algorithm6 shows the pseudocode of an ACS algorithm, where
each step is described below.

Algorithm 6 Pseudocode algorithm of the ACS in [29]
Require: t =0

1: Pheromone trail initialization

2: while (not termination condition) do

3: Randomly place M ants in the N nodes

4: fork=1,2,...,Mdo

5: forn=1,2,...,Ndo

6: Ants moving

7: end for

8: Evaluate the length of the path construct by ant k
9: Local pheromone updating

10: end for

11: Global pheromone updating
12: t<—t+1
13: end while

Step 1: At the beginning of a run, the initial pheromone value 7y is settobe 1/N D,,,
where N is the number of cities in a TSP and D, is the length of a feasible tour
generated randomly or by the nearest-neighbor heuristic.

Step 2: The termination criterion may be the prescribed maximal number of gen-
erations or the preset difference between the best path searched and the opti-
mal/desired path of the problem.

Step 3: The M ants are randomly positioned on the N nodes of the TSP graph as the
initial state of tour construction.

Step 4: The ants construct paths one by one.

Steps 5—7: Each ant constructs a whole path step by step using a pseudorandom
proportional rule. Specifically, the kth ant in the ith city chooses the next city j
by using the following formula
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arg max{[7;/1°[n]°}, if ¢ < qo
i=1 e 2.7)
J, otherwise

where arg max{-} stands for the argument of the maximum, that is to say, the set of
points of the given argument for which the value of the given expression attains its
maximum value; 7;; is the pheromone value of the edge connecting the ith node
and the /th node; 7;; is a heuristic information value, equal to the inverse of the
distance between the ith and /th cities; the parameters « and 8 (o« > O and 3 > 0)
determine the relative importance of the pheromone value 7;; and the heuristic
information 7;;; /\/ik (J\/ik C N)is the set of all nodes of the TSP graph that the kth
ant in the i th city can visit; go (0 < go < 1) is a user-defined parameter specifying
the distribution ratio of the two choices; g is a random number generated by using
a uniform distribution function in the interval [0, 1]; J means that the next city
J is chosen by using a random proportional rule, i.e., the kth ant in the ith city
visits the city j at the next step according to the probability

(71 [mi;1° . k
k > [l mal”’ ] € ./V:
Dij = ) 1ent (2.8)

0, otherwise

Step 8: Ateach time an ant construct a whole path, the length of this path is evaluated
and compared with the best path stored. If the new path is better than the stored
best path, the best path is updated.

Step 9: Ant releases a mount of pheromone on edges at its every traveling when it
completes a path construction procedure. In ACS, an ant updates the pheromone
value 7;; of the tour by applying a local pheromone update rule, defined as follows

7ij = (I —v)T; +v7o (2.9)

where v (0 < v < 1)isalocal pheromone decay coefficient. The local pheromone
update is used to encourage subsequent ants to choose other edges and, hence, to
produce different solutions, by decreasing the pheromone value on the traversed
edges.

Step 11: In this step, the globally best ant, i.e., the ant which constructs the shortest
tour form the beginning of the trial, is allowed to deposit additional pheromone
via a global pheromone update rule. To be specific, the pheromone value 7;; of
the edge connecting the ith node and the jth node is modified by

7ij = (1 = p)7ij + pAT;j (2.10)

where p (0 < p < 1) is a global pheromone decay coefficient which is also called
pheromone evaporation rate, and A7;; is
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1/Dy, if (i, j) €T,

0, otherwise (2.11)

A’Tij =

where D, is the length of the shorted path searched so far, and 7} is the path
corresponding to Dy,
Step 12: The iteration counter ¢ increases by 1.

At present, the research of ACO focuses on three main aspects, i.e., improve-
ment of different ACO algorithms, applications, and theoretic analysis. Regarding
the performance improvement, researchers proposed a large variety of ACO variants
by designing new path construct schemes, pheromone update schemes, mixing with
various local search operators, or even incorporating novel mechanism like chaos
[75]. As for applications, although ACO was originally introduced in connection to
TSP, it is now recognized as one of the state-of-the-art methods for solving other
kinds of discrete optimization problems, such as assignment problems, scheduling
problems, graph coloring, vehicle routing problems, design of communication net-
works. Furthermore, in recent years, some researchers have extended its use for
continuous optimization problems, multi-objective discrete problems and dynamic
problems. Since experimental results show better performance of ACO over other
meta-heuristics, researchers have paid much attention to the ACO theory to explain
why and how it works. The first convergence proof of ACO was given in [51]. Since
then various convergence proofs for various ACO variants have been published, e.g.
[19, 30, 52]. For more details of the progress of ACO, the readers can refer to the
comprehensive survey papers [6, 28].

2.5 Particle Swarm Optimization

Particle swarm optimization (PSO) is another well-known population-based meta-
heuristic approach proposed by Kennedy and Eberhart in 1995 for continuous opti-
mization problems [65]. This technique was motivated by social behavior of bird
flock. In PSO, each individual is called a “particle” with properties being described
by the current position vector, its velocity vector and its personal best position vector,
which represents a potential solution to a problem. Instead of using genetic opera-
tors (e.g., crossover, mutation) to evolve individuals, the trajectory of each particle is
adjusted by dynamically altering its velocity according to its own flying experience
and its companion’s experience.

Suppose there are N particles in a PSO, and each particle is treated as a point
in a D-dimensional space, representing a candidate solution to the problem. Each
particle is characterized by the current position vector X; = (X1, Xi2, ..., Xi.D),
velocity vector v; = (v; 1, vi2, ..., Vi p) and its personal best position vector p;, =
(pias Pi2y---sDip)si = 1,2,..., N. The particle with its personal best position
which returns the best fitness value among the population is called the global best
particle and its position is recorded as p, = (py.1, Pg.2, - - -, Pg.p), Where g is the
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index of the global best particle. Algorithm 7 shows the pseudocode PSO algorithm,
where each step is described below [25, 77, 90, 116, 123].

Algorithm 7 Pseudocode algorithm of the PSO

Require: An initial population of N particles with positions P (¢) and velocities V (¢), t = 0
1: Evaluate the particles

2: Initialize personal best and global best

3: while (not termination condition) do

4 fori =1,2,...,Ndo

5 Change the velocity and position

6: Evaluate the particle

7 Update personal and global best positions
8 end for

9 t<—t+1

10: end while

Step O: In this step, uniform distribution on [x;"i’l, x;”‘”] (j=12,...,D)in the
jth dimension is used to generate the initial current position vector x; for the ith
particle, where x;.”i" and x/"** are lower limit and upper limit of particle positions in
the jth dimension. Similarly, the initial velocity vector v; is initialized by choosing
its jth component randomly in [—v?"”‘, v;"“"] (j=12,...,D), where vf}“” is
the upper limit of velocities in the jth dimension. v*** is an important parameter
that determines the search behavior of the algorithm. If v7"** is too small, particles
may become trapped in local optima, unable to move far away to a better position.
On the other hand, if v}"** is too large, particles might fly past good solutions.

Step 1: The performance of each particle is measured according to a pre-defined
fitness function.

Step 2: For each particle, set its personal best position as the current position, i.e.,
p; =x;,i =1,2,..., N. Also, identify the global best position p, based on the
fitness value of the particles.

Step 3: The termination criterion may be the prescribed maximal number of gener-
ations or the preset difference between the best solution searched and the opti-
mal/desired solution of the problem.

Step 4: The particle flies one by one.

Step 5: The velocity and position of the ith particle are updated according to the
following equation,

Vi = vi+cir(pi — X))+ (pg — X;) (2.12)

X; =X; +V; (213)

where c| and c; are acceleration coefficients, 7| and r; are two different sequences
of random numbers uniformly distributed over (0, 1). In (2.12), the first part

represents the previous velocity, which provides the necessary momentum for
particles to roam across the search space; the second part is the “cognition” part,
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which represents the private thinking of the particle itself; the third part is the

“social” part, which represents the collaboration among the particles in finding

the global optimal solution. Equation (2.12) is used to calculate the particle’s new

velocity and the particle flies toward a new position according to (2.13). In this

step, if the particle’s velocity on jth dimension exceeds the maximum value v’/**,

then it is clamped to v7"*.

Step 6: The performance of the particle is measured according to a pre-defined fitness
function.

Step 7: Comparing particle’s fitness with its personal best performance. If current
value is better than its personal best fitness, then update its personal best fitness
as the current fitness and set p; = Xx;. Also, comparing particle’s fitness with the
population’s overall previous best. If current value is better that the previous best
value, then update the global best fitness as the current value and set p, = x;.

Step 9: The iteration counter ¢ increases by 1.

The original PSO has been found performing well in solving some simple
problems, however, its performance is not satisfactory when solving complex
problems. Therefore, a considerable amount of work has been done in develop-
ing the original PSO. For example, in [108], to reduce the importance of v'**, Shi
and Eberhart introduced the concept of inertia weight in the calculation of velocities
to balance the local and global search, and later they further improved the algo-
rithm performance with a linearly varying inertia weigh over the iterations. In [101],
time-varying acceleration coefficients are introduced to control the local search and
the convergence to the global optimum solution. In fully informed particle swarm
algorithm [80], the particle is affected by all its neighbors, sometimes with no influ-
ence from its own previous success. In [77], a novel learning strategy whereby all
other particles’ historical best information is proposed to update a particle’s velocity,
which enables the diversity of the swarm to be preserved to discourage premature
convergence. Instead of moving toward a kind of stochastic average of personal best
position and global best position, particles moving toward points defined by personal
best position and local best position is also widely investigated, where the best posi-
tion is the location of the particle’s neighborhood defined by a certain topology. Cur-
rently, various topologies have been studied, such as simple ring lattice, small-world
modifications [64, 117], or von Neumann structure [67]. Some theoretical analysis
for PSO approaches has been developed. For example, in [25], Clerc and Kennedy
analyzed a particles trajectory as it moves in discrete time from the algebraic view and
in continuous time from the analytical view. In [24], Clerc analyzed the distribution
of velocities of a particle in order to observe algorithm behavior in stagnation phases.
As for applications, PSO has been applied across various areas, such as classification,
pattern recognition, planning, signal processing, power system, controller design. For
more information of the important work in PSO, the readers can refer to the survey
paper [96].
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2.6 Differential Evolution

Differential Evolution (DE) is a meta-heuristic approach originally proposed by Storn
and Price in 1996 for handling continuous optimization problems [112, 113]. Rather
than using natural selection or colony collective behavior, DE relies on engineer-
ing aspects. In 1994, Price published a genetic annealing algorithm [97], which is a
population-based, combinatorial optimization algorithm that implements an anneal-
ing criterion via thresholds. Later, Genetic Annealing has been used to solve Cheby-
shev polynomial fitting problem. As the performance of genetic annealing was not
very satisfactory because of its slow convergence and difficulties to set effective con-
trol parameters, Price introduced floating-point encoding, arithmetic operations and
differential mutation operator in genetic annealing algorithm. As a result, these alter-
ations transformed the combinatorial algorithm genetic annealing into a numerical
optimizer, which becomes the first generation of DE. Due to its distinguished charac-
teristics, such as few control parameters, simple and straightforward implementation,
remarkable performance and low complexity, DE [27, 86] has been recognized as a
competitive continuous optimization technique.

Similar to GA or PSO, DE also maintains a population during the evolution.
Let P(t) = {x}|,x},...,x}} be the population at the rth iteration, and x; =
(xi”l,xf,z, e, xi”D) (i =1,2,..., N)be the ith individual in P (¢) that represents a
potential solution to the problem, where N is the population size and D is the number
of decision variables of the problem. Starting with an initial population P (¢)(t = 0),
the optimization process involves three basic steps, i.e., mutation, crossover and
selection. Algorithm8 shows the pseudocode of a basic DE, where each step is
described below [21-23, 86].

Algorithm 8 Pseudocode algorithm of the basic DE
Require: An initial population P(t),t =0

1: Evaluate the population P(¢)

2: while (not termination condition) do

3: Mutate to form V (t)

4 Crossover to form U (t)

5 Evaluate U (1)

6: Selection to form P(t + 1)

7

8:

t<—t+1
end while

Step 0: The initial population P(0) = {X(l), xg, R x?\,} is produced, where each
component of an individual is uniformly and randomly sampled in the feasible
space, that is,

xgj — xTin + rand(O, 1) . (x;nax _ x;”i”), (2'14)
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wherei = 1,2,...,N; j =1,2,..., D; rand(0, 1) is a uniformly distributed
random variable within the interval [0,1], x;”i” and x'** are the lower and upper
bound of the jth decision variable.

Step 1: The performance of each individual is evaluated according to a pre-defined
fitness function.

Step 2: The termination criterion may be the prescribed maximal number of iterations
or the preset difference between the best solution searched and the optimal/desired
solution of the problem.

Step 3: The mutation operator is performed on x| (called target vector)
(i =1,2,..., N)tocreate a mutant vector vﬁ (called donor vector) by perturbing
arandomly selected vector x;, with the difference of two other randomly selected
vector x;, and x! . This operation is formulated as

vi=x, +F-(x;, —X,) (2.15)
where x] , x], and x]_ are distinct vectors randomly selected from the current
population P(¢), and they are selected a new for each mutation operation. F €
(0, 1) is a constant called differential factor, which scales the differential vector
(x], — x;,) added to the base vector x; .

Step 4: Following mutation, the donor individual v; (i=1,2,..., N)isrecombined
with the target individual x] to produce an offspring u! (called trial vector) by
using a binomial crossover operator, which is a typical case of genes’ exchange,
formulated as

S vf’j, if rand;(0,1) < Cror j = jrna (2.16)

ij — xi’,j, otherwise ’ ’
where j = 1,2,..., D; Cr € (0, 1) is a crossover rate which is used to control
the diversity of the population; and jing € {1,2,..., D} is a random integer

generated once for each individual x;. The condition j = j,nq makes sure that at
least one component of u inherits from v; so that u will not be identical with x!.
Step 5: The trial vector u} (i = 1,2, ..., N) is evaluated according to a pre-defined
fitness function.
Step 6: The selection operator is performed on P (¢) and U (¢) to construct the popula-
tion P (t+1) by choosing vectors between the trial vectors and their corresponding
target vectors following the formula

I [uﬁ, if f(u)) < f(x}) 2.17)

i 7| xi, otherwise, ’

where f(-) is a fitness function.
Step 7: The iteration counter ¢ increases by 1.

In spite of several advantages, DE still suffers from prematurity and/or stagna-
tion. Hence a good volume of work in the literature has been devoted to overcome
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its drawbacks, mainly from the perspectives of parameter control, operator design,
population structure, and hybridization with other meta-heuristics. Many attempts
have been made to improve DE performance by setting appropriate parameter values
[45, 105, 112] or using parameter adaptation techniques [17, 78, 99] for scale factor
F and crossover rate Cr. Also, lots of work focused on designing of new muta-
tion operators, such as trigonometric mutation [39], “DE/current-to- pbest” mutation
[120], GPBX-«a mutation [35], or mixing mutation operators [78, 99]. The popu-
lation structure determines the way individuals share information with each other
and many researchers investigate the population structure in DE, see [21, 35, 38].
Hybridization has become an attractive route in algorithm design due to its capability
for handling quite complex problems. Therefore, significant work has been done on
hybridizing DE with other meta-heuristics, see [7, 85, 91]. In addition to improving
DE performance, DE has also been applied to various areas, like signal processing,
controller design, planning, power systems, clustering, etc. For more details of DE,
two most recently survey papers [27, 86], are recommended.

2.7 Conclusions

This chapter introduced the fundamental concepts and principles of several EA vari-
ants including GAs, QIEAs, ACO, PSO and DE. For each variant, we reviewed
its history, detailed its algorithm and addressed its future research issues. The five
variants will be used to design different types of membrane algorithms in the next
chapter.
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