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Abstract. Sentiment Analysis on Twitter Data is a challenging prob-
lem due to the nature, diversity and volume of the data. In this work,
we implement a system on Apache Spark, an open-source framework
for programming with Big Data. The sentiment analysis tool is based
on Machine Learning methodologies alongside with Natural Language
Processing techniques and utilizes Apache Spark’s Machine learning
library, MLlib. In order to address the nature of Big Data, we intro-
duce some pre-processing steps for achieving better results in Senti-
ment Analysis. The classification algorithms are used for both binary
and ternary classification, and we examine the effect of the dataset size
as well as the features of the input on the quality of results. Finally, the
proposed system was trained and validated with real data crawled by
Twitter and in following results are compared with the ones from real
users.

Keywords: Apache Spark · Big Data · Classification · Microblogging ·
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1 Introduction

Nowadays people share moments, experiences and feelings through social net-
works. Microblogging platforms, namely Twitter, have recently become very
popular. Founded in 2006, Twitter is a service which allows users to share 140-
character posts. Having gained massive popularity while being widely considered
one of the most influential services on the World Wide Web. Twitter has resulted
in hosting massive datasets of information. Thus its data is gaining increasing
interest. People use Twitter to share experiences and emotions with their friends
about movies, products, events etc., so a system that extracts sentiments through
an online community may have many real-life applications such as recommenda-
tion systems. This enormously continuous stream of Twitter data posts reflects
the users opinions and reactions to phenomena from political events all over the
world to consumer products [20]. It is well pointed that Twitter posts relate to
the user’s behavior and often convey substantial information about their emo-
tional state [3].
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Unlike other networks, users’ posts in Twitter have some special charac-
teristics. The short length that the posts are allowed to have, results in more
expressive emotional statements. Analyzing tweets and recognizing their emo-
tional content is a very interesting and challenging topic in the microblogging
area. Recently many studies have analyzed sentiment from documents or web-
related content, but when such applications are focused on microblogging, many
challenges occur. The limited size of the messages, along with the wide range
of subjects discussed, make sentiment extraction a difficult process. Concretely,
researchers have used long-known machine learning algorithms in order to ana-
lyze sentiments. So the problem of sentiment extraction is transformed into a
classification problem. Datasets of classified tweets are used to train classifiers
which in following are used to extract the sentiments of the messages.

In the meantime, as data grows, cloud computing evolves. Frameworks like
Hadoop, Apache Spark, Apache Storm and distributed data storages like HDFS
and HBase are becoming popular, as they are engineered in a way that makes
the process of very large amounts of data almost effortless. Such systems evolve
in many aspects, and as a result, libraries, like Spark’s MLlib that make the use
of Machine Learning techniques possible in the cloud, are introduced.

In this paper we aim on creating a Sentiment Analysis tool of Twitter data
based on Apache Spark cloud framework, which classifies tweets using supervised
learning techniques. We experiment with binary and ternary classification, and
we focus on the change in accuracy caused by the training dataset size, as well
as the features extracted from the input.

The remainder of the paper is structured as follows: Section 2 presents the
related work. Section 3 presents cloud computing methodologies, while Sect. 4
presents the classification algorithms used in our proposed system. Section 5
presents the steps of training as well as the two types of classification, binary and
ternary. Moreover, Sect. 6 presents the evaluation experiments conducted and the
results gathered. Ultimately, Sect. 7 presents conclusions and draws directions for
future work.

2 Related Work

In the last decade, there has been an increasing interest in studies of Senti-
ment Analysis as well as emotional models. This is mainly due to the recent
growth of data available in the World Wide Web, especially of those that reflect
people’s opinions, experiences and feelings [17]. Sentiment Analysis is studied
in many different levels. In [22], authors implement an unsupervised learning
algorithm that classifies reviews, thus performing document level classification.
In [13] authors operate in a word and sentence level, as they classify people’s
opinions. Moreover, Wilson et al. [24] operate on a phrase level, by determining
the neutrality or polarity of phrases. Machine learning techniques are frequently
used for this purpose. Pang et al. [18] used Naive Bayes, Maximum Entropy and
SVM classifiers so as to analyze sentiment of movie reviews. Boiy and Moens
[2] utilized classification models with the aim of mining the sentiment out of
multilingual web texts.
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Twitter data are used by researchers in many different areas of interest. In [8],
Tweets referring to Hollywood movies are analyzed. They focused on classifying
the Tweets and in following on analyzing the sentiment about the Hollywood
movies in different parts of the world. Wang et al. [23] used a training data of
17000 Tweets in order to create a real-time Twitter Sentiment Analysis System
of the U.S. 2012 Presidential Election Cycle. In addition, in [15], authors present
a novel method for Sentiment Learning in the Spark framework; the proposed
algorithm exploits the hashtags and emoticons inside a tweet, as sentiment labels,
and proceeds to a classification procedure of diverse sentiment types in a parallel
and distributed manner.

Other studies that investigate the role of emoticons on sentiment analysis of
Tweets are the ones in [19,25]. In both works, Lexicons of Emoticons are used
to enhance the quality of the results. Authors in [4] propose a system that uses
an SVM classifier alongside a rule-based classifier so as to improve the accuracy
of the system. In addition, in [3], authors utilized the Profile of Mood States
psychometric method for analyzing Twitter posts and reached the conclusion
that “the events in the social, political, cultural and economic sphere do have
significant, immediate and highly specific effect on the various dimensions of
public mood”. Commercial companies and associations could exploit Twitter
for marketing purposes, as it provides an effective medium for propagating rec-
ommendations through users with similar interests.

There is a lot of research interest in studying different types of information
dissemination processes on large graphs and social networks. Naveed et al. [14]
analyze tweet posts and forecast for a given post the likelihood of being retweeted
on its content. Authors indicate that tweets containing negative emoticons are
more likely to be retweeted than tweets with positive emoticons. Finally, pre-
vious works regarding emotional content are the ones in [9–12]; they presented
various approaches for the automatic analysis of tweets and the recognition of
the emotional content of each tweet based on Ekman emotion model, where the
existence of one or more out of the six basic human emotions (Anger, Disgust,
Fear, Joy, Sadness and Surprise) is specified.

3 Cloud Computing

3.1 MapReduce Model

MapReduce is a programming model which enables the process of large datasets
on a cluster using a distributed and parallel algorithm [6]. A MapReduce pro-
gram consists of 2 main procedures, Map() and Reduce() respectively, and is
executed in 3 steps; Map, Shuffle and Reduce. In the Map phase, input data is
partitioned and each partition is given as an input to a worker that executes the
map function. Each worker processes the data and outputs key-value pairs. In
the Shuffle phase, key-value pairs are grouped by key and each group is sent to
the corresponding Reducer. Apache Hadoop is a popular open source implemen-
tation of the Map Reduce model.
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3.2 Spark Framework

Spark Framework1 is a newer framework built in the same principles as Hadoop.
While Hadoop is ideal for large batch processes, it drops in performance in
certain scenarios, as in iterative or graph based algorithms. Another problem
of Hadoop is that it does not cache intermediate data for faster performance
but instead, it flushes the data to the disk between each step. In contrast, Spark
maintains the data in the workers’ memory and as a result it outperforms Hadoop
in algorithms that require many operations. Spark offers API in Scala, Java,
Python and R and can operate on Hadoop or standalone while using HDFS,
Cassandra or HBase.

3.3 MLlib

Spark’s ability to perform well on iterative algorithms makes it ideal for imple-
menting Machine Learning Techniques as, at their vast majority, Machine Learn-
ing algorithms are based on iterative jobs. MLlib2 is Apache Spark’s scalable
machine learning library and is developed as part of the Apache Spark Project.
MLlib contains implementations of many algorithms and utilities for common
Machine Learning techniques such as Clustering, Classification, Regression.

4 Machine Learning Techniques

In this work, we utilized three classification algorithms in order to implement the
Sentiment Analysis Tool. We examined both Binary and Ternary Classification
on different datasets. On the Binary Classification case, we focus on the way
that the dataset size affects the results, while on the Ternary Classification case,
the focus is given on the impact of the different features of the feature vector
given as an input to the classifier. The three algorithms utilized are Naive Bayes,
Logistic Regression and Decision Trees.

4.1 Naive Bayes

Naive Bayes is a simple multiclass classification algorithm based on the applica-
tion of Bayes’ theorem. Each instance of the problem is represented as a feature
vector, and it is assumed that the value of each feature is independent of the
value of any other feature. One of the advantages of this algorithm is that it
can be trained very efficiently as it needs only a single pass to the training data.
Initially, the conditional probability distribution of each feature given class is
computed, and then Bayes’ theorem is applied to predict the class label of an
instance.

1 http://spark.apache.org/.
2 http://spark.apache.org/mllib/.

http://spark.apache.org/
http://spark.apache.org/mllib/
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4.2 Logistic Regression

Logistic regression is a regression model where the dependent variable can take
one out of a fixed number of values. It utilizes a logistic function to measure
the relationship between the instance class, and the features extracted from the
input. Although widely used for binary classification, it can be extended to solve
multiclass classification problems.

4.3 Decision Trees

The decision tree is a classification algorithm that is based on a tree structure
whose leaves represent class labels while branches represent combinations of fea-
tures that result in the aforementioned classes. Essentially, it executes a recursive
binary partitioning of the feature space. Each step is selected greedily, aiming
for the optimal choice for the given step by maximizing the information gain.

5 Implementation

The overall architecture of the proposed system is depicted in Fig. 1 taking into
account the corresponding modules of our approach. Inititally, a pre-processing
step, as shown in following subsection, is utilized and in following the classifiers
for estimating the sentiment of each tweet, are used.

Fig. 1. Proposed system architecture

5.1 Binary Classification

For the Binary Classification, we used a dataset3 of 1.578.627 pre-classified tweets
as Positive or Negative. We split the original dataset into segments of 1.000,
2.000, 5.000, 10.000, 15.000, 20.000 and 25.000 tweets. Then for each segment,
all metadata were discarded and each tweet was transformed to a vector of
unigrams; unigrams are the frequencies of each word in the tweets.

3 http://thinknook.com/twitter-sentiment-analysis-training-corpus-dataset-2012-09-
22/.

http://thinknook.com/twitter-sentiment-analysis-training-corpus-dataset-2012-09-22/
http://thinknook.com/twitter-sentiment-analysis-training-corpus-dataset-2012-09-22/
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5.2 Ternary Classification

Regarding Ternary Classification, we used two datasets4 that were merged into
one which eventually consists of 12.500 tweets. In the original datasets, each row
contains the tweet itself, the sentiment, and other metadata related to the cor-
responding tweet. During the preprocessing, all irrelevant data were discarded,
and we only used the actual text of the tweet, as well as the label that represents
the sentiment; positive, negative or neutral.

Each tweet is then tokenized and processed. Occurrences of usernames and
URLs are replaced by special tags and each tweet is finally represented as a
vector which consists of the following features:

– Unigrams, which are frequencies of words occurring in the tweets.
– Bigrams, which are frequencies of sequences of 2 words occurring in the

tweets.
– Trigrams, which are frequencies of sequences of 3 words occurring in the

tweets.
– Username, which is a binary flag that represents the existence of a user

mention in the tweet.
– Hashtag, which is a binary flag that represents the existence of a hashtag in

the tweet.
– URL, which is a binary flag that represents the existence of a URL in the

tweet.
– POS Tags, where we used the Stanford NLT MaxEnt Tagger [21] to tag the

tokenized tweets and the following are counted:
1. Number of Adjectives
2. Number of Verbs
3. Number of Nouns
4. Number of Adverbs
5. Number of Interjections

Then the ratios of the aforementioned numbers to the total number of tokens
of each tweet are computed.

6 Evaluation

The results of our work are presented in the following Tables 1, 2, 3, 4 and 5.
F-Measure is used as the evaluation metric of the different algorithms. For the
binary classification problem (Table 1), we observe that Naive Bayes performs
better than Logistic Regression and Decision Trees. It is also obvious that the
dataset size plays a rather significant role for Naive Bayes, as the F-Measure
value rises from 0.572 for a dataset of 1.000 tweets to 0.725 for the dataset
of 25.000 tweets. On the contrary, the performance of Logistic Regression and
Desicion Trees is not heavily affected by the amount of the tweets in the dataset.

4 https://www.crowdflower.com/data-for-everyone/.

https://www.crowdflower.com/data-for-everyone/
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Table 1. Binary Classification - F-Measure

Dataset size Naive Bayes Logistic Regression Decision Trees

1000 0.572 0.662 0.597

5000 0.684 0.665 0.556

10000 0.7 0.649 0.568

15000 0.71 0.665 0.575

20000 0.728 0.651 0.59

25000 0.725 0.655 0.56

Table 2. Ternary Classification - F-Measure

Classifier Positive Negative Neutral Total

Naive Bayes 0.717 0.75 0.617 0.696

Logistic Regression 0.628 0.592 0.542 0.591

Decision Trees 0.646 0.727 0.557 0.643

Table 3. Ternary Classification - F-Measure for Naive Bayes

Features Positive Negative Neutral Total

Complete feature vector 0.717 0.75 0.617 0.696

w/o Unigrams 0.628 0.602 0.537 0.592

w/o Bigrams 0.714 0.769 0.629 0.705

w/o Trigrams 0.732 0.77 0.643 0.716

w/o User 0.718 0.751 0.618 0.698

w/o Hashtag 0.721 0.739 0.608 0.692

w/o URL 0.72 0.748 0.619 0.697

w/o POS Tags 0.716 0.748 0.617 0.695

Regarding ternary classification, Naive Bayes outperforms the other two algo-
rithms as well, as it can be seen in Table 2, with Linear Regression following in
the results. Interestingly, unigrams seem to be the feature that boosts the clas-
sification performance more than all the other features we examine, while the
highest performance is observed for the vectors excluding trigrams. Moreover,
the binary field representing the existence of a hashtag in the tweet affects the
results, as in all the experiments, the performance records smaller values without
it. It can also be observed that all three algorithms perform better for positive
and negative tweets than they do for neutral messages.

To further evaluate our system, we conducted a user study in which results
from our approach were compared to those from user. The online survey using
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Table 4. Ternary Classification - F-Measure for Logistic Regression

Features Positive Negative Neutral Total

Complete feature vector 0.628 0.592 0.542 0.591

w/o Unigrams 0.596 0.457 0.451 0.51

w/o Bigrams 0.616 0.6 0.546 0.59

w/o Trigrams 0.649 0.623 0.572 0.618

w/o User 0.625 0.6 0.54 0.592

w/o Hashtag 0.612 0.591 0.526 0.58

w/o URL 0.613 0.598 0.537 0.585

w/o POS Tags 0.646 0.585 0.512 0.587

Table 5. Ternary Classification - F-Measure for Decision Trees

Features Positive Negative Neutral Total

Complete feature vector 0.646 0.727 0.557 0.643

w/o Unigrams 0.57 0.681 0.549 0.597

w/o Bigrams 0.647 0.729 0.557 0.644

w/o Trigrams 0.646 0.728 0.557 0.644

w/o User 0.646 0.727 0.557 0.643

w/o Hashtag 0.639 0.601 0.529 0.594

w/o URL 0.64 0.615 0.554 0.606

w/o POS Tags 0.659 0.729 0.56 0.65

Ruby on Rails5 contained 220 tweets of the test set of the dataset used for the
ternary classification. 10 students associated with the University of Patras man-
ually classified the tweets, and in following we compared the classification results
of the best classifier to the users’ responses. As the corresponding classifier, we
choose Naive Bayes without Trigrams as it achieves the best F-Measure for all
sentiments in ternary classification. Moreover, for each tweet, we selected the
sentiment that appears the most in students’ selections.

The percentages of corrected classified tweets are presented in following
Fig. 2. We can observe that our proposed algorithm seems to achieve notable
accuracy when dealing with neutral tweets, whereas positive and sentiment
tweets do not have accurate precision. One possible explanation is the fact
that the majority of the specific dataset contains tweets that are classified as
neutral.

5 http://sentipoll.herokuapp.com/.

http://sentipoll.herokuapp.com/
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Fig. 2. Percentages of corrected classified tweets from Naive Bayes

7 Conclusions and Future Work

In our work, we have presented a tool that analyzes microblogging messages
regarding their sentiment using machine learning techniques. More specifically,
two datasets are utilized; a big dataset of tweets classified as positive or negative
(binary), and a smaller one that consists of tweets classified as positive, negative
or neutral (ternary). On the binary case, we examine the influence of the size
of the dataset in relation with the performance of the sentiment analysis algo-
rithms, while on the ternary case, we measure the system’s accuracy regarding
the different features extracted from the input. All the classification algorithms
are implemented in Apache Spark cloud framework using the Apache Spark’s
Machine Learning library, entitled MLlib. Moreover, a user study was also con-
ducted where University students manually classified tweets with the aim of
validating our proposed tool accuracy.

As future work, we plan to further investigate the effect of different fea-
tures on the input vector as well as utilize bigger datasets. Furthermore, we aim
at experimenting with different clusters and evaluate Spark’s performance in
regards to time and scalability. Moreover, we plan on creating an online service
that takes advantage of Spark Streaming, which is an Apache Spark’s library
for manipulating streams of data that provides users with real time analytics
about sentiments of requested topics. Ultimately, personalization methods may
be used to enhance the system’s performance.
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