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Abstract. The revolution of the digital age has resulted in e-commerce
where consumers’ shopping is facilitated and flexible such as able to
enquire about product availability and get instant response as well as
able to search flexibly for products by using specific keywords, hence
having an easy and precise search capability along with proper product
categorisation through keywords that allow better overall shopping expe-
rience. This paper compared the performances of different machine learn-
ing techniques on product categorisation in our proposed framework. We
measured the performance of each algorithm by an Area Under Receiver
Operating Characteristic Curve (AUROC). Furthermore, we also applied
Analysis of Variance (ANOVA) to our results to find out whether the dif-
ferences were significant or not. Naive Bayes was found to be the most
effective algorithm in this investigation.

Keywords: Product classification - Product categorisation - Machine
learning

1 Introduction

The revolution of the digital age has resulted in e-commerce and purchasing of
goods has shifted from buying at physical stores to buying from virtual outlets
via online shopping where consumers are facilitated with shopping ease and
flexibility such as having an ability to enquire about product availability and
get instant response as well as having a flexibility to search for products using
specific keywords while also being able to access a description and perform a call
to action. In addition, intelligent search functions can provide consumers some
suggested products that are relevant to the search keyword. Therefore, having
an easy and precise search capability along with proper product categorisation
through keywords allow potential customers to have an overall better shopping
experience.

The United Nations Standard Products and Service (UNSPC) is a product
and service taxonomy standard that was established according to the United
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Nations’ Common Coding System (UNCCS) and the Dun & Bradstreet’s Stan-
dard Product and Service Codes (SPSC) [1]. Furthermore, common products
have also been categorised by product domain experts; however, these categori-
sation approaches have proven effective only if the number of products is small.

The challenge of large-scale, accurate and automated categorisation has moti-
vated exploration of computerised approaches where machine learning is a nat-
ural avenue given a framework for a computer algorithm to learn from a set
of data while continuously optimising the categorisation operation to reduce
error, time and cost [2]. Supervised learning is a widely used type of machine
learning that requires learning from a set of training data in order that the
trained model will be efficient before it is used for an actual analysis. In this
case, products can be classified into appropriate categories. However, a product
dataset is usually represented as a corpus of documents that posseses an a pri-
ori text processing challenge to be overcome before a classification model can be
developed [3]. Examples of text processing techniques are number removal, punc-
tuation removal, stop word removal, conversion to lowercase, and tokenisation.
Then, n-gram model is used for feature extraction, i.e., it counts the frequency
of words that are subsequently vectorised for use in text classification [4]. The
common classification techniques for document analysis include Naive Bayes [5],
Support Vector Machine [6], Artificial Neural Networks [7], Latent Discrimi-
nant [8] Regression and Logistic Regression [9].

In this paper, we focused comparing the performances of multiple machine
learning methods on product catogorisation. In our experiment, we collected
product name and category data from three online shopping websites. Prior to
the classification process, the data were pre-processed with text processing tech-
niques mentioned above and an n-gram model was used in feature extraction.
Subsequently, classification models were built from popular techniques includ-
ing NB, SVM, ANNs, and LR which were described in Sect. 2. The experiment
framework is discussed in Sect. 3. In Sect. 4, we presented our results and finally
conclude the paper with a discussion and conclusion in Sect. 5.

2 Methodology

In this paper, we followed the overall product classification methodology illus-
trated in Fig. 1.

Text Processing
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Fig. 1. Product classification processes.
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2.1 Text Processing

Document data format is often done by converting the data into a compatible
format for each respective process or text processing. This approach manipu-
lates text into utility data. There are a number of text preprocessing techniques
such as number removal, punctuation removal, conversion of letters to lowercase,
and tokenisation. Usually, they are applied for information retrieval, information
extraction and data mining.

2.2 Feature Extraction

A feature is an individual measurable attribute of an occurrence being
observed [10]. This step is necessary for building effective algorithms. Effective
features are discriminant, independent and informative. For extracting features
from documents, count vectorisation is a good method. It counts word frequency.
Here, we used an n-gram model as a linguistic probability model for predicting
items in the same sequence order as that of a Markov model [11] and extracting
features.

2.3 Classification

Classification is a data mining and supervised learning technique with an objec-
tive to predict an outcome by learning a statistical model of historical data
attributes (also known as training data). Each classification method has differ-
ent tuning parameters that affect the efficiency of the model.

Naive Bayes (NB). This technique is based on Bayes’ theorem with strong
independence assumptions between features. It is usually used for text clas-
sification by calculating the probabilities of occurrences of items or posterior
probabilities given that an occurrence and the previous occurrence are indepen-
dent. Then the occurrence with highest probability is chosen. Moreover, some
models such as text classification model has multiple labels, so a multinomial
model has to be used. This model is used for prediction of frequency of corpus
occurrences with an assumption that the length of the document is related to
label according to Bayes’ theorem. Therefore, each document represents a bag
of words. The words are counted so that the probability for each label can be
calculated [12].

Support Vector Machine (SVM). SVM selects and utilises proper repre-
sentative instances from a training set as a support vector. SVM constructs
hyperplanes between support vectors of each class, which can then be used basi-
cally for linear classification. In order to make a model as a non-linear classifier,
a kernel function is applied. Kernel function maps input data in a lower dimen-
sional feature space to a higher dimensional feature space. Some common kernel
functions include Polynomial and Radial basis function (RBF) [13].
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Artificial Neural Networks (ANNs). ANNs is a model of biological neural
structure that receives an input through an axon into a cell body and send an
output to the next neuron via a synapse. This process involves a lot of neurons
that are connected in parallel and have an ability to learn from a mistake in order
to improve themselves by adjusting the weight of each neuron. A neural networks
model has three main type of layers. The first layer is an input layer for receiving
data and sending them to next layer. The second layer consists of hidden layers
that are responsible for computing and improving nodes. The performance and
accuracy of a model depend on this the characteristics of this layer such the
number of hidden layers and nodes. After the data were processed by the hidden
layers, the output layer determines the answer by using an activated function
for a specified problem.

Logistic Regression (LR). LR is a regression model where dependent
attributes are categorical. Commonly, a regression model is used for analysing
an event probability by using an expect value that affects event. There are two
types of LR: Binary Logistic Regression and Multinomial Logistic Regression.
The differences between both types are in the types of labels which are binary
and multinomial, respectively. In the case that the labels are multiple values, we
must use the multinomial logistic regression [14].

3 Experimental Framework

3.1 Data Collection

The data have been collected from three online shopping websites. It consisted
of product names and categories. Details of each data are explained in Table 1.

Table 1. Details of dataset A, B and C.

Dataset | Product names | Categories
A 5,863 58
B 11,658 89
C 28,355 468

3.2 Data Preprocessing

The collected data were transformed to a structured format. This was done by
applying text processing techniques on the product names. Punctuations and
numbers were removed from the product names. Then, all of the letters were
converted to lowercase. Then, we were able to extract features by using an n-
gram model to transform the data into feature vectors for use in the models as
shown in Fig. 1. The data were normalised by z-score. The product names were
used as input data, but product categories were encoded into numerical data for
use as labels, and the labels were used for predicting the target for classifier.
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3.3 Experiment Setting

Data were split into two sets. Eighty and twenty percent of the data were used
as a training set and a test set, respectively. They were pre-processed and fea-
ture extracted by methods explained in Sect.2.1. Since all algorithms required
parameter tuning, five-fold cross validation was applied to find optimal parame-
ters for the best model on training set. The performance was evaluated by Area
Under Receiver Operating Characteristic Curve (AUROC) measure that is more
suitable for handling imbalance data than accuracy measure is and also more
statistically consistent [15]. We evaluated the performances on different sets of
features which were {1}-gram, {1,2}-gram, {1, 2, 3}-gram and {1, 2, 3,4}-gram.
Subsequently, the parameters for each algorithm were varied as follows:

— ANNSs: Hidden layers were {1,
were {10, 20, 30, ---,100}

~ SVM: C value was in range {107%,1073,--. ,10°,10°}. We evaluated three
types of kernel which are Linear, Polynomial, and Radial Basis Function
(RBF). Degrees of Polynomial were in range 1-6 and Gaussian width range

2,3}, and the number of neuron for each layer

was {1076,107°,---

— LR: Regularisation parameter was in the range of {1074,1073,--. ,105,10°}.
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(b) A box plot of six algorithms.

Fig. 2. The box plots show average of AUROC across feature and algorithms for each
datasets with 10 runs
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Once the optimal parameters had been set, they were used to train a model
which was later tested and evaluated on the test set. We ran the experiment 10
times, each with a different random split.

4 Results and Discussions

Figure 2(a) shows the average AUROC for each set of features across all consid-
ered classification techniques. Using the set of features 1,2, 3-gram gave the best
performance for dataset A, while for the dataset B and C, using only the unigram
(n = 1) set was needed for a good performance. However, from the results for
dataset A, B and C, the determination of the best set of features was inconclusive
at p = 0.79,0.35,0.96 respectively with one-way analysis of variance (ANOVA).
Respectively, as determined by one-way analysis of variance (ANOVA, a sta-
tistical comparison technique that provides a capability to compare differences
between means [16]).

Furthermore, we compared the performances of six different techniques on
three datasets (averaged across four sets of features) as shown in Fig. 2(b). NB
showed the highest average AUROC for sdataset A and C but for dataset B,
the highest was LR. It was found that there were interactions between the sets
of features and the algorithm used in this framework for every dataset—dataset
A and B at p < 0.01 and C at p < 0.05 by two-way ANOVA. This means that

Table 2. Multiple comparison—it shows mean difference (MD) and its p-value. Bold
face indicates statistically significant.

Algorithm 1 | Algorithm 2 | DataSet A DataSet B DataSet C

MD p-value | MD p-value | MD p-value
NB LR 0.063 | <0.05 | —0.025 0.889 | 0.097 | <0.01
NB ANNs 0.091 | <0.01 0.114 | <0.01 0.104 | <0.01
NB SVM Linear | 0.013 0.990| 0.080|<0.01 | 0.083 <0.01
NB SVM Poly 0.025 0.843| 0.089 | <0.01 0.095 | <0.01
NB SVM RBF 0.092 | <0.01 0.134  <0.01 0.045| 0.086
LR ANNs 0.029 0.746 | 0.138 | <0.01 | 0.007 | 0.998
LR SVM Linear | —0.050 0.166 | 0.105 <0.01 | —0.013 0.967
LR SVM Poly |—0.038 0.459| 0.106 | <0.01 —0.002 0.999
LR SVM RBF 0.029 0.742| 0.159 | <0.01 | —0.052 | <0.05
ANNSs SVM Linear | —0.079 | <0.01 | —0.034 0.671 | —0.021 0.817
ANNs SVM Poly | —0.067 | <0.05 | —0.034 0.722 | —0.009 0.995
ANNs SVM RBF | <0.001 0.999 | 0.02 0.949 | —0.059 | <0.01
SVM Linear | SVM Poly 0.012 0.992 | 0.020 0.999 | 0.012 0.981
SVM Linear | SVM RBF 0.079 | <0.01 0.054 0.172 | —0.039 0.187
SVM Poly | SVM RBF 0.067 | <0.05 0.052 0.204 | —0.051 | <0.05
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Fig. 3. Confusion matrix of NB on all three datasets.

there was a significant difference between at least one pair of means for each
dataset; therefore, we subsequently conducted multiple comparison by two-way
ANOVA on each dataset as illustrated in Table 2. Clearly, NB yielded a better
performance than those of the others in 3/5 cases for dataset A, 4/5 cases for
both dataset B, and C (p < 0.01). It can be seen, for dataset B, LR performances
were significantly different better in 4/5 cases (p < 0.01), but inconclusive when
comparing to NB (p = 0.889)-NB and LR are comparable in this case. ANNs
were found to be worse than NB, SVM-Linear and SVM-Poly (p < 0.05) for
dataset A, while they were worse than NB and LR for dataset B (p < 0.01),
and they were worse than NB and SVM-RBF for dataset C (p < 0.01). It was
inconclusive which algorithm was the worst after all. Moreover, the confusion
matrices of NB on all three datasets in Fig. 3 show that it was the best algorithm
in this framework.

5 Conclusion

This paper proposes a framework for automatic product categorisation. We eval-
uated and compared well-known machine learning techniques on three datasets
obtained from the online websites and based on AUROC. We have found that
the performance of NB was the best-statistically significant. Furthermore, it is
inconclusive whether a set of proposed features was the best.
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