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Abstract. To automatically analyze and compare elements of process models,
investigating the natural language contained in the labels of the process models is
inevitable. Therefore, the adaption of well-established techniques from the field
of natural language processing to Business Process Management has recently
experienced a growth. Our work contributes to the field of natural language
processing in business process models by providing a word dependency-based
technique for the extraction of business objects and activities from German
labeled process models. Furthermore, we evaluate our approach by implementing
it in the RefMod-Miner toolset and measuring the quality of the information
extraction in business process models. In three different evaluation scenarios, we
show the strengths of the dependency-based approach and give an outlook on
how further research could benefit from the approach.

Keywords: Business process modeling - Information extraction * Language
processing - Business process management

1 Introduction

Beside the structure and process semantics contained in business process models, the
language contained in the labels represents an important factor when it comes to
describing the business activities. To automatically process these models in a way that
the underlying process semantics is considered, i.e. analyzing, comparing, matching or
even refactoring models, the contained natural language should be investigated. The
automatic processing of natural language in shape of textual representations is dedi-
cated to the field of computational linguistics. Over the past decade, a remarkable set of
processing techniques for natural language texts have been successfully applied to
various problems such as Optical Character Recognition (OCR), named entity recog-
nition and sentiment analysis [1]. However, recent BPM (Business Process Manage-
ment)-driven approaches have revealed shortcomings in the applicability of well-
established natural language processing (NLP) techniques in the context of automatic
language processing in business process models. These shortcomings are caused by the
different languages that are used to describe processes in terms of process models and
textual descriptions. While the latter contains what is known as natural language, the
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former can be considered a slightly controlled language, which is less complex
regarding the sentence structure. Due to the mismatch of the two languages, the
applicability of the techniques that are based on natural language models cannot be
ensured. Therefore, a variety of approaches faces the challenge of processing the
language contained in process model labels by successfully extending existing NLP
techniques to process model-specific language characteristics. Among these are tech-
niques dedicated to the detection of business objects and activities [2], which is fun-
damental regarding the comparison [3] and matching of process models [4]. While
most of the BPM NLP approaches focus on processing the English language, [5]
discusses characteristics of other natural languages. Since the language contained in the
process models usually depends on a company’s location, either a translation of the
models or an adaption of existing techniques must be considered to automatically
process these models.

Therefore, we aim at providing a German language-based approach for detecting
business objects and activities in business process models. Our approach answers the
following research question:

(RQ) How and to what extent can business objects and activities be extracted from
German process models applying state of the art NLP techniques?

We address the research question by developing and evaluating a detection
approach based on the insights from English extraction approaches and state-of-the-art
NLP techniques. We contribute to the field of natural language processing in business
process models by providing and assessing an approach for detecting business objects
and activities of German process models. Our work follows a design science-oriented
methodology. We aim at extending existing knowledge about the extraction of infor-
mation from business process models. Furthermore, we propose a novel artifact, which
will be beneficial for research fields relying on language processing in process models.
We evaluate the artifact by providing an implementation and empirical evaluation
using three different scenarios.

The remainder of the paper is structured as follows: In Sect. 2 we introduce
BPM NLP foundations, the problem statement and our methodological approach. In
Sect. 3 we present our approach for detecting business objects and activities. In Sect. 4
we present our evaluation, consisting of an implementation and an empirical investi-
gation in three different scenarios. Section 5 analyzes and discusses the evaluation
result. Finally, we conclude our work in Sect. 6 and outline impacts on future research.

2 Foundations

2.1 Natural Language Processing

To automatically detect business objects and activities in labels of process models, the
language contained in the labels needs to be investigated. There exists a variety of
modeling guidelines [6, 7] and artificial languages used for business process modeling,
which significantly influence the natural language used in business process models.
Moreover, there are fundamental methods and frameworks known to the field of NLP
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that are suitable for processing natural language contained in any process model. An
extensive overview of approaches to processing language in business process man-
agement is provided in [8].

These approaches are based on manifold linguistic techniques and resources.
Approaches investigating the language contained in labels of process models depend
on filtering, parsing and chunking the labels, to segment the contained language.
The segmentation [9] covers simple techniques, which obtain a list of words by
splitting labels at whitespace characters, but also sophisticated machine learning-based
approaches, which are trained on extensive linguistic datasets.

The segmentation of a label is crucial to automatically examine the semantic
relation between labels. Approaches investigating the similarity of labels require
information about semantic relations between single words. The synonym relation
between two words is a widely-used relation type and enables approaches to identify
similar labels, e.g. create invoice and generate bill [10]. However, looking up the
relation in a database requires the words contained in the label to be available in its
basic form known as lemma. Depending on the language and provided context, the
automatic derivation of a lemma remains a challenging task.

Moreover, there are approaches investigating the syntactic structure of labels.
Based on an identified word category, e.g. noun, verb, adjective, a category-based
comparison of labels is conducted [9]. The derivation of these word categories reaches
from simple techniques depending on dictionary lookups to complex heuristic tech-
niques using pre-trained language models. Determining the syntactic word-category of
the words contained in a sentence is called part-of-speech (POS) tagging.

In [11] the authors propose a framework for processing natural language in process
models. This framework also covers the techniques presented in [8]. The components
of this framework describe a toolchain of specific techniques and resources addressing
several mostly high-level challenges, e.g. Named-Entity Recognition. However, this
framework is not applicable to our approach since we use low-level NLP techniques,
which are omitted in the framework. Given a corpus of process models in a
machine-readable format, information extraction requires several chained NLP tech-
niques including parsing and fagging the labels, as well as analyzing the contained
words and their dependencies within the label. Each of the chained techniques influ-
ences the results of consecutive processing steps.

2.2 Information Extraction in Business Process Models

The goal of information extraction is to transform unstructured information contained
in natural language texts into structured data. Information extraction refers to manifold
linguistic problems such as named entity recognition, temporal analysis or relation
detection and classification [1]. The approach proposed in this work is considered as
classification and relation detection problem since we aim at extracting embedded
objects and activities and reveal their relation. While [12] relies on a manual processing
of labels to extract a business vocabulary, we focus on an automated information



24 P. Hake et al.

extraction approach. We denote a business object as a tangible or intangible artifact,
which is described in a node label of a process model. An activity describes the
manipulation, usage or generation of a business object within a label. An activity is
always associated with a business object and vice versa.

Before we introduce our novel approach, we will revisit an approach for detecting
process model labeling styles [8] since we rely on the same linguistic patterns identified
in German business process models. The approach was recently used to detect labeling
style violations in business process models and is also known for its applicability to
extracting information from English business process models. The approach investi-
gates the syntax of the labels. Based on the detected labeling style, segments of the
label can be declared as objects and related activities. Since they aimed at measuring
the style detection performance, the evaluation of the additionally provided techniques
for extracting business objects and activities were neglected. The proposed labeling
styles represent predefined syntactic patterns. Table 1 presents the patterns and the
respective labeling styles for German and English labels. Based on the patterns, the
authors propose a heuristic matching of labels to the proposed patterns. In case that a
label starts with a verb in infinitive form, the label is assigned to the verb object style.
The identification of the respective verb form is conducted via a lookup in a pre-tagged
corpus. Since the syntactic function of a word might be ambiguous, the authors propose
a disambiguation technique. Thus, the precision of the label style detection depends on
the syntactic disambiguation and on whether a word can be looked up. After matching
the label to a pattern, the business object and activities are determined. Given a label of
verb object style, the identified verb can be denoted as the label’s activity. The next
object that follows the identified verb is denoted as business object.

Table 1. Activity labeling styles [8].

Style Pattern Language | Example
Verb object verb (imperative) + noun en, ger | Create invoice
Erstelle Rechnung
Infinitive style verb (infinitive) + noun ger Erstellen Rechnung
Objective-infinitive | noun + verb (infinitive) ger Rechnung erstellen
Action-noun (NP) |noun + noun en Invoice creation
Action-noun (of) | noun + ‘of” + noun en Creation of invoice
Action-noun verb (gerund/nominalization) + en, ger | Creating invoice
(gerund) [article] + noun Erstellung der
Rechnung
Action-noun Anomalous en, ger | —
(irregular) _
Descriptive [noun] + verb (3P) + noun en, ger Mitarbeiter erstellt
Rechnung
Clerk creates invoice
No-action Anomalous en, ger | —
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2.3 Problem Statement

The proposed derivation of business objects and activities in [13] is designed for the
English language and covers action-noun and descriptive labels, as long as they do not
contain a coordinate conjunction. We consider the evaluation of this derivation
approach implicit, since the authors explicitly measure the label refactoring quality,
which relies on the derivation results, but does not focus on the derivation results. In
the following, we will examine German language characteristics that influence the
adaption of the proposed conceptual considerations regarding an extraction of business
objects and activities.

Contrary to the English language, the German language does not suffer as much
from syntactic ambiguity. Capitalized nouns make it easier to determine the syntactic
function of a word within a label. However, investigating the techniques and resources
provided in [2, 8] reveals further challenges for the German language regarding the
determination of the syntactic function, and consequently, for the extraction of business
objects and activities:

(1) The resolution of verb forms to their respective infinitive form is based
on pre-tagged English and German corpora. While they allow a resolution of
English gerunds to their infinitive form (creating — create), this relation is not
maintained for the German language (Erstellung — erstellen) regarding
nominalizations.

(2) Furthermore, an investigation on the general applicability of lookup approaches
revealed that the used corpora are likely to miss domain-specific knowledge. For
instance, the widely-used TIGER corpus is based on texts published in the
newspaper Frankfurter Rundschau. Considering the German language, a lookup
approach highly depends on the maintained compound words within the corpus.
Therefore, providing a domain independent technique is necessary to ensure an
accurate detection of business objects and activities.

(3) Beside the German characteristics, the techniques introduced in [2] are not able to
determine multiple objects and activities in more complex sentence structures
such as conjunctive sentences. Furthermore, they rely on the part of speech
information of each single word but do not investigate the dependencies of the
words within the label.

Finally, the detection of business objects and activities has only been implicitly
evaluated regarding the action-noun and the descriptive labeling styles. Hence, we aim
at developing and evaluating an information extraction approach for German business
process models to identify business objects and activities.

3 Business Object and Activity Extraction

Our approach is based on the insights concerning the different linguistic patterns used
in German business process models [8]. The approach is subdivided into two pro-
cessing steps. The first step consists of state of the art language processing techniques
to investigate the syntactic structure of a label, i.e. the POS tags and the syntactic
dependencies.
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Based on the gathered syntactic information, we derive the business objects and
activities in the second step. Since the language models and techniques are trained on
natural language, the correct detection of the POS tag and the dependencies in short
labels (less than three words) are difficult. Therefore, we also apply a rule-based
detection for short labels using pre-tagged linguistic corpora.

3.1 Step 1: Language Processing Pipeline

Step 1 includes the extraction of POS information as well as the syntactic semantics
between the words. Figure 1 shows the information we obtain by applying the POS
tagger and dependency parser to the label Es liegt eine digitale Rechnung vor (A digital
invoice was received). We obtain a list of identified words called tokens, the respective
part-of-speech tags and the dependencies between these words. Using the derived POS
information, we know that the label contains a word tagged as noun (NN) Rechnung
and a finite verb (VVFIN) liegr. The directed edges depicted in Fig. 1 describe the
dependencies between the identified words. Additionally, we receive the type of
dependency, e.g. direct object or genitive object. Hence, we know that the noun
Rechnung is a direct object that depends on the finite verb liegt.

Es liegt eine
digitale
Rechnung vor,

ROOT
dependencies /\ l /_/—\
tokens [ Es | [ hegt] | eine | | dgitae | |Rechnung|] | vor
part-of-speech PPER VVFIN ART ADJA NN PTKVZ

Fig. 1. Derived tokens, dependencies and part-of-speech information

In order to achieve the necessary degree of efficiency and robustness, our label
analysis is based on DFKI’s (German Research Center for Artificial Intelligence)
multilingual statistical-based dependency analysis framework, called MDParser [14].
MDParser consists of a complete pipeline of tools for text segmentation, tokenization,
POS tagging, morphological tagging, named entity (NE) recognition, and syntactic
dependency analysis. There exist only a few other available similar complete NLP
pipelines, notably, the Stanford dependency parser, which has also been applied to the
detection of process model labeling styles [13]. In a recent comparison, MDParser was
shown to be more than 5-times faster than the latest version of the Stanford dependency
parser [15] and achieved a better performance on the tested universal dependency
treebanks [16]. MDParser is a lightweight easy to train and applicable system, e.g., the
POS tagger and parser component have been trained and tested on more than 52
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languages (using the Universal Dependency treebanks v1.3." Therefore, the conceptual
considerations of our approach are transferable to an extensive number of languages.

The core of MDparser consists of a general name tagger (GNT) and the dependency
parser MDP. Both are based on the same statistical-based Machine Learning engine
(LIBLINEAR, [17]) and share a common data and annotation schema for training and
application, i.e. the CONLL data format.”> GNT is used for training and applying
models for POS tagging. In contrast to comparable NLP applications in BPM, which
also focus on an automated language processing, the applied parser is capable of
handling information in brackets, punctuations and other special characters. Due to the
observed difficulties using NLP parsers in [13], we employ the MDParser because of
the performance measured in several benchmarks. The MDparser achieved 97.30% on
the TIGER 2.2 test set (compared to 97.73% for the currently best result reported by
[18]). Similarly, we achieve an F1 score of 73.91% on the GermEval 2014 dataset,
which would have been the 3rd best result according to Metric3 [19].

The MDP dependency parser is currently one of the fastest statistical-based
dependency parsers available - more than 5,000 sentences/second [16], which also
enables a real-time application of our information extraction approach.

3.2 Step 2: Business Object and Activity Derivation

To derive the business objects and activities, we rely on the dependencies and the POS
tags gathered in the previous step. At first, we investigate the label regarding the
contained activity. Based on the activity, we determine the business object of a label.
Based on the introduced German labeling styles (Sect. 2.2), we assume that the activity
is contained as a verb priifen (examine), a simple nominalization Priifung (examina-
tion) or a compound nominalization Rechnungspriifung (invoice verification). In case
that a label contains different types of activities, we define an order based on which we
apply the selection of the activity.

A verb dominates a simple nominalization and a simple nominalization dominates a
compound nominalization. Our approach extracts beenden (close) as activitiy in the label
Rechnungspriifung beenden (close invoice verification), since the compound nominal-
ization Rechnungspriifung is dominated by the verb beenden. If multiple activities of the
same type occur and they are not dominated by another activity type, they are denoted as
activities. In the label Rechnungspriifung und Qualitditskontrolle (invoice verification
and quality check) both compound nominalizations are identified as activities.

Since simple nominalizations and compound nominalizations are tagged as nouns,
the distinction of nouns not describing an activity is difficult. A verb, however always
describes an activity and only a few ambiguities considering the syntactical function
exist, e.g. Pflege (care) as anoun and as an imperative form at the beginning of a sentence.

Therefore, we apply different dependency-based extraction approaches for both
activity cases. At first, we obtain the tokens, POS tags, word dependencies and

ef. http://universaldependencies.org/.

2 ¢f. http://ufal.mff.cuni.cz/conll2009-st/task-description.html.
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dependency types from the MDparser (Fig. 1). Then, we execute the dependency-based
label analysis (DLA). If no activity could be determined, we apply an additional heuristic
approach. Algorithm 1 describes the first dependency-based extraction. We determine the
verbs contained in the description using the POS tag information. Our analysis not only
covers the activity detection in verb object labels, but also the activities contained in
infinitive style, objective infinitive style as well as the descriptive style and irregular
labels. To identify a verb in the label, we use the function getNextVerbPos, which returns
the position of the next verb in the list of tokens. If a verb is identified, the verb is added to
the set of activities. Afterwards, we investigate the dependencies of the activity to nouns
contained in the label to derive the business objects. If the identified verb and a noun are
related regarding the derived dependencies, the noun is denoted as business object.
Before adding the obtained business object to the result set, we call getConj to extract
further related nouns based on a conjunction dependency.

Algorithm 1: DLA
Input: tokens, tags, depends, depTypes
Output: ({objects}, {activities})

activities:={};
objects:={};
while verbExists (tags)
verbPos:=getNextVerbPos (tags) ;
conjA:=getConij (verbPos, depends, depTypes) ;
activities=activities U {tokens[verbPos]};
while nounExists (tags)
nounPos:=getNextNounPos (tags) ;
object;
if rootChildren (verbPos, nounPos, depends)
object=tokens[nounPos];
else if childParent (verbPos,nounPos, depends)
object=tokens|[nounPos];
else if childParent (nounPos,verbPos, depends)
object=tokens[nounPos];
conjO:=getConj (nounPos, depends, depTypes, tokens, tags) ;
objects= objects U conj U {object};
while nounExists (tags)
nounPos:=getNextNounPos (tags) ;
if genitive (depTypes[nounPos])
depPos:=depends [nounPos];
conjA:=getConij (depPos, depends, depTypes, tokens, tags) ;
conjO:=getConj (nounPos, depends, depTypes, tokens, tags) ;
activities=activities U {tokens[depPos]}U conjA;
objects=objects U {tokens[nounPos]} U conjO;
return ({objects},{activities});
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Hence, in the description Rechnung und Qualitdt priifen (check invoice and quality)
not only Qualitdt but also Rechnung is identified as business object, as both words
exhibit a conjunction dependency. Our approach is also capable of identifying Rech-
nung and Ware in the label Rechnung/Ware auf Vollstindigkeit priifen.

Since German labels contain activities masked as nouns, we also examine the
contained nouns if no verbs could be identified. Analogously, in [13] a label is assigned
the action noun style if no verb could be identified. We then check the dependency of
each noun contained in the label. The genitive function checks whether the noun holds
a genitive relation to any other token in the label. If the genitive rule applies, the
respective noun is denoted as business object. The related token of the noun is declared
as business activity. Thus, in the label ‘Erstellung der Rechnung’ the activity ‘Erstel-
lung’ and the object ‘Rechnung’ are identified. Furthermore, using getConj, we identify
further objects and activities with a conjunction relation. If no activity is identified
using Algorithm 1, we apply the heuristic label analysis (HLA). This algorithm covers
the case that the linguistic processing does not identify a contained verb form. This
mainly applies for short labels containing only two words. Thus, the identification of
the business objects and activities requires lookups in a pre-tagged corpus. To mini-
mize errors due to missing entries in the corpus, we apply multiple investigations of the
label.

Given a label with two words, we assume that the second word either represents a
noun referring to an activity or object, or a verb representing an activity. The first word
is either an adverb, an adjective, an activity masked as verb or noun or an object
represented by a noun. Identifying the position of the verb is the best way to also
correctly identify the object. If the label contains two words, we look up the POS tags
of the second token in a corpus. The function isVerb checks whether the token appears
as a verb in the corpus. Using isAd we look up whether the first token is contained as
adjective or adverb in the corpus. If the first word is an adverb or an adjective, the
second token is denoted as activity. Otherwise, we additionally declare the first token
an object. If the first token of the label is a verb according to the corpus look-up, the
first word becomes the activity and the second word the object. If neither the first nor
the second token could be identified as a verb, we declare the first token as an object if
it is not contained as an adjective or adverb in the corpus and declare the second token
the corresponding activity. If the label contains more than 2 words, we consider the first
verb in the tokens as activity and the first noun as object. If still no verb is identified,
we pick the first noun as activity and the second noun as object.
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Algorithm 2: HLA
Input: tokens, tags, depends, depTypes
Output: ({objects}, {activities})

activities:={};

objects:={};

if length(tokens)==
activities=activities U {tokens[0]};

else if length (tokens)==2

# check if second token is a verb
if isVerb (tokens[1l]) &&!isAd (tokens[0])
activities=activities U {tokens[1]};
objects=objects U {tokens[0]};
else 1f isVerb (tokens[0])
activities=activities U {tokens[0]};
objects=objects U {tokens[1l]};
else
if isAd(tokens[0])
activities=activities U {tokens[1l]};
else
activities=activities U {tokens[0]};
objects=objects U {tokens[1l]};
else
if hasNextVerbCorpus (tokens)
act:=getNextVerbCorpus (tokens) ;
activities=activities U {activity};
if hasNextNounCorpus (tokens)
object:=getNextNounCorpus (tokens) ;
objects=objects U {object};
else 1f hasNextNoun (tokens)
activity=getNextNounCorpus (tokens) ;
object=getNextNounCorpus (tokens) ;
activities=activities U {activity]};
objects=objects U {object}
return ({objects}, {activities});

4 Evaluation

4.1 Evaluation Setup

We evaluate our information extraction approach for German business process models
using three different evaluation scenarios with different sets of German process models
and two different corpora containing natural language. To evaluate our approach, we



Extracting Business Objects and Activities from Labels of German Process Models 31

implement the dependency-based and the heuristic extraction in the RefMod-Miner
toolset.” We annotate each activity node of a process model, to provide a gold standard
for information extraction approaches. Therefore, we tag each word describing a
business object or business activity. The creation of the gold standard is an iterative
procedure and involves two process modeling experts. At first, the experts are provided
the definitions of business objects and activities as given in Sect. 2.2. Then, the experts
are told to independently tag the process model nodes and indicate the words repre-
senting business objects and activities. Afterwards, the experts discuss all labeling
decisions. If there is a consensus regarding the labeling decisions, the gold standard is
achieved. Otherwise, the next iteration starts and the experts relabel all the nodes based
on the insights acquired from the discussion.

We evaluate our approach, comparing the achieved results with the derived gold
standard. To measure the performance of our approach, we use Precision, Recall and
F-measure, which have already been applied in the field of process matching and label
style detection. Hence, we denote an extracted information, i.e. object or activity, from
a label as true positive if the respective information is contained in the gold standard of
this label. An extracted information of a label is denoted a false positive extraction, if
the respective gold standard does not contain the extracted information. In case the gold
standard of a label contains an information, which is not identified by our approach, the
neglected information is considered a false negative extraction.

Since we aim at measuring scenarios containing several models, we define 7P the
number of true positive extractions, FP the number of false positive extractions and FN
the number of false negative extractions within a given set of process models. We
define Precision, Recall and F-measure as follows:

Precision = TP/(TP + FP) (1)
Recall = TP/(TP+ FN) (2)
F—measure = 2 * (Precision * Recall)/(Precision + Recall) (3)

In our experimental evaluation, the processes are modeled as event-driven process
chains containing functions, events and connectors. We extract the business objects and
activities from the function nodes since events tend to describe states rather than
activities. Each model set describes domain-specific business knowledge. The first
scenario (S1) contains 56 models of the SAP R3 reference model [20]. The second
scenario (S2) consists of 60 models of the Retail-H reference model [21]. While S1 and
S2 represent real process models, the third set contains 25 artificial process models,
each representing the same business process. These models were derived by graduate
students in an exam.

Based on a provided textual description of the process, the students were told to
model the information contained in the text using the event-driven process chain.
Figure 2 shows the distribution of different label sizes. The label size is denoted as the
number of words which are acquired by splitting up the label at each whitespace. Since

3 http://refmod-miner.dfki.de.
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Table 2. Evaluation of the scenarios S1, S2 and S3.

S1 (SAP R3) | S2 (Handels H) | S3
Domain Industry Retail Artificial
# models 56 60 25
# function labels 608 557 283
AVG words per label 2.79 3.87 2.77
SD words per label 1.45 1.85 1.25
# objects in gold standard | 501 564 253
# max. objects per label 3 3 2
# activities in gold standard | 619 643 289
# max. activities per label |2 3 3

the scenarios do not contain labels of size 11 and 13, we omitted the respective bars due
to space constraints.

We give an overview of the label size distribution to analyze the influence of the
different label sizes on the performance of our approach. Across the three scenarios, we
observe a decreasing number of labels with four words and more. Moreover, in S1-S3
the number of labels of size two is higher than the number of labels of size one. While
in S2 and S3 labels of size one represent 1% and 8% of all function labels, in scenario
S3 16% of all function labels contain only one word. In S1 and S3 more than 50% of
the labels (56% and 54%) are of size one or two, while S3 contains 32% of labels of the
respective sizes. Table 2 shows the characteristics of the model sets as well as the
derived gold standards. We chose three different scenarios to cover different maturity
levels of process models as well as the specialization of the process.

We chose S1 and S2, since they represent reference models of two different
domains, i.e. industry and retail. Furthermore, they hold a high maturity level, which
also affects a consistent labeling style. The process of S3 describes the customer
handling in a mileage bonus program and is chosen because of its narrow domain of
application and low maturity level. Contrary to S1 and S2, the labeling does not follow
a consistent style and the models contain a rather specific vocabulary and spelling
errors. Therefore, we expect S3 to be the most challenging scenario, especially for our
heuristic analysis. We use GermaNet 11.0 [22] and the TIGER corpus (v 2.2) [23] to
derive POS information for the heuristic label analysis. Both have been successfully
applied to the derivation of syntactic functions in labeling style detection and process
matching.

GermaNet covers more than 140,000 lexical units. The TIGER corpus contains
50,000 distinct sentences consisting of approximately 900,000 tokens that are
pre-tagged. Both corpora were created and verified by humans. In contrast, the cor-
rectness of the gathered POS tags and dependencies of our approach cannot be ensured.
We evaluate the extraction of business objects and activities individually. Furthermore,
we also investigate the impact of the applied algorithms in our approach. We compare
the performance of the dependency-based label analysis (DLA) and the combination of
DLA and the heuristic label analysis (HLA), which we denote as +HLA.
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Fig. 2. Distribution of different label sizes across the scenarios.

4.2 Results Analysis

In the following, we report the results of our experimental evaluation. The evaluation of
the extraction techniques of [13] applied to our scenario proves to be difficult, espe-
cially since they are not designed to handle verb-object style labels. By design, these
algorithms are only capable of processing action-noun and descriptive labels. More-
over, the described dictionary-based concepts [8] to process the labels are only
applicable for action-noun labels not containing nominalizations. This is not a con-
ceptual problem of the approach per se, but rather the lack of German linguistic
resources containing the relation between a nominalized verb and the verb itself. Only a
small portion of action-noun labels could be processed correctly. Thus, a fair com-
parison of both approaches is not possible.

Table 3 summarizes the results of the business object and activity extraction step
and shows the impact of our two configurations on the quality of the results. Across all
scenarios, the +HLA configuration of the approach achieves the best results regarding
the F-measure, ranging from 66% up to 92%. Table 3 also shows that DLA performs
well in scenarios S1 and S3, while it only achieves moderate results in scenario S2.

Table 3. Results of the business object and activity extraction step.

Objects Activities

Algorithm | P R |F P R |F
S1|DLA 0.91/0.90/0.91|0.91|0.74 | 0.82
+HLA 0.90/0.91/0.91|0.92|0.910.91

S2 | DLA 0.42]0.23/0.300.19]0.08 | 0.12
+HLA 0.75]0.81/0.78 | 0.69 | 0.62 | 0.66
S3 | DLA 0.94]0.89/0.91 | 0.88|0.84 | 0.86

+HLA 0.93]0.90/0.91 0.85|0.88 | 0.87

P = Precision, R = Recall, F = F-measure
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A significant gain in performance can be observed through the application of the
heuristic analysis in S2. The additional heuristic analysis increases the F-measure by
48% regarding the objects and 54% regarding the activities. In the other scenarios, a
gain of at most 9% can be observed. Scenario S2 appears to be the most challenging
scenario regarding the dependency-based extraction. Furthermore, we analyze the
increased F-measure of the +HLA configuration for the activity detection of S1 and S2,
as well as for the object detection of S2.

Applying the +HLA in scenario S1 increases the F-measure for labels of size one
from 0% to 98%. For labels of size three and five, we observe only minor improve-
ments of 2%. Investigating the false positives and false negatives revealed that these
improvements are mostly ascribed to the false negatives in the tagger’s verb identifi-
cation. Applying the DLA to labels of size two, even results in an F-measure of 96% in
the activity detection, which is one percentage point above the +HLA configuration.
This difference originates from additional false positive activities identified by the
heuristic algorithm. The performance within the other label sizes remains unchanged.
Therefore, the increased overall F-measure in the activity extraction of S1 is mainly
attributed to the handling of labels of size one.

Scenario S2, however exhibits a stronger deviation between the performance of
DLA and +HLA. Figure 3 describes the effect of +HLA on the activity detection in S2.
Contrary to S1, the quality of the DLA is considerably low, especially for small labels.
A further investigation of the false positives and false negatives revealed that our tagger
is not capable of identifying imperative verb forms. While priifen is recognized as a
verb in the label Rechnung priifen, Priife in Priife Rechnung is not classified as a verb.
However, most of the labels of size two exhibit this imperative object style. Since we
apply +HLA to avoid false negatives in the verb detection, the F-measure increases
significantly. Nevertheless, Fig. 3 also shows that this effect diminishes with increasing
label size. This is related to the characteristics of the labels contained in S2.

The usage of the German imperative might result in splitting up the verb into
components; e.g. durchfiihren is split up in fiihre and durch. Even though the heuristic
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Fig. 3. Scenario S2: evaluation of the activity extraction using F-Measure.
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analysis recognizes fiihre as a verb form, it is not capable of linking durch to the verb.
The missing identification decreases the Recall and explains the drop of the F-measure
regarding labels of size three. Moreover, with increasing label size the probability of a
second verb occurring within the label grows. The tagger recognizes priifen (check),
but not Entscheide (decide) in the label Entscheide, ob Qualitdt zu priifen ist (decide if
the quality should be checked).

Figure 4 depicts the increase in performance by applying +HLA on the object
extraction in scenario S2. Since the object detection relies on correct verb detection, the
previously described label characteristics also affect the object extraction.

Algorithm
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Fig. 4. Scenario S2: evaluation of the object extraction using F-Measure.

5 Discussion

The proposed dependency-based extraction achieves outstanding results in scenarios
S1 and S3. The additional heuristic analysis did not yield a significant increase of
quality in these scenarios. Moreover, the proposed technique does not rely on a lin-
guistic corpus or a dictionary as the heuristic approach does. Thus, the correctness and
completeness of a linguistic resource do not influence the quality of our approach. This
is especially beneficial for German process models as the language exhibits a frequent
usage of compounds, which often are not contained in dictionaries.

Furthermore, the dependency-based extraction can handle labels containing mul-
tiple activities and objects as well as conditional and conjunctive sentences. Up to a
certain degree, we are also able to handle labels containing spelling errors, since the
dependency parser not only relies on characteristics of the word itself but also on the
context contained in the label.

Our approach requires either a trained language model or a tagged language corpus
following the UD taxonomy, which enables us to automatically train a language model.

In contrast to scenarios S1 and S3, in scenario S2 DLA achieved only poor results
for both, the object (30% F-measure) and activity (12% F-measure) detection. Here
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+HLA led to a significant performance increase compared to DLA. The performance
was good for the object extraction (78% F-measure), but only moderate concerning the
activity extraction (66% F-Measure). Even though imperative verb forms rarely appear
in linguistic corpora, due to morphological ambiguities to other verb forms, a corpus
lookup could handle the imperative detection. Nonetheless, the missing dependency
information about a potential direct object makes it hard to identify the related business
object. Moreover, a lookup would not resolve the observed difficulties concerning split
up imperative verbs.

Our dependency-based concept is also transferable to other natural languages, since
we rely on the taxonomy of universal dependencies (UD) [24]. Independent from a
specific language, the taxonomy describes semantic dependencies between words. The
taxonomy consists of 37 dependencies and covers a plethora of languages.* Thus,
employing our approach for other languages does not require redesigning the
dependency-based algorithm. However, scenario S2 also revealed shortcomings of the
dependency-based approach when imperative verb forms are involved. Other lan-
guages might also reveal further shortcomings, which require a different heuristic
approach to increase the extraction quality. Therefore, the overall performance of our
approach regarding manifold languages is hard to estimate and needs further evalua-
tion. The required linguistic resources to train a language model can be obtained from
[26]. Moreover, there are trained models available for popular languages, e.g. Arabic,
Chinese, French, German, English and Spanish.’

We are also aware that evaluating our approach in further scenarios might reveal
additional shortcomings of the dependency-based extraction. However, we carefully
selected the models to cover an extensive range of labeling styles. On the one hand, we
ensured to include the proposed labeling styles depicted in Table 1, on the other hand,
we increased the diversity of natural language contained in labels by investigating
models of high and low maturity levels.

6 Conclusion

We answered the research question by proposing, implementing and evaluating a novel
artifact. We presented and evaluated an approach for deriving business objects and
activities form node labels of business process models. Contrary to existing BPM
approaches, which investigate the language contained in the labels, we focus on
exploiting not only the POS tag of a word but also the syntactic dependencies between
the words. Moreover, by relying on the derived word dependencies, we laid the
foundations for the extraction of further information. Based on the dependencies,
related adverbs, adjectives and participles could be derived. This additional information
allows a precise disambiguation of business objects and activities. Therefore, our
information extraction approach is beneficial to manifold research fields. Process model
matching often relies on bag of word comparisons between two labels, which means

* The available languages are maintained at http://universaldependencies.org.

5 ¢f. https://nlp.stanford.edu/software/lex-parser.shtml.
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each word of the first label is compared to each word of the second label. Using our
approach, a semantic and directed comparison of relevant information could be
achieved. Consequently, comparisons based on the extracted business objects and
activities would also support model comparisons [3]. Furthermore, an inductive mining
of reference models [25] could benefit from our approach, since it provides techniques
for extracting and relating essential linguistic components of business processes.
Nevertheless, this implies a high accuracy concerning the applied dependency detec-
tion. Since the current configuration of our approach uses models trained on natural
language texts, further research needs to investigate training language on process model
data. Considering the recent flowering of neural networks and deep learning, the
potential of these techniques should be investigated.
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