Chapter 2
Implementation

This chapter introduces the general design characteristics of PRESEMT and pro-
vides a detailed description of all resources required as well as all pre-processing
steps needed, such as corpora processing and model creation.

2.1 Introduction: Summary of the Approach

PRESEMT proposes a novel paradigm, which supports the straightforward devel-
opment of MT systems for new language pairs using only a limited size of linguistic
resources, by applying pattern recognition principles in a modular architecture.
With respect to corpora, PRESEMT relies on two different sources of linguistic
content, a large TL monolingual corpus and a small parallel corpus, typically
comprising of a few hundred aligned SL-TL sentence pairs. Such resources can
easily be collected from the Web, because one can easily find plenty of monolingual
corpora for almost any language and the parallel corpus required is so small that it
can even be assembled by hand. Therefore, PRESEMT overcomes one of the most
important bottlenecks of all statistical systems (Munteanu and Marcu 2005): the
availability of large parallel corpora of adequate quality. Such corpora are hard to
find, particularly when not so widely used languages, such as Greek and
Norwegian, are involved. The quality of the translation of such systems depends on
the size and quality of the parallel corpus. Even if such corpora exist, they are
frequently restricted to a very specific domain, such as the European Parliament
(Koehn 2005). In addition to the size, the quality of the parallel corpus is also very
important, but this is a factor that most MT research papers avoid to touch, as
statistical methods promise that data size overcomes any minor quality issues that
the data might have. But this is an important issue for parallel corpora that involve
less popular languages, as size is comparably limited and quality-related issues
usually increase as the text used is increased. In PRESEMT, both corpora are
processed by their respective modules to produce the resources and models required
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by the translation process. Finally, the modular architecture allows the language
pair developer to replace one algorithm for another, as long as the strict require-
ments regarding data input and output formats are met.

Besides the two corpora described above, PRESEMT requires a bilingual lemma
dictionary, a tagger-lemmatiser in both languages, and a shallow parser in the target
language, that divides the text into non-overlapping sub-sentential segments (lin-
guistic chunks). The system uses the TL parser to map this information to SL. In
other words, given a parser (or more generally a phrasing model) in TL, one can
generate an appropriate phrasing model in SL using pattern recognition-based
clustering techniques. This is achieved in PRESEMT by using the parallel corpus to
learn structural correspondences between the two languages in order to create
sub-sentential segments which correspond to one another based on the structure of
the parallel sentence. The modules implementing this functionality are the Phrase
Aligner Module (PAM) and the Phrasing Model Generation (PMG).

Using the linguistic information provided by the shallow parser and the
PAM + PMG combination, PRESEMT breaks down the translation process in two
separate steps, the first one handling the order of both (i) chunks and
(i1) out-of-chunk words in the final sentence, as well as the disambiguation of the
more important tokens in the sentence, while the second step produces in parallel
translations for all the chunks in the sentence. These two steps that breakdown the
translation process in a divide-and-conquer fashion are implemented in the
Structure Selection (SS) and the Translation Equivalent Selection (TES) modules,
respectively, as discussed in Chap. 3. Figure 2.1 provides an overview of the
PRESEMT translation process and the way that resources feed the modules. The
following section describes all resources required to generate a working MT system
via PRESEMT and all pre-processing steps needed.
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Fig. 2.1 Schematic representation of the translation process in PRESEMT
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2.2 Linguistic Resources: Data and Existing Linguistic
Tools

The system description starts by identifying the required linguistic resources and
thus delineating a number of design decisions. A complete list of language-related
information is provided, to indicate the basis upon which the specific MT system is
created. This list comprises (i) a very small parallel corpus (a few hundred sentence
pairs), (ii) a large monolingual corpus of the TL language (where arbitrarily large
document collections can be handled) and (iii) a bilingual dictionary with lemmas.
Additional linguistic information is provided in the form of Part-of-Speech
(PoS) tagging and lemmatising for both languages, and a shallow parser for the TL
language with phrase head information. Thus, only minimal resources are required
for a prototype translation system to be created. A detailed record of all required
linguistic resources follows.

2.2.1 External Processing Tools

The PRESEMT methodology relies on the application of linguistic annotation to all
resources: corpora (monolingual and bilingual) and dictionaries, on the basis that
resources of smaller size (in relation to those used by traditional SMT systems) may
provide more useful information for using in an automatic translation task if lin-
guistically annotated, and not just used to extract n-gram tables. The tools required
are a tagger-lemmatiser for both languages and a shallow parser for only the target
language.

Lemmatisation and Part-of-Speech tagging helps counterbalance data sparse-
ness, which is a very important issue for PRESEMT because of the limited size of
the resources used. Depending on the available tools as well as the language itself,
part-of-speech tagging might contain morphological information such as case,
number, gender and tense, all of which can greatly improve translation quality.

Syntactic phrases (chunks) give a glimpse of how sentences are formed by
providing a flat structure annotation, with the main categories being noun and verb
chunks and possibly with clause boundaries. While translating from one language
to the other, chunking might also provide information about how groups of words
might move from one side of the sentence to the other. Parsing for the source
language is derived from the TL parsing scheme using the PMG module, because
this way we tackle the problem of having completely different phrase segmentation
between source and target languages.

All tools adopted for use in PRESEMT are pre-existing ones instead of tools
being designed with the application in mind. Furthermore, these tools are not
modified before their integration, so as to perform a realistic evaluation of the
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worthiness of the PRESEMT concept. This means of course that any errors pro-
duced by those tools propagate through the translation process. In order for a
tagger-lemmatiser or a chunker to be used in the system, we must provide an
interface for the system to interact with the existing tool, that being a simple script,
installable software or a Web service. This interface is provided by building a java
wrapper using as a guide one of the existing java wrappers created for tools such as
the FBT tagger for Greek (Prokopidis et al. 2011) or the TreeTagger (Schmid
1994), which are included in the PRESEMT software package. In the specific case
of shallow parsers, along with the java wrapper the developer must also build an
accompanying resource for the identification of the head and functioning head (if
available) for each phrase type, in the form of an XML file containing regular
expressions. This information is essential, as head tokens provide crucial infor-
mation in the whole translation pipeline. Figure 2.2 provides a sample of the
HeadCriteria.xml file.

<headCriteria tool="TreeTagger">

<language init="EN">

<phrase type="pc" priority="right" fpriority="left">
<head>"*n.*</head>
<head>"ex.*</head>
<head>*fw.*</head>
<head>*cd. *</head>
<head>*jj.*</head>
<head>"pp.*</head>
<head>*wp.*</head>
<head>"*wd. *</head>
<head>“pdt. *</head>
<head>*dt.*</head>
<head>*v.*</head>
<fhead>in</fhead>

<fhead>to</fhead>
</phrase>
<phrase type="nc" priority="right" fpriority="left">

<head>*n.*</head>
<head>"ex.*</head>
<head>*fw.*</head>
<head>*cd. *</head>
<head>"*jj.*</head>
<head>*pp.*</head>
<head>*wp.*</head>
<head>*wd. *</head>
<head>*pdt.*</head>
<head>*dt.*</head>

Fig. 2.2 Head criteria file for the TreeTagger in English
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2.2.2 Lemma-Based Bilingual Dictionary

The bilingual dictionary contains lemma forms of single-word and multi-word
SL-TL lexical correspondences. In addition, it contains linguistic annotations,
namely Part-of-Speech tags. The dictionary is a very important resource in the
PRESEMT translation methodology and must provide a wide coverage of the
source language to support a good translation quality. In theory, the larger the
dictionary size, the fewer the out-of-vocabulary (OOV) words are expected to be.
In PRESEMT, most of the dictionaries were based on ones provided by publishers
and did not contain any linguistic annotations in appropriate and systematic ways,
SO a pre-processing step was necessary before using them in the MT system.

Table 2.1 provides the sizes of the dictionaries used during the PRESEMT
project. As can be seen, different dictionary sizes have been adopted, depending on
availability. For the system to be able to use a dictionary, this needs to be provided
in the respective format. Figure 2.3 shows the XML representation used for storing
the dictionaries in PRESEMT.

2.2.3 The Parallel Corpus

The parallel corpus used in PRESEMT needs to contain only a few hundred sen-
tences, as it is only used for mapping the transfer from SL to TL sentence structures,
determined as sequences of phrases. The small size of the corpus reduces reliance
on costly linguistic resources. The corpus is assembled either from available parallel
corpora or by using a Web crawler (Pomikdlek and Rychly 2008) and then man-
ually replacing free translations with more literal ones, to allow the accurate
extraction of structural modifications. After building the parallel corpus, we process
the source and target side, using the SL and TL tagger-lemmatisers and the TL
shallow parser, so as to annotate it with linguistic information. The result is a source
and target side incorporating lemma and PoS information and other salient
language-specific morphological features (e.g. case, number, tense, etc.) depending
on the morphology of the language and the available tools. Furthermore, for the TL

Table 2.1 Dictionaries size for various language pairs used in PRESEMT

Language pair Source Number of entries
Greek-English Developed in other project 40,000
Greek-German Publisher 80,000
English-German Developed in other project 1,000,000
Norwegian-English Publisher 45,000
Norwegian-German Publisher 37,000
Czech-English Publisher 180,000
Czech-German Publisher 70,000
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<entry id="154">
<sllemma tag="npogm">oxoAoveia</sllemma>
<tllemma tag="nn">retinue</tlLemma>
</entry>
<entry id="155">
<sllLemma tag="noe¢m">axoAovu®ia</sllemma>
<tllemma tag="nn'">service</tlLemma>
</entry>
<entry id="156">
<sllemma tag="npogm">axéAoveog</sllemma>
<tllemma tag="npn'">attendant</tlLemma>
</entry>
<entry id="157">
<sllemma tag="noem">aKovoTt tXx6</sllemma>
<tlLemma tag="pn">hearing</tlLemma>
<tllLemma tag="pn">aid</tllemma>
</entry>
<entry id="158">
<gllemma tag="gaj">HKOUOTLKOG</sllemma>
<tllemma tag="jj'">auditory</tlLemma>

Fig. 2.3 Sample of the Greek-English dictionary

side, all sentences are split into non-overlapping syntactic phrases using a target
language shallow parser. As the proposed methodology has been developed to
maximise the use of publicly available software, the user is free to select any
desired tools for these pre-processing tasks and there are no restrictions in using any
available tool, as long as the developer completes the required integration tasks.

The parallel corpus is stored as two separate XML documents: one containing
the tagged-lemmatised SL side and a second one with the tagged-lemmatised and
chunked TL side. Samples of these documents can be seen in the extract of a
Greek-English parallel corpus in Figs. 2.4 and 2.5. Notably, though the TL side of
the corpus is split into phrases, the SL side consists of only the sentence words in
sequence, without any information of the corresponding phrases. After the afore-
mentioned preparation of the bilingual corpus, it is passed on to the Phrase Aligner
Module for the identification of the corresponding words between SL and TL. The
output of PAM in turn is passed to the Phrasing Model Generation module for the
production of a parsing scheme on the source side, which will be used to process
arbitrary sentences in SL and split them into the corresponding phrases.
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<text>
<sent id="1">
* fhead="n" token="H" tag="AtDffeSgNm" lemma="0"/>
" fhead="n" token="Eupwnaikn" tag="AjBaFeSgNm" lemma="supwnaikog"/
" fhead="n" token="Evwaon" tag="NoCmFeSgNm" lemma="évwon"/>
" fhead="n" “anuoupynBnke” tag="VbMnldPa035gXxPePvix" lemma="dnmouvpyw"/>
" fhead="n" "ue" tag="AsPpSp" lemma="pe"/>
* fhead="n" "oxkomo” tag="NoCmMaSgAc" lemma="oKomog"/>
" fhead="n" "va” tag="Ptsj" lemma="va"/>
! " fhead="n" "TEPUATIOTOUV" tag="VbMnIdXx03PIXxPePwXx" lemma="teppatidw"/>
<word i head="n" fhead="n" n="ol" tag="AtDfMaPINm" lemma="0"/>
<word id="10" head="n" fhead="n" token="guyvoi" tag="AjBaMaPINm" lemma="guxvoc"/>

n" fhead="n" token="cipatnpoi” tag="AjBaMaPINm" lemr ‘\.a_"alpumpd("f'
n" fhead="n" token="néAepol" tag="NoCmMaPINm" lemma=" noAzpoq

“n" fhead="n" token="pe1afl" tag="AdXxBa" lemma
“n" fhead="n" token="yerrovikwv" tag="AjBaFePIGe" lemma=
n" fhead="n" token="ywpwv" tag="NoCmFePIGe" |
n" fhead="n" token="mov" tag="PnReMa03PINmXx" lemma="no
“n" fhead="n" token="kopupwdnkav" tag="vVbMnldPa03PIXxPePvXx" lemma="kopupvw"/>
"n" fhead="n" token="pe" tag="AsPpSp" lemma="pe"/>

! ' 0" tag="AtDfMaSgAc" lemma="0"/>
n" fhead="n" token="As0Tepo" tag="NmOdMaSgAcAj" lemma="5e0tepog"/>
" ="n" token="Naykéopo" tag="AjBaMaSgAc" lemma="" na’yKooplo >
! “ en="okepo" tag="NoCmMaSgAc" lemma="ndAepog"/
1" head="n" fhead="n" token="." tag="PTERM_P" lemma="."/>

Fig. 2.4 SL part sample of a Greek-English parallel corpus in PRESEMT

2.2.4 The TL Monolingual Corpus

The TL monolingual corpus is significantly larger than the parallel one and can be
considered as the main resource for the main translation pipeline, as it is used to
build the TL language model responsible for most of the translation tasks. The
corpus size is of the order of a billion tokens. For example, the size of the English
monolingual corpus used by the Greek-English PRESEMT system contains 3.65
billion tokens, while the size of the German one used by the Greek-German
PRESEMT system contains 3.0 billion tokens. However, it should be stressed that
the larger size of the monolingual corpus does not represent a constraint to the
system creation as for most languages monolingual corpora of a good quality are
available and most pre-processing is done offline, to speed up the translation pro-
cess. All monolingual corpora created in PRESEMT were collected using a Web
crawler (Pomikalek and Rychly 2008). Before they can be used in the system, they
are tagged-lemmatised and chunked offline during the pre-processing stage in order
to produce the language model. The corpora with all the relevant annotation
information are also stored using the PRESEMT XML representation shown in
Fig. 2.5.
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<text>
<sentid="1">
<clause id="1"type="">
<phrase id="2" type="PC">
<word id="3" head="n" fhead="y" token="-"tag="-"lemma="-"/>
<word id="4" head="n" fhead="n" token="The" tag="DT" lemma="the"/>
<word id="5" head="n" fhead="n" token="European’ tag="NP" lemma="European’/>
<word id="6" head="y" fhead="n" token="Union" tag="NP" lemma="Union"/>
</phrase>
<phrase id="7" type="VC">
<word id="5" head="n" fhead="y" token="is" tag="VBZ" lemma="be"/>
<word id="9" head="y" fhead="n" token="set" tag="VVN" lemma="set"/>
</phrase>
<phrase id="10" type="PRT >
<word id="11" head="y" fhead="n" token="up” tag="RP" lemma="up"/>
</phrase>
<phrase id="12" type="PC">
<word id="13" head="n" fhead="y" token="with" tag="IN" lemma="with"/>
<word id="14" head="n" fhead="n" token="the" tag="DT" lemma="the"/>
<word id="15" head="y" fhead="n" token="aim" tag="NN" lemma="aim"/>
</phrase>
<phrase id="16" type="PC">
<word id="17" head="n" fhead="y" token="of tag="IN" lemma="0of"/>
<word id="18" head="y" fhead="n" token="ending" tag="VWG" lemma="end"/>
</phrase>
<phrase id="19" type="PC">
<word id="20" head="n" fhead="y" token="." tag="-" lemma="-"/>
<word id="21" head="n" fhead="n" token="the" tag="DT" lemma="the"/>
<word id="22" head="n" fhead="n" token="frequent” tag="JJ)" lemma="frequent’/>
<word id="23" head="n" fhead="n" token="and" tag="CC" lemma="and"/>
<word id="24" head="n" fhead="n" token="bloody" tag="))" lemma="bloody"/>
<word id="25" head="y" fhead="n" token="wars" tag="NNS" lemma="war"/>
</phrase>
<phrase id="26" type="PC">
<word id="27" head="n" fhead="y" token="between" tag="IN" lemma="between"/>
<word id="28" head="y" fhead="n" token="neighbours” tag="NNS" lemma="neighbour’/>
</phrase>
<word id="29" head="n" fhead="n"token="," tag="," lemma=","/>
<phrase id="30" type="PC">
<word id="31" head="n" fhead="y" token="-"tag="-" lemma="-"/>
<word id="32" head="y" fhead="n" token="which" tag="WDT" lemma="which"/>
</phrase>
<phrase id="33" type="VC">
<word id="34" head="y" fhead="y" token="culminated” tag="VVD" lemma="culminate"/>
</phrase>
<phrase id="35" type="PC">
<word id="36" head="n" fhead="y" token="in" tag="IN" lemma="in"/>
<word id="37" head="n" fhead="n" token="the" tag="DT" lemma="the"/>
<word id="38" head="n" fhead="n" token="Second" tag="NP" lemma="Second"/>
9
0

<word id="39" head="n" fhead="n" token="World" tag="NP" lemma="World"/>
<word id="40" head="y" fhead="n" token="War" tag="NP" lemma="War"/>
</phrase>
<word id="41" head="n" fhead="n" token="." tag="SENT" lemma="."/>
</clause>
</sent>
<ftext>

Fig. 2.5 TL part sample of a Greek-English parallel corpus in PRESEMT
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2.3 Processing the Parallel Corpus

The role of the parallel corpus is to produce a phrase-mapping scheme between the
SL and TL using suitably chosen lemma and PoS information in both language
sides and shallow parsing only in the TL. By only using a chunker in the TL side,
PRESEMT avoids the use of an additional external tool, thus increasing portability
to new language pairs, while also avoiding potential incompatibilities when creating
alignments between words and phrases of the two languages.

The processing is performed in two stages. In the first stage, the TL side parsing
scheme is transferred in the SL side by building word and phrase alignments using
PAM. PAM transfers the TL side parsing scheme, which encompasses lemma, tag
and chunking information (namely phrase boundaries and phrase labels), to the SL
side, based on lexical information (retrieved from the lexicon) coupled with sta-
tistical data on PoS tag correspondences extracted from the lexicon. PAM follows a
three-step process, defining alignments based on (a) lexicon entries, (b) similarity of
grammatical features and PoS tag correspondence and (c) the alignments of
neighbours of the unaligned words.

In the second stage, an SL phrasing model is constructed by PMG, by applying
probabilistic methodologies to the PAM output. This phrasing model is then applied
for segmenting any arbitrary SL text being input for translation. Initially, PMG was
implemented using Conditional Random Fields (CRF), due to the high represen-
tational capabilities of this probabilistic model (Lafferty et al. 2001). Alternative
approaches for building PMG based on template-matching principles have been
investigated (cf. Tambouratzis et al. 2013), though unless otherwise stated the
results reported in this volume utilise the CRF model, which is the default tool used
within the PRESEMT methodology.

The following two sections provide a detailed description of (i) the Phrase
Aligner and (ii) the Phrasing Model Generation modules, respectively.

2.3.1 Phrase Aligner Module

To determine a model expressing the transfer of phrases from SL to TL, it is
essential to have the sentences of the parallel corpus analysed into pairs of corre-
sponding phrases in SL and TL. Development work in the earlier MT system
METIS-II (Markantonatou et al. 2009) has demonstrated that when trying to har-
monise the phrasings from two independently created parsers/chunkers (where one
operates in SL and one in TL), extensive effort is required for their modification to
compatible phrasing schemes for SL and TL. Thus, such an approach is not suitable
for a methodology intended to be ported to new language pairs with minimal effort.
To that end, in PRESEMT the Phrase Aligner Module (Tambouratzis et al. 2011) is
developed, to eliminate the need for an SL side parser. PAM is dedicated to
transferring to the SL side the TL side parsing scheme, which encompasses phrase
boundaries and phrase types. During this transfer, the TL side phrase type is
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inherited by the corresponding SL phrase. In terms of its two-phase approach, PAM
has conceptual similarities to a number of works (cf. Och and Ney 2004; Ganchev
et al. 2009), as initially (i) words in the SL sentence are aligned to those of the TL
sentence and afterwards (ii) unaligned SL words are grouped into phrases
depending on agreement of grammatical features.

PAM follows a process divided into three steps, where in each step the aim is to
resolve the alignments for tokens that remain unaligned from earlier steps. In the
first step, alignments are performed on the basis of the lemmas included in the
bilingual lexicon. Thus, tokens between SL and TL are aligned if the lexicon
indicates an equivalence in meanings (i.e. one is a valid translation of the other),
provided that there are not multiple ambiguous matches between lexicon entries and
SL or TL tokens. Later steps use more general information (such as the PoS tag of
the tokens rather than lexical information) to align tokens and thus have a lower
likelihood of producing the correct alignment than the first step. In the second step,
alignments are determined based on the similarity of grammatical features between
adjoining tokens (in morphologically rich languages the information of gender or
case agreement may associate to one another related tokens for grouping in the
same phrase). Finally, in the third step, unaligned words are aligned based on string
similarity as well as on the alignments of their neighbours (under the assumption of
locality of alignments). The entire alignment process is described in detail in
Tambouratzis et al. (2012).

After the alignments on a token level are completed, the aim becomes to map for
each phrase in TL all corresponding tokens in SL so as to create phrases in the SL
side of the parallel corpus. This process results in the establishment of the SL side
phrases, for each of which a correspondence to a TL phrase is defined.

To establish the SL side phrasing, PAM operates on the parallel corpus by
utilising the following resources:

(1) a bilingual lexicon from SL to TL;

(2) an SL tagger-lemmatiser (which may provide both basic PoS characterisation
and more refined features, i.e. case, number, person, etc.);

(3) a TL tagger-lemmatiser and shallow parser (which can again provide basic and
refined features;

(4) a TL clause boundary detection tool.

Based on this set of inputs, PAM decides on the optimal segmentation of the
source sentence into phrases. A multicriterion-type comparison is implemented,
where the aforementioned inputs are prioritised and combined. Though not all
aforementioned inputs need to be present for PAM to work, their use results in a
more accurate alignment.

Alignment Step 1: Lexical information

The bilingual lexicon provides information on likely word and lemma correspon-
dences between SL and TL. The word aligner algorithm performs alignment of SL
words to TL words via the bilingual lexicon. The algorithm allows the one-to-one
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alignment between SL words and TL ones, while rejecting any multiple alignments,
unless the lexicon explicitly provides such information. In the case of multiple
possible alignments, the principle is that for every word k in SL that is potentially
aligned to more than one word in TL, the TL word chosen is the one (a) that has the
minimum distance from the single-aligned TL word and (b) for which the corre-
sponding single-aligned SL word has the minimum distance in tokens from word k.

Correspondences of SL-TL PoS tags are also extracted, by running through the
bilingual lexicon to estimate the likelihood of alignment between PoS tags, for
instance to extrapolate if a verb in SL is more likely to translate to a verb or to a
noun in TL. Such correspondences are used to determine alignments for
out-of-vocabulary cases, where the lexicon does not provide sufficient information.

As an example of the PAM operation, let us consider the following pair of
sentences:

(Greek—SL): Me¢ tqv Evpomnaixy Kowotyta AvOpaka kot ydivfa apyilovov vo
evaovovtal o1 Evpwnaikés ypeg 01KOVOUIKE KOl TOAITIKG.

(English—TL): The European Coal and Steel Community begins to unite European
Countries economically and politically.

It is assumed that the lexicon entries relevant to this pair of sentences are those
listed in Table 2.2. Then, in Fig. 2.6, the SL and TL sides are depicted in the form

Table 2,"2 Indicative lexicon  Greek language English language
entries in lemma and PoS tag . .
form Lexicon entry PoS tag Lexicon entry PoS tag
ELPOTATKOS Aj European 1
avOpokolg No Coal NN
XOPpL No Country NN
SL side TL side
tokens lemmas tokens lemmas
| K | | uE
| v o | the | the
.M levpwnaixag | european | European |
| Kowdtnra | === Myoétnra —| coal | | Coal |
AvBpaxa abpaxag| — |_and | and |
| Kl | Kl | steel | | Steel |
| XdAuBa | | xéhuBag | |community | Community
| apxifouv — apxifw begins e begins
va | va | | to | |
| EvivovTat ' ew.i:vouat unite | [unite |
[ oL european ] | European |
_EupmnuLKEc supwr{mxog _._—____—_________,_._._. country il _:ountries |
XWPES Xwpa econom-cally economically
‘owovopkd| 7 [olovOpKa and | and |
Ko | kat politically politically
noMTika moAmkd

Fig. 2.6 Alignment of words in SL and TL based on the lexical information of Table 2.2
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of token and lemma sequences in the left- and right-hand sides, respectively. The
alignments that can be identified by the lexicon entries are depicted by arrows from
SL to TL, where the dark arrows correspond to unambiguous alignments, while
grey arrows indicate more than one possible alignment per SL and TL token.

Based on the entries of Table 2.2, there are unique correspondences in SL and
TL for the pairs “dvOpokoag”—“coal” and “ydpa”—“country”. On the contrary,
for the lexicon pair “Evpwmnoikdéc—European”, two occurrences exist in both SL
and TL and thus two pairs of possible alignments are in consideration (as noted
before both SL tokens aligning to the same TL one—or vice versa—are not
allowed). In this case, in the absence of any other knowledge, neighbouring tokens
for which alignments are already established help to determine the most likely
alignments. Thus, the alignments for “coal” and “country” are the preferred ones for
the two instances of “European”, as indicated by the solid grey arrows in Fig. 2.6,
while the less likely alignments are indicated by dashed grey lines in the same
figure.

When an SL word remains unaligned, usually due to limited dictionary cover-
age, the algorithm transliterates it (in case of different SL. and TL alphabets, e.g.
Greek and English) and consequently attempts to match it to a word with high
similarity in the TL sentence. Two words, for which no association is indicated by
the lexicon, are considered similar when their letter-wise similarity, in terms of the
longest common sub-sequence ratio, exceeds a threshold.

At the end of Step 1, all possible alignments using lexical information have been
established. SL words that remain unaligned are handled by subsequent steps using
other types of information.

Alignment Steps 2 and 3: Similarity of features

Operating on the output of Step 1, subsequent steps attempt to assign unaligned SL
tokens into phrases, by identifying nearby SL tokens which are aligned, and that are
similar in terms of grammatical features (as indicated by their extended PoS tags).
Thus, for every unassigned SL word the algorithm calculates the similarity of its
extended PoS tag with the extended PoS tags of all the already aligned SL words in
the sentence. The extended PoS similarity for each word is then normalised by
multiplication with a Gaussian function that takes as input the token-wise distance
of words on the sentence. Then, PAM clusters words that match to an acceptable
extent in terms of tag if they are closely positioned in the sentence.

To illustrate this operation, assume the example shown in Fig. 2.7, regarding a
pair of sentences in SL and TL. Several alignments have already been determined
via the lexicon correspondences of Table 2.3, as indicated by the black arrows. One
of the still unaligned words is “otkovopixd”, which is an adjective whose extended
tag includes accusative case, neutral gender and plural number. All three charac-
teristics are shared with those of the token “mpofAnpoata”, and thus it is established
that these two tokens most likely belong to the same phrase. This alignment is
indicated by the dashed arrows of Fig. 2.7.
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(AjNePlAc)  (NoCmNePIAc)

/ /
SL (tokens): Auto mpokalel olkovopkd poPAfpata mavtol otnv EE

SL (lemmas): Autog pokaAw OLKOVOULKG TipoBAnpa navtol o EE

TL (lemmas): (This) (create) (economic problem) (throughout the EU)

TL (tokens): (This) (creates) (economic problems) (throughout the EU)

Fig. 2.7 Example of alignment making use of extended features of neighbouring words (tags are
indicated in brackets for selected words)

Ti]’ble 2.3 I;Iexicon eIlltn'efs Greek language English language

;ei;v;n; o the example 0 Lexicon entry PoS tag Lexicon entry PoS tag
AVTOC Pn This DT
TPOPANpAL No Problem NN
o At The DT
€€ ABBR Eu NN

The final alignment of words to this sentence pair is indicated in Fig. 2.8, where
the last pending alignments have been resolved. This is achieved by the high
likelihood of correspondences within the lexicon entries between tokens with PoS
tag “Av” in Greek and tokens with tag “ADV” in English (both of these corre-
sponding to adverbs).

Regarding the bilingual corpora used, it is advisable to edit them so that the SL
and TL sides of the corpus are as “close” as possible to each other, removing

SL (tokens): Auto mpokaAel olkovopika poPAfpata avtol otnv EE

SL (lemmas): Autog TPOKOAW OLKOVOULKS TtpOBANa tavtol o EE

TL (lemmas): (This) (create) (economic problem) (throughout the EU)

TL (tokens): (This) (creates) (economic problems) (throughout the EU)

Fig. 2.8 Alignment based on the likelihood of PoS correspondences between SL and TL
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metaphors or elliptical constructions and smoothing out divergences between the
two languages. In this way, PAM can focus on extracting information about the
structural transformations needed to transfer from SL to TL, rather than being
affected by divergences between the texts.

2.3.2 Phrasing Model Generation

PAM accomplishes the grouping of SL tokens into phrases, in accordance with the
given TL parsing scheme. Following the transfer of this phrasing scheme to SL,
archetypes become available for developing a phrasing model. This is the task of
the Phrasing Model Generation, which learns by example to segment arbitrary input
text into phrases in compliance with the TL phrasing scheme. If this is achieved, the
aligned parallel corpus can be used to transform the structure of input sentences
from SL to TL.

When initiating the work on the Phrasing Model Generation, a survey of relevant
work was undertaken to identify appropriate methods. Since this is a widely studied
topic, it was decided to select the most promising existing technique (preferably one
which employs free-to-use or open-source software), rather than developing or
reimplementing a new technique. This can speed up the system development and
makes use of already proven techniques (alternative model generation techniques
are investigated in Chap. 6). Most relevant studies have converged at using a
probabilistic methodology. It is widely accepted that among the statistical-based
models used, Conditional Random Fields (Lafferty et al. 2001) provide the most
promising avenue for creating parsers (e.g. Sha and Pereira 2003; Tsuruoka et al.
2009). Due to the expressiveness of the underlying mathematical model, CRF
requires a large number of training patterns to extract an accurate model. In com-
parison with other probabilistic modes, CRF has been found to possess a superior
performance to both Hidden Markov Models (HMMs) and Maximum Entropy
(ME) models by avoiding biasing solutions towards states with few successor states
(Wallach 2004).

A small scale experiment was performed prior to proceeding with the imple-
mentation of PMG. This experiment compared a custom rule-based system (com-
prising approx. 10 rules specified by an expert for identifying phrases) to
probabilistic models, which was refined over three iterations. It was found that the
rule-based system had a segmentation accuracy of just under 70%, much lower than
probabilistic models. Among probabilistic models, HMM had an accuracy of 78%,
while CRF had an accuracy close to 90%. As a result, CRF was chosen to
implement the Phrasing Model Generation module.

The PRESEMT system utilises the CRF model for phrasal segmentation in the
SL. One main requirement for the PMG module is to be language-independent,
allowing the generation of a model for any language, working on a limited training
set. As PRESEMT assumes a parallel corpus of at most a few hundred sentences,
the model should be established taking into account the size of the training set.
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Thus, one needs to move to a higher level of abstraction, beyond token (or lemma)
forms.

Regarding the PMG algorithmic part, the MALLET package (McCallum 2002)
was chosen as it is implemented in java, which is also used for the PRESEMT
prototype. Different system set-ups were experimentally tested for the CRF model
via the options available within MALLET.

Both the default CRF training method (hereafter denoted as “std.”) and the
alternative method (denoted as “alt.””) were tested. Both the complete and reduced
tagsets (denoted as “std.” and “red.”, respectively) were investigated, to determine
the optimal configuration. Another consideration involves the detail used in the
sequence of tokens. For each token in the SL side, there exist different levels of
representation, at token, lemma and tag information. However, a training set of
typically 200 sentences is definitely too small to extract a phrasing model based on
lemmas, so it was decided to employ PoS tags to identify phrase boundaries.

Preliminary experimentation showed improved segmentation accuracy when
using only the basic Part-of-Speech tag (such as “Vb” for verb or “No” for noun),
coupled with the case for tokens that have this type of information. The model order
was also varied, this taking into consideration only the information of the present
word (model 0) but also the previous one (denoted as model 0-1) or even the two
previous ones (model 0-1-2).

Indicative experimental results are reported in Table 2.4, where for each token,
the PMG-generated phrasing information is compared to the gold-standard created
by a language specialist over a 100-sentence development set. The segmentation
accuracy is expressed as the fraction of tokens that are correctly assigned to their
corresponding phrases. The CRF phrasing accuracy peaks at 90%, for the reduced
tagset including only the PoS tag and the case feature. The best results were
achieved when adopting a CRF model with 0-1 order, while higher model orders
resulted in no measurable improvement. Hence, a second-order CRF is used as the
default parser for the SL side in PRESEMT, using the last two tokens. It should be
noted that the MALLET functionalities are integrated within PRESEMT as a
separate module. Thus, the user may invoke via two commands the process that
creates a new phrasing model, first performing alignment (via PAM) and then
generating the phrasing model via the training of CRF.

Table 2.4t l;MG ) Feature Parameters Model order

eyl i S T (YT
1-gram Std. Std. 75.4 80.4 77.8
1-gram Red. Std. 82.4 88.1 84.4
1-gram Red. Alt. 81.3 89.0 86.0
2-gram Std. Std. 73.5 74.8 73.3
2-gram Red. Std. 85.5 86.7 84.5
2-gram Red. Alt. 89.3 90.0 88.7
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2.4 Creating a Language Model for the Target Language

The annotated TL corpus is used for the creation of a language model based on
syntactic phrases. This model is then applied to the translation pipeline for estab-
lishing correct ordering of words within each phrase, disambiguating between
alternative translations and handling functional words (for instance, insertion or
deletion of articles or negation particles).

Unlike the statistical language models that are based on n-grams of words, the
words here are grouped together based on the syntactic phrases extracted from the
chunked TL monolingual corpus. All TL phrases are organised in a hash map, using
as a key the following three factors: (i) phrase type, (ii) lemma of the phrase head
and (iii) PoS tag of the phrase head. Each TL phrase extracted from the corpus is
stored in the equivalent hash map along with its number of occurrences in the
corpus. Finally, each map is serialised and stored in a separate file in the file system,
with an appropriate name for easy retrieval, so that the system will not have to load
the whole model in memory during run-time. For instance, for the English
monolingual corpus, all verb phrases with the lemma of the head token being “read”
and the PoS tag “VV” are stored in the file “Corpora/EN/Phrases/VC/read_VV™.

As an example, let us assume a very small TL corpus consisting only of the
following sentence: “A typical scheme would have eight electrodes penetrating
human brain tissue; wireless electrodes would be much more practical and could
be conformal to several different areas of the brain”. The syntactic phrases
extracted from this small corpus are shown in Table 2.5, while the files created for
the model are shown in Fig. 2.9. Because all phrases only appear once in the
corpus, the frequencies are omitted in the specific example.

It should be noted that, with respect to large corpora, in order to reduce the
number of files created, if a TL phrase file remains very small (based on the
definition of a small threshold value), i.e. it contains very few frequent phrases (less

Table 2.5 Syntactic phrases extracted from the TL monolingual corpus

ID Phrase type Phrase content Phrase head lemma/PoS
1 PC A typical scheme Scheme/NN
2 VvC Would have Have/VH

3 PC Eight electrodes Electrode/NN
4 vC Penetrating Penetrate/VV
5 PC Human brain tissue Tissue/NN

6 PC Wireless electrodes Electrode/NN
7 VC Would be Is/'VB

8 PC Much more practical Practical/]J

9 VvC Could be Is/VB

10 PC Conformal Conformal/JJ
11 PC To several different areas Area/NN

12 PC Of the brain Brain/NN
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File 1: VC/Have_VH File 6: PC/Tissue_NN
2 Would have 5 Human brain tissue
File 2: VC/Is_VB File 7: PC/Practical _JJ
7 Would be 8 Much more practical
9 Could be
File 8: PC/conformal_JJ
File 3: VC/penetrate_VV 10 conformal
2 penetrating
File 9: PC/areas_NN
File 4: PC/scheme_NN 11  To several different areas
1 A typical scheme
File 10: PC/brain_NN
File 5: PC/electrode_ NN 12 Of the brain
3 Eight electrodes
6 Wireless electrodes
Fig. 2.9 Example of monolingual corpus phrases splits into files
Table 2.6 Statistics for the English and German monolingual corpora
English German
Size in tokens 3,658,726,327 3,076,812,674
Number of raw text files (each cont. a block of ca. 87,000 96,000
1 Mbyte)
Sentence number 1.0 x 10® 9.5 x 107
Phrase number 8.0 x 10° 6.0 x 10°
Number of extracted phrase files 380,000 478,000

than 10 unique ones), it is not stored separately, but its content is moved in a file
with similarly rare phrases.

Table 2.6 provides statistics for the phrase TL language models created for the
English and German languages.
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