
Chapter 2
Quantum Field Theory and Quantum
Electrodynamics

One of the main reasons why quantities like the anomalous magnetic moment of
the muon attract so much attention is their prominent role in basic tests of QFT
in general and of Quantum Electrodynamics (QED) and the Standard Model (SM)
in particular. QED and the SM provide a truly basic framework for the properties
of elementary particles and allow us to make unambiguous theoretical predictions
which may be confronted with clean experiments which allows one to control sys-
tematic errors with amazing precision. In order to set up notation we first summarize
some basic concepts. The reader familiar with QED, its renormalization and leading
order radiative corrections may skip this introductory section, which is a modernized
version of material covered by classical textbooks [1, 2]. Since magnetic moments
of elementary particles are intimately related to the spin the latter plays a key role
for this book. In a second section, therefore, we will have a closer look at how the
concept of spin comes into play in quantum field theory.

2.1 Quantum Field Theory Background

2.1.1 Concepts, Conventions and Notation

We briefly sketch some basic concepts and fix the notation. A relativistic quan-
tum field theory (QFT), which combines special relativity with quantum mechan-
ics [3], is defined on the configuration space of space–time events described by points
(contravariant vector)

xμ = (
x0, x1, x2, x3) = (

x0, x
) ; x0 = t (= time)
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in Minkowski space with metric

gμν = gμν =

⎛

⎜⎜
⎝

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

⎞

⎟⎟
⎠ .

The metric defines a scalar product1

x · y = x0y0 − x · y = gμν xμyν = xμxμ

invariant under Lorentz transformations, which include

1. rotations
2. special Lorentz transformations (boosts)

The set of linear transformations (Λ, a)

xμ → xμ′ = Λμ
ν xν + aμ (2.1)

which leave invariant the distance

(x − y)2 = gμν(xμ − yμ)(xν − yν) (2.2)

between two events x and y from the Poincaré group P. P includes the Lorentz
transformations and the translations in time and space.

Besides the Poincaré invariance, also space reflections (called parity) P and time
reversal T, defined by

Px = P (x0, x) = (x0,−x) , T x = T (x0, x) = (−x0, x) , (2.3)

play an important role. They are symmetries of the electromagnetic (QED) and
the strong interactions (QCD) but are violated by weak interactions. The proper
orthochronous transformations P↑+ do not include P and T, which requires the con-
straints on the determinant (orientation of frames) detΛ = 1 and the direction of
time Λ0

0 ≥ 0.
Finally, we will need the totally antisymmetric pseudo–tensor

εμνρσ =
⎧
⎨

⎩

+1 (μνρσ) even permutation of (0123)
−1 (μνρσ) odd permutation of (0123)
0 otherwise ,

1As usual we adopt the summation convention: repeated indices are summed over unless
stated otherwise. For Lorentz indices μ, · · · = 0, 1, 2, 3 summation only makes sense
(i.e. respects L–invariance) between upper (contravariant) and lower (covariant) indices and is
called contraction.
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which besides gμν is the second numerically Lorentz–invariant (L–invariant) tensor.
Useful relations are

εμνρσεμνρσ = −24
εμνρσεμνρσ′ = −6δσ

σ′

εμνρσεμνρ′σ′ = −2δρ
ρ′δ

σ
σ′ + 2δρ

σ′δ
σ
ρ′

εμνρσεμν ′ρ′σ′ = −δν
ν ′δ

ρ
ρ′δ

σ
σ′ + δν

ν ′δ
ρ
σ′δ

σ
ρ′ + δν

ρ′δ
ρ
ν ′δ

σ
σ′ − δν

ρ′δ
ρ
σ′δ

σ
ν ′ − δν

σ′δ
ρ
ν ′δ

σ
ρ′ + δν

σ′δ
ρ
ρ′δ

σ
ν ′

(2.4)

In QFT relativistic particles are described by quantum mechanical states,2 like
|�−(p, r)〉 for a lepton �− of momentum p and 3rd component of spin r [4] (Wigner

2A relativistic quantum mechanical system is described by a state vector |ψ〉 ∈ H in Hilbert
space, which transforms in a specific way under P↑+. We denote by |ψ′〉 the state transformed

by (Λ, a) ∈ P↑+ . Since the system is required to be invariant, transition probabilities must be
conserved

|〈φ′|ψ′〉|2 = |〈φ|ψ〉|2 . (2.5)

Therefore, there must exist a unitary operator U (Λ, a) such that

|ψ〉 → |ψ′〉 = U (Λ, a) |ψ〉 ∈ H
and U (Λ, a) must satisfy the group law:

U (Λ2, a2) U (Λ1, a1) = ωU (Λ2Λ1,Λ2a1 + a2) .

This means that U (Λ, a) is a representation up to a phase ω (ray representation) of P↑+. Without
loss of generality one can choose ω = ±1 (Wigner 1939).

The generators of P↑+ are the relativistic energy–momentum operator Pμ

U (a) ≡ U (1, a) = ei Pμaμ = 1+ i Pμaμ + . . . (2.6)

and the relativistic angular momentum operator Mμν

U (Λ) ≡ U (Λ, 0) = e
i
2 ωμν Mμν = 1+ i

2
ωμν Mμν + . . . (2.7)

Since for infinitesimal transformations we have

Λμ
ν = δμ

ν + ωμ
ν with ωμν = −ωνμ,

the generators Mμν are antisymmetric:

Mμν = −Mνμ .

By unitarity of U (Λ, a), Pμ and Mμν are Hermitian operators on the Hilbert space. The generator
of the time translations P0 represents the Hamiltonian H of the system (H ≡ P0) and determines
the time evolution. If |ψ〉 = |ψ〉H is a Heisenberg state, which coincides with the Schrödinger state
|ψ(0)〉S at t = 0, then |ψ(t)〉S = e−iHt |ψ(0)〉S represents the state of the system at time t .
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states). Spin will be considered in more detail in the next section. These states carry
L–invariant mass p2 = m2 and spin s, and may be obtained by applying correspond-
ing creation operators a+(p, r) to the ground state |0〉, called vacuum:

|p, r〉 = a+(p, r) |0〉 . (2.8)

The energy of the particle is p0 = ωp =
√

p2 + m2. The Hermitian adjoints of the
creation operators, the annihilation operators a(p, r)

.= (a+(p, r))+, annihilate a
state of momentum p and 3rd component of spin r ,

a(p, r)|p′, r ′〉 = (2π)3 2ωp δ(3)(p− p ′) δrr ′ |0〉

and since the vacuum is empty, in particular, they annihilate the vacuum

a(p, r) |0〉 = 0 . (2.9)

The creation and annihilation operators for leptons (spin 1/2 fermions), a and a+,
and the corresponding operators b and b+ for the antileptons, satisfy the canonical
anticommutation relations (Fermi statistics)

{
a(p, r), a+(p ′, r ′)

} = {
b(p, r), b+(p ′, r ′)

} = (2π)3 2ωp δ(3)(p−p ′) δrr ′ (2.10)

with all other anticommutators vanishing.Note, the powers of 2π appearing at various
places are convention dependent. Corresponding creation and annihilation operators
for photons (spin 1 bosons) satisfy the commutation relations (Bose statistics)

[
c(p,λ), c+(p ′,λ′)

] = (2π)3 2ωp δ(3)(p− p ′) δλλ′ . (2.11)

In configuration space particles have associated fields [5–7]. The leptons are rep-
resented by Dirac fields ψα(x), which are four–component spinors α = 1, 2, 3, 4,
and the photon by the real vector potential field Aμ(x) fromwhich derives the electro-
magnetic field strength tensor Fμν = ∂μ Aν − ∂ν Aμ. The free fields are represented
in terms of the creation and annihilation operators

ψα(x) =
∑

r=±1/2

∫
dμ(p)

{
uα(p, r) a(p, r) e−ipx + vα(p, r) b+(p, r) eipx

}
(2.12)

for the fermion, and

Aμ(x) =
∑

λ=±

∫
dμ(p)

{
εμ(p,λ) c(p,λ) e−ipx + h.c.

}
(2.13)

for the photon (h.c. = Hermitian conjugation). The Fourier transformation has to
respect that the physical state is on the mass–shell and has positive energy (spectral
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Tachyons

|�p |
unphysical

all physical states

E > 0p0

E < 0
unphysical

m = 0 �� p0 = |� p|

p
2 =

0

pμ

x2

x0 = ct

x1

world line photon

world line
particle m > 0

45◦

Fig. 2.1 Left the spectral condition: p2 = m2 ≥ 0, p0 = E = √
p2 + m2 ≥ 0. Right Einstein

causality: physical signals propagate inside the light–cone x2 ≥ 0 (time-like)

condition: p2 = m2, p0 ≥ m, m ≥ 0 see Fig. 2.1), thus p0 = ωp =
√

m2 + p2 and

∫
dμ(p) · · · ≡

∫
d3 p

2ωp(2π)3
· · · =

∫
d4 p

(2π)3
Θ(p0)δ(p2 − m2) · · ·

Note that Fourier amplitudes e∓ipx in (2.12) and (2.13), because of the on–shell con-
dition p0 = ωp, are plane wave (free field) solutions of the Klein–Gordon equation:
(�x +m2) e∓ipx = 0 or the d’ Alembert equation �x e∓ipx = 0 for the photon where
mγ = 0. Therefore, the fields themselves satisfy the Klein–Gordon or the d’ Alem-
bert equation, respectively. The “amplitudes” u, v and εμ, appearing in (2.12) and
(2.13) respectively, are classical one–particle wave functions (plane wave solutions)
satisfying the free field equations in momentum space.3 Thus u the lepton wavefunc-
tion and v the antilepton wavefunction are four–spinors, c–number solutions of the
Dirac equations,

( �p − m) uα(p, r) = 0 , for the lepton
( �p + m) vα(p, r) = 0 , for the antilepton.

(2.15)

3Our convention for the four–dimensional Fourier transformation for general (off–shell) fields,
reads (all integrations from −∞ to +∞)

ψ̃(p) =
∫

d4x eipxψ(x) , Ãμ(p) =
∫

d4x eipx Aμ(x) . (2.14)

The inverse transforms then take the form

ψ(x) =
∫

d4 p

(2π)4
e−ipx ψ̃(p) , Aμ(x) =

∫
d4 p

(2π)4
e−ipx Ãμ(p) , δ(4)(x) =

∫
d4 p

(2π)4
e−ipx

and hence the derivative with respect to xμ turns into multiplication by the four–momentum −ipμ:
∂μψ(x) →−ipμψ̃(p) etc.
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As usual, we use the short notation � p .= γμ pμ = γ0 p0 − γp (repeated indices
summed over). Note that the relations (2.15) directly infer that the Dirac field is a
solution of the Dirac equation (iγμ∂μ − m) ψ(x) = 0.

The γ−matrices are 4× 4 matrices which satisfy the Dirac algebra4:

{γμ, γν} = γμγν + γνγμ = 2gμν (2.16)

The L–invariant parity odd matrix γ5 (under parity γ0 → γ0, γi →−γi i = 1, 2, 3)

γ5 = iγ0γ1γ2γ3 = i

4! εμνρσγμγνγργσ ; γ2
5 = 1 ; γ5 = γ+5 (2.17)

satisfies the anticommutation relation

{γ5, γμ} = γ5γ
μ + γμγ5 = 0 (2.18)

and is required for the formulation of parity violating theories like the weak inter-
action part of the Standard Model (SM) and for the projection of Dirac fields to
left–handed (L) and right–handed (R) chiral fields

ψR = Π+ψ ; ψL = Π−ψ (2.19)

4Dirac’s γ–matrices are composed from Pauli matrices. In quantummechanics spacial rotations are
described by the group of unitary, unimodular (detU = 1) complex 2 × 2 matrix transformations
SU(2) rather than by classical O(3) rotations. The structure constants are given by εikl (i, k, l =
1, 2, 3) the fully antisymmetric permutation tensor. The generators of SU(2) are given by Ti =
σi
2 ; σi (i = 1, 2, 3) in terms of the 3 Hermitian and traceless Pauli matrices

σ1 =
(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)

one of which (σ3) is diagonal. The properties of the Pauli matrices are

[σi ,σk ] = 2iεiklσl , {σi ,σk} = 2δik

σ+i = σi , σ2
i = 1 , Tr σi = 0

σi σk = 1

2
{σi ,σk} + 1

2
[σi ,σk ] = δik + iεiklσl

As usual we denote by [A, B] = AB−B A the commutator, by {A, B} = AB+B A the anticommu-
tator. Dirac’s γ–matrices in standard representation (as an alternative to the helicity representation,
considered below) are

γ0 =
(
1 0
0 −1

)
, γi =

(
0 σi

−σi 0

)
, γ5 =

(
0 1
1 0

)

.
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where

Π± = 1

2
(1± γ5) (2.20)

are Hermitian chiral projection matrices5

Π+ +Π− = 1 , Π+Π− = Π−Π+ = 0 , Π2
− = Π− and Π2

+ = Π+ .

Note that ψ+ψ or u+u, which might look like the natural analog of |ψ|2 = ψ∗ψ
of the lepton wave function in quantum mechanics, are not scalars (invariants) under
Lorentz transformations. In order to obtain an invariant we have to sandwich the
matrix A which implements Hermitian conjugation of the Dirac matrices Aγμ A−1 =
γ+μ . One easily checks that wemay identify A = γ0. Thus defining the adjoint spinor

by ψ̄
.= ψ+γ0 we may write ψ+Aψ = ψ̄ψ etc.

The standard basis of 4 × 4 matrices in four–spinor space is given by the 16
elements

Γi = 1 , γ5 , γμ , γμγ5 and σμν = i

2

[
γμ, γν

]
. (2.22)

The corresponding products ψ̄Γiψ are scalars in spinor space and transform as ordi-
nary scalar (S), pseudo–scalar (P), vector (V), axial–vector (A) and tensor (T), respec-
tively, under Lorentz transformations.

5Usually, the quantization of a massive particle with spin is defined relative to the z–axis as a
standard frame. In general, the direction of polarization ξ , ξ 2 = 1 in the rest frame may be chosen
arbitrary. For a massive fermion of momentum p

Π± = 1

2
(1± γ5n/)

define the general from of covariant spin projection operators, where n is a space like unit vector
orthogonal to p

n2 = −1 ; n · p = 0 .

The general form of n is obtained by applying Lorentz–boost Lp to the polarization vector in the
rest frame

n = Lp (0, ξ ) =
(

p · ξ
m

, ξ + p · ξ
m (p0 + m)

p
)

. (2.21)

When studying polarization phenomena the polarization vectors n enter as independent additional
vectors in covariant decompositions of amplitudes, besides the momentum vectors.
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Products of Dirac matrices may be expressed in terms of the basis, as

γμγν = 1

2

{{γμ, γν} + [
γμ, γν

]} = gμν − iσμν

γμγνγρ = (gμνgρσ + gμσgρν − gμρgνσ) γσ − i εμνρσγσγ5

σμν γ5 = i

2
εμνρσ σρσ .

The Dirac spinors satisfy the normalization conditions

ū(p, r)γμu(p, r ′) = 2 pμδrr ′ ,

ū(p, r)v(p, r ′) = 0 ,

v̄(p, r)u(p, r ′) = 0 ,

v̄(p, r)γμv(p, r ′) = 2 pμδrr ′

ū(p, r)u(p, r) = 2m δrr ′

v̄(p, r)v(p, r) = −2m δrr ′
(2.23)

and completeness relations

∑
r u(p, r)ū(p, r) = p/+ m ,

∑
rv(p, r)v̄(p, r) = p/− m . (2.24)

For the photon the polarization vector εμ(p,λ) satisfies the normalization

εμ(p,λ)εμ∗(p,λ′) = −δλλ′ , (2.25)

the completeness relation

∑

λ=±
εμ(p,λ)ε∗ν(p,λ) = −gμν + pμ fν + pν fμ , (2.26)

and the absence of a scalar mode requires

pμε
μ(p,λ) = 0 . (2.27)

The “four–vectors” f in the completeness relation are arbitrary gauge dependent
quantities, which must drop out from physical quantities. Gauge invariance, i.e.
invariance under Abelian gauge transformations Aμ → Aμ − ∂μα(x), α(x) an
arbitrary scalar function, amounts to the invariance under the substitutions

εμ → εμ + λ pμ ; λ an arbitrary constant (2.28)

of the polarization vectors. One can prove that the polarization “vectors” for massless
spin 1 fields can not be covariant. The non–covariant terms are always proportional
to pμ, however.

Besides a definite relativistic transformation property, like

U (Λ, a)ψα(x)U−1(Λ, a) = Dαβ(Λ−1)ψβ(Λx + a) ,
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for a Dirac field, where D(Λ) is a four–dimensional (non–unitary) representation of
the group SL(2, C)which, in contrast to L↑+ itself, exhibits true spinor representations
(see Sect. 2.2). The fields are required to satisfy Einstein causality: “no physical
signal may travel faster than light”, which means that commutators for bosons and
anticommutators for fermions must vanish outside the light cone (see Fig. 2.1)

[
Aμ(x), Aν(x ′)

] = 0 ,
{
ψα(x), ψ̄β(x ′)

} = 0 for (x − x ′)2 < 0 .

This is only possible if all fields exhibit two terms, a creation and an annihilation
part, and for charged particles this means that to each particle an antiparticle of the
same mass and spin but of opposite charge must exist [8]. In addition, and equally
important, causality requires spin 1/2, 3/2, · · · particles to be fermions quantized
with anticommutation rules and hence necessarily have to fulfill the Pauli exclu-
sion principle [9], while spin 0, 1, · · · must be bosons to be quantized by normal
commutation relations [10]. Note that neutral particles only, like the photon, may be
their own antiparticle, the field then has to be real. The main consequences of the
requirements of locality and causality of a relativistic field theory may be cast into
the two theorems: − the spin–statistics theorem −
Theorem 2.1 Bosons quantized with commutation relations must have integer spin.
Fermions quantized with anticommutation relations must have half odd–integer spin.

− the particle–antiparticle crossing theorem −
Theorem 2.2 Each particle of mass m and spin j must have associated an antiparti-
cle with the same mass and spin, and which transforms under the same representation
of P↑+. A particle may be its own antiparticle. If charged, particle and antiparticle
have opposite charge.

For rigorous proofs of the theorems I refer to [11].

2.1.2 C, P, T and CPT

In QED as well as in QCD, not however in weak interactions, interchanging particles
with antiparticles defines a symmetry, charge conjugation C. It is mapping particle
into antiparticle creation and annihilation operators and vice versa:

a(p, r)
C↔ b(p, r) , a+(p, r)

C↔ b+(p, r) ,

up to a phase. For the Dirac field charge conjugation reads (see 2.36)

ψα(x)
C→ Cαβψ̄T

β (x) (2.29)
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with (X T = transposition of the matrix or vector X )

C = i
(
γ2γ0) = −i

(
0 σ2

σ2 0

)
. (2.30)

Properties of C are:

CT = −C , CγμC−1 = − (γμ)
T ,

and for the spinors charge conjugation takes the form

(Cu)T = v̄ and (Cv)T = ū , (2.31)

which may be verified by direct calculation.
As under charge conjugation the charge changes sign, also the electromagnetic

current must change sign

U (C) jμ
em(x) U−1(C) = − jμ

em(x) . (2.32)

Notice that for any contravariant four–vector jμ wemay write the parity transformed
vector ( j0,−j) ≡ jμ as a covariant vector. We will use this notation in the following.

Since the electromagnetic interactionLQED
int = ejμ

em(x)Aμ(x) respects C–, P– and
T–invariance6 separately,we immediately get the following transformation properties
for the photon field:

U (C) Aμ(x) U−1(C) = −Aμ(x)

U (P) Aμ(x) U−1(P) = (P A)μ(Px) = Aμ(Px)

Ū (T ) Aμ(x) Ū−1(T ) = −(T A)μ(T x) = Aμ(T x) .

(2.35)

Notice that the charge parity for the photon is η
γ
C = −1 .

6Any transformation which involves time-reversal T must be implemented as an anti–unitary trans-
formation Ū (T ), because the Hamiltonian cannot be allowed to change sign by the requirement of
positivity of the energy (Wigner 1939). Anti–unitarity is defined by the properties

Ū (α|ψ〉 + β|φ〉) = α∗Ū |ψ〉 + β∗Ū |φ〉 = α∗|ψ′〉 + β∗|φ′〉 (2.33)

and
〈ψ′|φ′〉 = 〈ψ|φ〉∗ . (2.34)

The complex conjugationofmatrix elements is admitted by the fact that it also preserves the probabil-
ity |〈ψ|φ〉|2. Because of the complex conjugation of matrix elements an anti–unitary transformation
implies a Hermitian transposition of states and operators.
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For the Dirac fields C, P and T take the form

U (C) ψα(x) U−1(C) = i
(
γ2γ0

)
αβ

ψ̄T
β (x)

U (P) ψα(x) U−1(P) = (
γ0
)
αβ

ψβ(Px)

Ū (T ) ψα(x) Ū−1(T ) = i
(
γ2γ5

)
αβ

ψ̄T
β (T x)

(2.36)

where the phases have been chosen conveniently. We observe that, in contrast to
the boson fields, the transformation properties of the Dirac fields are by no means
obvious; they follow from applying C, P and T to the Dirac equation.

A very important consequence of relativistic local quantum field theory is the
validity of the CPT–theorem:

Theorem 2.3 Any Poincaré (P↑+) [special Lorentz transformations, rotations plus
translations] invariant field theory with normal commutation relations [bosons satis-
fying commutation relations, fermions anticommutation relations] is CPT invariant.

Let Θ = CPT where C, P and T may be applied in any order. There exists an
anti–unitary operator Ū (Θ) which (with an appropriate choice of the phases) is
transforming scalar, Dirac and vector fields according to

Ū (Θ) φ(x) Ū−1(Θ) = φ∗(−x)

Ū (Θ) ψ(x) Ū−1(Θ) = iγ5ψ(−x)

Ū (Θ) Aμ(x) Ū−1(Θ) = −Aμ(−x) ,

(2.37)

and which leaves the vacuum invariant: Ū (Θ)|0〉 = |0〉 up to a phase. The CPT–
theorem asserts that the transformation Ū (Θ) under very general conditions is a
symmetry of the theory (Lüders 1954, Pauli 1955, Jost 1957) [12].

The basic reason for the validity of the CPT–theorem is the following: If we
consider a Lorentz transformation Λ ∈ L↑+ represented by a unitary operator
U (χ,ω = n θ) (χ parametrizing a Lorentz–boost, ω parametrizing a rotation),
then the operator U (χ, n (θ + 2π)) = −U (χ, n θ) is representing the same L–
transformation. In a local quantum field theory the mapping Λ →−Λ for Λ ∈ L↑+,
which is equivalent to the requirement that Θ : x → −x must be a symmetry: the
invariance under four–dimensional reflections.

Consequences of CPT are that modulus of the charges, masses, g–factors and
lifetimes of particles and antiparticles must be equal. Consider a one particle state
|ψ〉 = |e, p, s〉 where e is the charge, p the momentum and s the spin. The CPT
conjugate state is given by ˜|ψ〉 = |−e, p,−s〉. The state |ψ〉 is an eigenstate of the
Hamiltonian which is describing the time evolution of the free particle:

H |ψ〉 = E |ψ〉 (2.38)

and the CPT conjugate relation reads H̃ ˜|ψ〉 = E ˜|ψ〉. Since H̃ = H by the CPT
theorem, we thus have
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H ˜|ψ〉 = E ˜|ψ〉 . (2.39)

At p = 0 the eigenvalue E reduces to the mass and therefore the two eigenvalue
equations say that the mass of particle and antiparticle must be the same:

m̄ = m . (2.40)

The equality of the g–factors may be shown in the same way, but with a Hamiltonian
which describes the interaction of the particle with a magnetic field B. Then (2.38)
holds with eigenvalue

E = m − g

(
e�

2mc

)
s · B . (2.41)

The CPT conjugate state (e → −e, s → −s, m → m̄, g → ḡ, B → B) according
to (2.39) will have the same eigenvalue

E = m̄ − ḡ

(
e�

2m̄c

)
s · B . (2.42)

and since m̄ = m we must have

ḡ = g (2.43)

For the proof of the equality of the lifetimes

τ̄ = τ (2.44)

we refer to the textbook [13]. Some examples of experimental tests of CPT, relevant
in our context, are (see [14])

|qe+ + qe− |/e < 4× 10−8
(me+ − me−)/maverage < 8× 10−9 90% CL
(ge+ − ge−)/gaverage (−0.5± 2.1)× 10−12
(gμ+ − gμ−)/gaverage (−0.11± 0.12)× 10−8
(τμ+ − τμ−)/τaverage (2± 8)× 10−5 .

The best test of CPT comes from the neural Kaon mass difference
∣∣∣∣
m

K
0 − mK 0

mK 0

∣∣∣∣ ≤ 0.6× 10−18 at CL = 90% .

The existence of a possible electric dipole moment we have discussed earlier on
p. 9 of the Introduction. An electric dipole moment requires a T violating theory
and the CPT theorem implies that equivalently CP must be violated. In fact, CP
invariance alone (independently of CPT and T) gives important predictions relating
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decay properties of particles and antiparticles. We are interested here particularly in
μ–decay, which plays a crucial role in the muon g−2 experiment. Consider a matrix
element for a particle a with spin sa at rest decaying into a bunch of particles b, c,
· · · with spins sb, sc, · · · and momenta pb, pc, · · · :

M = 〈pb, sb; pc, sc; · · · |Hint|0, sa〉 . (2.45)

Under CP we have to substitute sa → sā, pa →−pā, etc. such that, providedHint

is CP symmetric we obtain

M̄ = 〈−pb̄, sb̄; −pc̄, sc̄; · · · |Hint|0, sā〉 ≡M . (2.46)

The modulus square of these matrix–elements gives the transition probability for the
respective decays, and (2.46) tells us that the decay rate of a particle into a particular
configuration of final particles is identical to the decay rate of the antiparticle into
the same configuration of antiparticles with all momenta reversed.

For the muon decay μ− → e−ν̄eνμ, after integrating out the unobserved neutrino
variables, the decay electron distribution is of the form

dNe−

dx d cos θ
= A(x)+ B(x) ŝμ · p̂e− , (2.47)

where x = 2pe−/mμ with pe− the electron momentum in the muon rest frame and
cos θ = ŝμ · p̂e−, ŝμ and p̂e− the unit vectors in direction of sμ and pe−.

The corresponding expression for the antiparticle decay μ+ → e+νeν̄μ reads

dNe+

dx d cos θ
= Ā(x)+ B̄(x) ŝμ · p̂e+ , (2.48)

and therefore for all angles and all electron momenta

A(x)+ B(x) cos θ = Ā(x)− B̄(x) cos θ

or

A(x) = Ā(x) , B(x) = −B̄(x) . (2.49)

It means that the decay asymmetry is equal in magnitude but opposite in sign for μ−
and μ+. This follows directly from CP and independent of the type of interaction
(V−A, V+A, S, P or T) and whether P is violated or not. In spite of the fact that
the SM exhibits CP violation (see the Introduction to Sect. 4.2), as implied by a CP
violating phase in the quark family mixing matrix in the charged weak current, in
μ–decay CP violation is a very small higher order effect and by far too small to have
any detectable trace in the decay distributions, i.e., CP symmetry is perfectly realized
in this case. The strong correlation between the muon polarization and charge on the

http://dx.doi.org/10.1007/978-3-319-63577-4_4
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one side (see Chap. 6) and the decay electron/positron momentum is a key element
of tracing spin polarization information in the muon g − 2 experiments.

CP violation, and the associated T violation plays an important role in determining
the electric dipole moment of electrons and muons. In principle it is possible to test
T invariance in μ–decay by searching for T odd matrix elements like

se ·
(
sμ × pe

)
. (2.50)

This is very difficult and has not been performed. Amethod which works is the study
of the effect of an electric dipole moment on the spin precession in the muon g − 2
experiment. This will be studied in Sect. 6.3.1 on p. 584.

Until recently, the best limit for the electron (1.8) has been obtained by inves-
tigating T violation in Thallium (205Tl) where the EDM is enhanced by the ratio
R = datom/de, which in the atomic Thallium ground state studied is R = −585.
Investigated are v×E terms in high electrical fields E in an atomic beam magnetic–
resonance device [15]. A new experiment [16], using the polar molecule Thorium
monoxide (ThO), finds

de = (2.1± 3.7 stat ± 2.5 syst)× 10−29 e · cm .

This corresponds to an upper limit of |de| < 8.7×10−29 e ·cm with 90% confidence,
an order of magnitude improvement in sensitivity compared to the previous best
limits.

2.2 The Origin of Spin

As promised at the beginning of the chapter the intimate relation of the anomalous
magnetic moment to spin is a good reason to have a closer look at how spin comes
into play in particle physics. The spin and the magnetic moment of the electron did
become evident from the deflection of atoms in an inhomogeneous magnetic field
and the observation of the fine structure by optical spectroscopy [17–19].7 Spin is
the intrinsic “self–angular momentum” of a point–particle and when it was observed
by Goudsmit and Uhlenbeck it was completely unexpected. The question about
the origin of spin is interesting because it is not obvious how a point–like object
can possess its own angular momentum. A first theoretical formulation of spin in
quantum mechanics was given by Pauli in 1927 [20], where spin was introduced as
a new degree of freedom saying that there are two species of electrons in a doublet.

In modern relativistic terms, in the SM, particles and in particular leptons and
quarks are considered to be massless originally, as required by chiral symmetry. All
particles acquire their mass due to symmetry breaking via the Higgs mechanism: a

7Particle spin has been discovered by Ralph Kronig (well known for the Kramers Kronig relation)
in 1925 before the Uhlenbeck and Goudsmit publication.

http://dx.doi.org/10.1007/978-3-319-63577-4_6
http://dx.doi.org/10.1007/978-3-319-63577-4_6
http://dx.doi.org/10.1007/978-3-319-63577-4_1
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Fig. 2.2 Massless
“electrons” have fixed
helicities � p�s

ψ
L⇐◦> P↔

� p �s

ψ
R ⇐◦>

scalar neutral Higgs field8 H develops a non–vanishing vacuum expectation value
v and particles moving in the corresponding Bose condensate develop an effective
mass. In the SM, in the physical unitary gauge a Yukawa interaction term upon a
shift H → H + v

LYukawa =
∑

f

G f√
2

ψ̄ f ψ f H →
∑

f

(
m f ψ̄ f ψ f + m f

v
ψ̄ f ψ f H

)
(2.51)

induces a fermionmass termwithmassm f = G f√
2
vwhereG f is theYukawa coupling.

In the massless state there are actually two independent electrons characterized by
positive and negative helicities (chiralities) corresponding to right–handed (R) and
left–handed (L) electrons, respectively, which do not “talk” to each other. Helicity
h is defined as the projection of the spin vector onto the direction of the momentum
vector

h
.= S

p
|p| (2.52)

as illustrated in Fig. 2.2 and transform into each other by space-reflections P (parity).
Only after a fermion has acquired a mass, helicity flip transitions as effectively medi-
ated by an anomalousmagneticmoment (see below) are possible. In a renormalizable
QFT an anomalous magnetic moment term is not allowed in the Lagrangian. It can
only be a term induced by radiative corrections and in order not to vanish requires
chiral symmetry to be broken by a corresponding mass term.

Angular momentum has to do with rotations, which form the rotation group
O(3). Ordinary 3–space rotations are described by orthogonal 3 × 3 matrices R
(R RT = RT R = I where I is the unit matrix and RT denotes the transposed matrix)
acting as x′ = Rx on vectors x of three–dimensional Euclidean position space R3.
Rotations are preserving scalar products between vectors and hence the length of
vectors as well as the angles between them. Multiplication of the rotation matrices
is the group operation and of course the successive multiplication of two rotations is
non–commutative [R1, R2] �= 0 in general. The rotation group is characterized by
the Lie algebra [Ji ,J j ] = εi jkJk , where the Ji ’s are normalized skew symmetric
3× 3 matrices which generate the infinitesimal rotations around the x , y and z axes,
labeled by i, j, k = 1, 2, 3. By εi jk we denoted the totally antisymmetric Levi-Civita

8The existence of the Higgs boson has been postulated in 1964 by Englert, Brout and Higgs
[21, 22] to be a necessary ingredient of minimal renormalizable theory of electroweak interactions,
and has been discovered with a mass about 125GeV 48 years later in 2012 by the ATLAS [23] and
the CMS [24] collaborations at the LHC at CERN in Switzerland.
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tensor. The Lie algebra may be written in the form of the angular momentum algebra

[Ji , Jj ] = iεi jk Jk (2.53)

by setting Ji = −iJi , with Hermitian generators Ji = J+i . The latter form is well
known from quantum mechanics (QM). In quantum mechanics rotations have to be
implemented by unitary representations U (R) (UU+ = U+U = I and U+ is the
Hermitian conjugate of U ) which implement transformations of the state vectors in
physical Hilbert space |ψ〉′ = U (R)|ψ〉 for systems rotated relative to each other.
Let Ji be the generators of the infinitesimal transformations of the group O(3),
the angular momentum operators, such that a finite rotation of magnitude |ω| = θ
about the direction of n = ω/θ may be represented by U (R(ω)) = exp−iωJ (ωi ,
i = 1, 2, 3 a real rotation vector).While for ordinary rotations the Jk’s are again 3×3
matrices, in fact the lowest dimensional matrices which satisfy (2.53) in a non–trivial
manner are 2 × 2 matrices. The corresponding Lie algebra is the one of the group
SU(2) of unitary 2× 2 matrices U with determinant unity: detU = 1. It is a simply
connected group and in fact it is the universal covering group of O(3), the latter
being doubly connected. Going to SU(2) makes rotations a single valued mapping
in parameter space which is crucial to get the right phases in the context of QM.
Thus SU(2) is lifting the two–fold degeneracy of O(3). As a basic fact in quantum
mechanics rotations are implemented as unitary representations of SU(2) and not
by O(3) in spite of the fact that the two groups share the same abstract Lie algebra,
characterized by the structure constants εi jk . Like O(3), the group SU(2) is of order
r = 3 (number of generators) and rank l = 1 (number of diagonal generators). The
generators of a unitary group are Hermitian and the special unitary transformations
of determinant unity requires the generators to be traceless. The canonical choice is
Ji = σi

2 ;σi the Pauli matrices

σ1 =
(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
(2.54)

There is one diagonal operator S3 = σ3
2 the 3rd component of spin. The eigenvectors

of S3 are

U (r = 1

2
,−1

2
) =

(
1
0

)
,

(
0
1

)
. (2.55)

characterized by the eigenvalues of 1
2 ,− 1

2 of S3 called spin up [↑] and spin down
[↓], respectively. The eigenvectors represent the possible independent states of the
system: two in our case. They thus span a two–dimensional space of complex vectors
which are called two–spinors. Thus SU(2) is acting on the space of spinors, like
O(3) is acting on ordinary configuration space vectors. From the two non–diagonal
matrices we may form the two ladder operators: S±1 = 1

2 (σ1 ± iσ2)
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S+1 =
(
0 1
0 0

)
, S−1 =

(
0 0
1 0

)

which map the eigenvectors into each other and hence change spin by one unit. The
following figure shows the simplest case of a so called root diagram: the full dots
represent the two states labeled by the eigenvalues S3 = ± 1

2 of the diagonal operator.
The arrows, labeled with S±1 denote the transitions between the different states, as
implied by the Lie algebra:

1
2

1
2

S 3

S 1

S 1

The simplest non–trivial representation of SU(2) is the so called fundamental
representation, the one which defines SU(2) itself and hence has dimension two. It
is the one we just have been looking at. There is only one fundamental represen-
tation for SU(2), because the complex conjugate U ∗ of a representation U which
is also a representation, and generally a new one, is equivalent to the original one.
The fundamental representation describes intrinsic angular momentum 1

2 with two
possible states characterized by the eigenvalues of the diagonal generator ± 1

2 . The
fundamental representations are basic because all others may be constructed by tak-
ing tensor products of fundamental representations. In the simplest case of a product
of two spin 1

2 vectors, which are called (two component) spinors uivk may describe
a spin zero (anti–parallel spins [↑↓]) or a spin 1 (parallel spins [↑↑]).

In a relativistic theory, described in more detail in the previous section, one has to
consider the Lorentz group L↑+ of proper (preserving orientation of space–time [+])
orthochronous (preserving the direction of time [↑]) Lorentz transformations Λ, in
place of the rotation group. They include besides the rotations R(ω) the Lorentz
boosts (special Lorentz transformations) L(χ)9 by velocity χ. Now rotations do not
play any independent role as they are not a Lorentz invariant concept. Correspond-
ingly, purely spatial 3–vectors like the spin vector S = σ

2 do not have an invariant
meaning. However, the three–vector of Pauli matrices σ may be promoted to a four–
vector of 2× 2 matrices:

σμ
.= (1,σ) and σ̂μ

.= (1,−σ) (2.57)

9The special L–transformation L(p) which transforms from a state in the rest frame (m, 0 ) to a
state of momentum pμ may be written as

Li
j = δi

j + p̂i p̂ j (cosh β − 1)

Li
0 = L0

i = p̂i sinh β

L0
0 = cosh β (2.56)

with p̂ = p/|p|, cosh β = ωp/m, sinh β = |p|/m and tanh β = |p|/ωp = v the velocity of the
state.
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which will play a key role in what follows. Again, the L–transformations Λ ∈ L↑+
on the classical level in (relativistic) quantum mechanics have to be replaced by
the simply connected universal covering group with identical Lie algebra, which is
SL(2, C), the group of unimodular (det U = 1) complex 2×2matrix transformations
U , withmatrixmultiplication as the group operation. The group SL(2, C) is related to
L↑+much in the sameway as SU(2) to O(3), namely, themappingUΛ ∈ SL(2, C) →
Λ ∈ L↑+ is two–to–one and the two–fold degeneracy of elements in L↑+ is lifted in
SL(2, C) .

The key mapping establishing a linear one–to–one correspondence between real
four–vectors and Hermitian 2×2matrices is the following: with any real four–vector
xμ in Minkowski space we may associate a Hermitian 2× 2 matrix

xμ → X = xμσμ =
(

x0 + x3 x1 − ix2

x1 + ix2 x0 − x3

)
(2.58)

with

det X = x2 = xμxμ , (2.59)

while every Hermitian 2× 2 matrix X determines a real four vector by

X → xμ = 1

2
Tr (Xσμ) . (2.60)

An element U ∈ SL(2, C) provides a mapping

X → X ′ = U XU+ i.e. x ′μσμ = xνUσνU+ (2.61)

between Hermitian matrices, which preserves the determinant

det X ′ = detU det X detU+ = det X , (2.62)

and corresponds to the real linear transformation

xμ → x ′μ = Λμ
ν xν (2.63)

which satisfies x ′μx ′μ = xμxμ and therefore is a Lorentz transformation.

The Lie algebra of SL(2, C) is the one of L↑+ and thus given by 6 generators: J
for the rotations and K for the Lorentz boosts, satisfying

[Ji , Jk] = iεikl Jl , [Ji , Kk] = iεikl Kl , [Ki , Kk] = −iεikl Jl (2.64)
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as a coupled algebra of the Ji ’s and Ki ’s. Since these generators areHermitian J = J+
and K = K+ the group elements e−iωJ and eiχK are unitary.10 This algebra can be
decoupled by the linear transformation

A = 1

2
(J+ iK) , B = 1

2
(J− iK) (2.65)

under which the Lie algebra takes the form

A× A = iA , B× B = iB , [Ai , B j ] = 0 (2.66)

of two decoupled angular momentum algebras. Since A+ = B and B+ = A, the new
generators are notHermitian anymore and hence give rise tonon–unitary irreducible
representations. These are finite dimensional and evidently characterized by a pair
(A, B), with 2A and 2B integers. The dimension of the representation (A, B) is
(2A+1)·(2B+1). The angular momentum of the representation (A, B) decomposes
into J = A + B, A + B − 1, · · · |A − B|. Massive particle states are constructed
starting from the rest framewhere J is the spin and the state corresponds to amultiplet
of 2J + 1 degrees of freedom.

The crucial point is that in relativistic QM besides the mass of a state also the
spin has an invariant (reference–frame independent) meaning. There exist exactly
two Casimir operators, invariant operators commuting with all generators (2.6)
and (2.7) of the Poincaré group P↑+. One is the mass operator

M2 = P2 = gμν Pμ Pν (2.67)

the other is

L2 = gμν LμLν ; Lμ .= 1

2
εμνρσ Pν Mρσ , (2.68)

where Lμ is the Pauli-Lubansky operator. These operators characterize mass m
and spin j of the states in an invariant way: M2|p, j, j3;α〉 = p2|p, j, j3;α〉 and
L2|p, j, j3;α〉 = −m2 j ( j + 1)|p, j, j3;α〉.

The classification by (A,B) together with (2.65) shows that for SL(2, C) we have
two inequivalent fundamental two–dimensional representations: ( 12 , 0) and (0, 1

2 ).
The transformations may be written as a unitary rotation times a Hermitian boost as

10In SL(2, C) theLie algebra obviously has the 2×2matrix representation Ji = σi /2, Ki = ±iσi /2
in terms of the Pauli matrices, however, K+ = −K is non–Hermitian and the corresponding finite
dimensional representation non–unitary. Unitary representations of the Lorentz group, required to
implement relativistic covariance on the Hilbert space of physical states, are necessarily infinite
dimensional. Actually, the two possible signs of Ki indicated exhibits that there are two different
inequivalent representations.
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follows11:

UΛ = U (χ,ω ) = D( 1
2 )(Λ) = e χ σ

2 e−iω σ
2 for

(
1
2 , 0

)

ŪΛ = U+
Λ−1 = D̄( 1

2 )(Λ) = e−χ σ
2 e−iω σ

2 for
(
0, 1

2

)
.

(2.69)

While σμ (2.57) is a covariant vector

UΛσμU+
Λ = Λν

μ σν (2.70)

with respect to the representation UΛ = D( 1
2 )(Λ), the vector σ̂μ (2.57) is covariant

with respect to ŪΛ = D̄( 1
2 )(Λ)

ŪΛσ̂μŪ+
Λ = Λν

μ σ̂ν . (2.71)

Note that

U (χ, nθ) and U (χ, n (θ + 2π)) = −U (χ, nθ) (2.72)

represent the same Lorentz transformation. UΛ is therefore a double–valued repre-
sentation of L↑+.

An important theorem [25] says that

Theorem 2.4 A massless particle of helicity λ may be only in the representations
satisfying (A, B) = (A, A− λ), where 2A and 2(A− λ) are non—negative integer
numbers.

Thus the simplest representations for massless fields are the spin 1/2 states

λ = + 1
2 :

(
1
2 , 0

)
right − handed (R)

− 1
2 :

(
0, 1

2

)
left − handed (L)

(2.73)

of helicity + 1
2 and − 1

2 , respectively.
The finite dimensional irreducible representations of SL(2, C) to mass 0 and spin

j are one–dimensional and characterized by the helicity λ = ± j . To a given spin
j > 0 there exist exactly two helicity states. Each of the two possible states is
invariant by itself under L↑+, however, the two states get interchanged under parity
transformations:

UP h U−1
P = −h . (2.74)

Besides the crucial fact of the validity of the spin–statistics theorem (valid in any
relativistic QFT), here we notice another important difference between spin in

11Again, these finite dimensional representations UΛ, UP (below), etc. should not be confused
with the corresponding infinite dimensional unitary representations U (Λ), U (P), etc. acting on the
Hilbert space of physical states considered in the preceding section.
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non–relativistic QM and spin in QFT. In QM spin 1/2 is a system of two degrees of
freedom as introduced by Pauli, while in QFT where we may consider the massless
case we have two independent singlet states. Parity P, as we know, acts on four–
vectors like Px = (x0,−x ) and satisfies12 P2 = 1. With respect to the rotation
group O3, P2 is just a rotation by the angle 2π and thus in the context of the rotation
group P has no special meaning. This is different for the Lorentz group. While

UP J = JUP (2.75)

commutes

UP K = −KUP (2.76)

does not. As a consequence, we learn that

UPU (χ, n θ) = U (−χ, n θ)UP (2.77)

and hence

UPUΛ = ŪΛUP . (2.78)

Thus under parity a left–handed massless fermion is transformed into a right–handed
one and vice versa, which of course is also evident from Fig. 2.2, if we take into
account that a change of frame by a Lorentz transformation (velocity v ≤ c) cannot
flip the spin of a massless particle.

The necessity to work with SL(2, C) becomes obvious once we deal with spinors.
On a classical level, two–spinors or Weyl spinorsw are elements of a vector space V
of two complex entries, which transform under SL(2, C) by matrix multiplication:
w′ = Uw, w ∈ V , U ∈ SL(2, C)

w =
(

a
b

)
; a, b ∈ C . (2.79)

Corresponding to the two representations there exist two local Weyl spinor fields
(see (2.12))

ϕa(x) =
∑

r=±1/2

∫
dμ(p)

{
ua(p, r) a(p, r) e−ipx + va(p, r) b+(p, r) eipx

}

χa(x) =
∑

r=±1/2

∫
dμ(p)

{
ûa(p, r) a(p, r) e−ipx + v̂a(p, r) b+(p, r) eipx

}
,

(2.80)

12Note that while P2 = 1 the phase ηP of its unitary representation UP is constrained by U2
P = ±1

only, i.e. ηP = ±1 or ±i.
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with two components a = 1, 2, which satisfy the Weyl equations

i
(
σ̂μ∂μ

)
ab ϕb(x) = mχa(x)

i
(
σμ∂μ

)
ab

χb(x) = mϕa(x) . (2.81)

The appropriate one–particle wave functions u(p, r) etc. may be easily constructed
as follows: for a massive particle states are constructed by starting in the rest frame
where rotations act as (ω = |ω|, ω̂ = ω/ω)

D( 1
2 ) (R(ω )) = D̄( 1

2 ) (R(ω )) = e−iω
σ
2 = 1 cos

ω

2
− i σ · ω̂ sin

ω

2
. (2.82)

Notice that this SU(2) rotation is a rotation by half of the angle, only, of the corre-
sponding classical O3 rotation. Here the non–relativistic construction of the states
applies and the spinors at rest are given by (2.55). The propagating particles car-
rying momentum p are then obtained by performing a Lorentz–boost to the states
at rest. A boost L(p) (2.56) of momentum p is given by D( 1

2 ) (L(p )) = eχ σ
2 =

N−1 (pμσμ + m
)
and D̄( 1

2 ) (L(p )) = e−χ σ
2 = N−1 (pμσ̂μ + m

)
, respectively, in

the two basic representations. N = (2m (p0 + m))− 1
2 is the normalization factor.

The one–particle wave functions (two–spinors) of aWeyl particle and its antiparticle
are thus given by

u(p, r) = N−1 (pμσμ + m
)

U (r) and v(p, r) = N−1 (pμσμ + m
)

V (r) ,

respectively, where U (r) and V (r) = −iσ2U (r) are the rest frame spinors (2.55).
The last relation one has to require for implementing the charge conjugation property
for the spinors (2.31) in terms of the matrix (2.30). For the adjoint representation,
similarly,

û(p, r) = N−1 (pμσ̂μ + m
)

U (r) and v̂(p, r) = −N−1 (pμσ̂μ + m
)

V (r) .

The − sign in the last equation, (−1)2 j for spin j , is similar to the −iσ2 in the
relation between U and V , both are required to make the fields local and with proper
transformation properties. We can easily derive (2.81) now. We may write σ̂μ pμ =
ωp1−σp = 2|p|( ωp

2|p | 1−h)where h ≡ σ
2

p
|p | is the helicity operator, and formassless

states, where ωp = |p |, we have σ̂μ pμ = 2|p | ( 12 −h) a projection operator on states
with helicity − 1

2 , while σμ pμ = 2|p | ( 12 + h) a projection operator on states with
helicity+ 1

2 . Furthermore, we observe that pμ pνσ̂μσν = pμ pνσμσ̂ν = p2 = m2 and
one easily verifies the Weyl equations using the given representations of the wave
functions.

In the massless limit m → 0 : p0 = ωp = |p | we obtain two decoupled
equations
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i
(
σ̂μ∂μ

)
ab ϕb(x) = 0

i
(
σμ∂μ

)
ab χb(x) = 0 .

In momentum space the fields are just multiplied by the helicity projector and the
equations say that the massless fields have fixed helicities:

(
1

2
, 0

)
: ϕ ∼ ψR

(
0,

1

2

)
: χ ∼ ψL (2.83)

which suggests to rewrite the transformations as

ψa L , R (x) → ψ′a L , R
(x ′) = (

ΛL , R

)
ab ψb L , R (Λx) (2.84)

with (
ΛL , R

)
ab =

(
e±χ σ

2 e−iω
σ
2

)

ab
(Λ+

R
= Λ−1

L
) . (2.85)

Using σ2σiσ2 = −σ∗i one can show that σ2ΛLσ2 = Λ∗
R . Thus, ψ

c
L ≡ σ2ψ

∗
L (up to an

arbitrary phase) is defining a charge conjugate spinor which transforms as ψc
L ∼ ψR .

Indeed ΛRψc
L = ΛRσ2ψ

∗
L = σ2Λ

∗
Lψ∗L = σ2ψ

∗′
L = ψc′

L and thus ψc
L ≡ σ2ψ

∗
L ≡

ϕ ∼ ψR . Similarly, ψc
R ≡ σ2ψ

∗
R ≡ χ ∼ ψL . We thus learn, that for massless fields,

counting particles and antiparticles separately, we may consider all fields to be left–
handed. The second term in the field, the antiparticle creation part, in each case
automatically includes the right–handed partners.

The Dirac field is the bispinor field obtained by combining the irreducible fields
ϕa(x) and χa(x) into one reducible field ( 12 , 0)⊕ (0, 1

2 ). It is the natural field to be
used to describe fermions participating parity conserving interactions like QED and
QCD. Explicitly, the Dirac field is given by

ψα(x) =
(

ϕa
χa

)
(x) =

∑

r

∫
dμ(p)

{
uα(p, r) a(p, r) e−ipx + vα(p, r) b+(p, r) eipx

}

where

uα =
(

ua

ûa

)
; vα =

(
va

v̂a

)
. (2.86)

ψα(x) satisfies the Dirac equation:

(
iγμ∂μ − m

)
αβ

ψβ(x) = 0

where

γμ .=
(

0 σμ

σ̂μ 0

)
(2.87)

are the Dirac matrices in the helicity representation (Weyl basis).
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The Dirac equation is nothing but the Weyl equations written in terms of the
bispinor ψ. Note that a Dirac spinor combines a right–handed Weyl spinor of a
particle with a right–handed Weyl spinor of its antiparticle. For m = 0, the Dirac
operator iγμ∂μ in momentum space is �p = γμ pμ. Thus the Dirac equation just is the
helicity eigenvalue equation:

γμ pμψ̃(p)
.=
(

0 σμ pμ

σ̂μ pμ 0

)(
ϕ̃
χ̃

)
(p) = 2|p|

⎛

⎝
0

(
1
2 + h

)

(
1
2 − h

)
0

⎞

⎠
(

ϕ̃
χ̃

)
(p) = 0 .

(2.88)

Under parity ψα(x) transforms into itself

ψα(x) → ηP(γ0)αβψβ(Px)

where γ0 just interchanges ϕ ↔ χ and hence takes the form

γ0 .=
(
0 1
1 0

)
.

The irreducible components ϕ and χ are eigenvectors of the matrix

γ5
.=
(

1 0
0 −1

)

and the projection operators (2.20) projecting back to the Weyl fields according to
(2.19).13

The kinetic term of the Dirac Lagrangian decomposes into a L and a R part
LDirac = ψ̄γμ∂μψ = ψ̄R γ

μ∂μψR + ψ̄L γ
μ∂μψL (4 degrees of freedom). A Dirac mass

term mψ̄ψ = m (ψ̄LψR+ ψ̄RψL) breaks chiral symmetry as it is non–diagonal in the
Weyl fields and induces helicity flip transitions as required by the anomalous mag-
netic moment in a renormalizable QFT. A remark concerning hadrons. It might look
somewhat surprising that hadrons, which are composite particles made of colored

13The standard representation of the Dirac field/algebra, described in Sect. 2.1.1, is adapted to a
simple interpretation in the rest frame (requires m �= 0). It may be obtained from the ones in the
Weyl basis (“helicity” representation) by a similarity transformation S

ψ(x) = S ψhelicity(x) , γμ = S γhelicity
μ S−1 , S = S−1 = 1√

2

(
1 1
1 −1

)

such that

u(0, r) = √2m

(
U (r)

0

)
, v(0, r) = √2m

(
0

V (r)

)

in the standard basis.
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quarks and gluons, in many respects look like “elementary particles” which are well
described as Wigner particles (if one switches off the electromagnetic interaction
which cause a serious IR problem which spoils the naive Wigner state picture as
we will describe below), particles of definite mass and spin and charge quantized
in units of e and have associated electromagnetic form factors and in particular a
definite magnetic moment. However, for the proton for example, the gyromagnetic
ratio gP from the relation μP = gP e�/(2m P c) s turns out to be gP ∼ 2.8 or
aP = (gP − 2)/2 ∼ 0.4 showing that the proton is not really a Dirac particle and
its anomalous magnetic moment indicates that the proton is not a point particle but
has internal structure. This was first shown long time ago by atomic beam magnetic
deflection experiments [26], before the nature of the muon was clarified. For the
latter it was the measurement at CERN which yielded aμ = 0.00119(10) [27] and
revealed the muon to be just a heavy electron. Within errors at that time the muon
turned out to have the same value of the anomalous magnetic moment as the electron,
which is known to be due to virtual radiative corrections.

The analysis of the spin structure on a formal level, discussing the quantum
mechanical implementation of relativistic symmetry principles, fits very naturally
with the observed spin phenomena. In particular the existence of the fundamental
spin 1

2 particles which must satisfy Pauli’s exclusion principle has dramatic conse-
quences for real life. Without the existence of spin as an extra fundamental quantum
number in general and the spin 1

2 fermions in particular, stability of nuclei against
Coulomb collapse and of stars against gravitational collapse would be missing and
the universe would not be ours.

2.3 Quantum Electrodynamics

The lepton–photon interaction is described by QED, which is structured by local
U (1) gauge invariance14

ψ(x) → e−ieα(x)ψ(x)

Aμ(x) → Aμ(x)− ∂μα(x) , (2.89)

with an arbitrary scalar functionα(x), implying lepton–photon interaction according
to minimal coupling, which means that we have to perform the substitution ∂μ →

14The known elementary particle interactions, the strong, electromagnetic and weak forces, all
derive from a local gauge symmetry principle. This was first observed byWeyl [28] for the Abelian
QEDand later extended to non–Abelian gauge theories byYang andMills [29]. The gauge symmetry
group governing the Standard Model of particle physics is SU(3)c ⊗ SU(2)L ⊗U (1)Y .
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Dμ = ∂μ − ieAμ(x) in the Dirac equation (iγμ∂μ − m)ψ(x) = 0 of a free lepton.15

This implies that the electromagnetic interaction is described by the bare Lagrangian

LQED = −1

4
Fμν Fμν − 1

2
ξ−1

(
∂μ Aμ

)2 + ψ̄
(
iγμ Dμ − m

)
ψ

= Lξ
0A +L0ψ + ejμ

em(x)Aμ(x) , (2.90)

and the corresponding field equations read16

(
iγμ∂μ − m

)
ψ(x) = −e : Aμ(x)γμψ(x) :

(
�gμν − (

1− ξ−1
)
∂μ∂ν

)
Aν(x) = −e : ψ̄(x)γμψ(x) : .

(2.91)

The interaction part of the Lagrangian is

Lint = ejμ
em(x)Aμ(x) , (2.92)

while the bilinear free field parts Lξ
0A and L0ψ define the propagators of the photon

and the leptons, respectively (given below).As in classical electrodynamics the gauge
potential Aμ is an auxiliary fieldwhich exhibits unphysical degrees of freedom, and is
not uniquely determinedbyMaxwell’s equations. In order to get awell definedphoton
propagator a gauge fixing condition is required.We adopt the linear covariant Lorentz
gauge : ∂μ Aμ = 0, which is implemented via the Lagrange multiplier method, with
Lagrange multiplier λ = 1/ξ, ξ is called gauge parameter.17 The gauge invariance
of physical quantities infers that they do not depend on the gauge parameter.

Above we have denoted by e the charge of the electron, which by convention is
taken to be negative. In the following we will explicitly account for the sign of the
charge and use e to denote the positive value of the charge of the positron. The charge
of a fermion f is then given by Q f e, with Q f the charge of a fermion in units of
the positron charge e. A collection of charged fermions f enters the electromagnetic
current as

jμ
em =

∑

f
Q f ψ̄ f γ

μψ f , (2.93)

15Themodified derivative Dμ = ∂μ−ieAμ(x) is called covariant derivative. e is the gauge coupling.
The minimal substitution promotes the global gauge symmetry of the free Dirac Lagrangian to a
local gauge symmetry of the electron–photon system, i.e., the interacting systemhasmore symmetry
than the free electron.
16The prescription : · · · : means Wick ordering of products of fields: write the fields in terms of
creation and annihilation operators and order them such that all annihilation operators are to the
right of all creation operators, assuming the operators to commute (bosons) or to anticommute
(fermions). This makes the vacuum expectation value of the field product vanish.
17The parametrization of the gauge dependence by the inverse of the Lagrange multiplier ξ = 1/λ
is just a commonly accepted convention.
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for the leptons alone jμ lep
em = −∑� ψ̄�γ

μψ� (� = e,μ, τ ). If not specified otherwise
ψ(x) in the following will denote a lepton field carrying negative charge −e.

The electric charge is a conserved quantity as a consequence of Noether’s
theorem:

Theorem 2.5 If the Lagrangian L(ψ, ∂μψ · · · ) of a system is invariant under a
r–parametric group of global field transformations ψ(x) → ψ(x) + δψ(x), · · ·
then there exist r conserved currents ∂μ j μ

i (x) = 0 , i = 1, · · · , r which imply the
existence of r conserved charges

Qi =
∫

d3x j 0i (t, x) ; dQi

dt
= 0 , i = 1, · · · , r . (2.94)

The global symmetry in our QED case is the global U (1)em gauge symmetry (i.e.
transformations (2.89) with gauge function α = constant).

One important object we need for our purpose is the unitary scattering matrix S
which encodes the perturbative lepton–photon interaction processes and is given by

S = T
(
ei
∫
d4x L(0)

int (x)
)∣∣∣⊗

. (2.95)

The prescription⊗ says that all graphs (see below) which include vacuum diagrams
(disconnected subdiagrams with no external legs) as factors have to be omitted. This
corresponds to the proper normalization of the S–operator. Unitarity requires

SS+ = S+S = 1 ⇔ S+ = S−1 (2.96)

and infers the conservation of quantum mechanical transition probabilities. The pre-
scription T means time ordering of all operators, like

T {φ(x)φ(y)} = Θ(x0 − y0)φ(x)φ(y)±Θ(y0 − x0)φ(y)φ(x) (2.97)

where the+ sign holds for boson fields and the− sign for fermion fields. Under the
T prescription all fields are commuting (bosons) or anticommuting (fermions). All
fields in (2.95) may be taken to be free fields. With the help of S we may calculate
the basic objects of a QFT, the Green functions. These are the vacuum expectation
values of time ordered or chronological products of fields like the electromagnetic
correlator

Gμ,αβ(x, y, ȳ)
.= 〈0|T {

Aμ(x)ψα(y)ψ̄β(ȳ)
} |0〉 . (2.98)
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2.3.1 Perturbation Expansion, Feynman Rules

The full Green functions of the interacting fields like Aμ(x), ψ(x), etc. can be
expressed completely in terms of corresponding free fields via the Gell-Mann Low
formula [30] (interaction picture)

〈0|T {
Aμ(x)ψα(y)ψ̄β(ȳ)

} |0〉 = 〈0|T
{

A(0)
μ (x)ψ(0)

α (y)ψ̄(0)
β (ȳ) S

}
|0〉⊗ =

〈0|T
{

A(0)
μ (x)ψ(0)

α (y)ψ̄(0)
β (ȳ) ei

∫
d4x ′ L(0)

int (x ′)
}
|0〉⊗ =

N∑

n=0

in

n!
∫

d4z1 · · · d4zn

〈0|T
{

A(0)
μ (x)ψ(0)

α (y)ψ̄(0)
β (ȳ) L(0)

int (z1) · · · L(0)
int (zn)

}
|0〉⊗ + O(eN+1) (2.99)

withL(0)
int (x) the interaction part of theLagrangian.On the right hand side all fields are

free fields and the vacuumexpectation values can be computed by applying the known
properties of free fields. Expanding the exponential as done in (2.99) yields the pertur-
bation expansion. The evaluation of the formal perturbation series is not well defined
and requires regularization and renormalization, which wewill discuss briefly below.
In a way the evaluation is simple: one writes all free fields in terms of the creation and
annihilation operators and applies the canonical anticommutation (fermions) and the
canonical commutation (bosons) relations to bring all annihilation operators to the
right, where they annihilate the vacuum · · · a(p, r)|0〉 = 0 and the creation operators
to the left where again they annihilate the vacuum 0 = 〈0|b+(p, r) · · · , until no oper-
ator is left over (Wick ordering) [31]. The only non–vanishing contribution comes
from the complete contraction of all fields in pairs, where a pairing corresponds to a
propagator as a factor. The rules for the evaluation of all possible contributions are
known as

The Feynman Rules:

(1) draw all vertices as points in a plane: external oneswith the corresponding external
fieldsψ(yi ), ψ̄(ȳ j )or Aμ(xk) attached to the point, and the internal interactionvertices
−ieψ̄γμψAμ(zn) with three fields attached to the point zn .

(2) contract all fields in pairs represented by a line connecting the two vertices,
thereby fields of different particles are to be characterized by different types of lines.
As a result one obtains a Feynman diagram.

The field pairings define the free propagators

ψ(y) · · · ψ̄(ȳ) ⇔ iSF(y − ȳ) and Aμ(x1) · · · Aν(x2) ⇔ iDμν(x1 − x2)

given by the vacuum expectation values of the pair of time–ordered free fields,

iSF αβ(y − ȳ)
.= 〈0|T {

ψ(y)αψ̄(ȳ)β
} |0〉

iDμν(x1 − x2)
.= 〈0|T {Aμ(x1) Aν(x2)} |0〉 .
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(1) Lepton propagator

: iSF(p)αβ =
(

i
/p−m+iε

)
αβ

(2) Photon propagator

: iD(p, ξ)μν = − i
(
gμν − (1 − ξ) pμpν

p2

)
1

p2+iε

(3) Lepton–photon vertex

: = − ie (γμ)αβ = ie Q� (γμ)αβ

p

α β

p

μ ν

μ, p1

α, p3

β, p2

Fig. 2.3 Feynman rules for QED (I)

The latter may easily be calculated using the free field properties.
Feynman diagrams translate into Feynman integrals via the famous Feynman rules

given by Fig. 2.3 in momentum space.
In configuration space all interaction vertices in (2.99) are integrated over. The

result thus is a Feynman integral. In fact the perturbation expansion is not yet well
defined. In order to have a well defined starting point, the theory has to be regular-
ized [32] and parameter and fields have to be renormalized in order to obtain a well
defined set of renormalizedGreen functions. The problems arise because propagators
are singular functions (so called distributions) the products of them are not defined at
coinciding space–time arguments (short–distance [coordinate space] or ultra–violet
[momentum space] singularities). An example of such an ill–defined product is the
Fermion loop contribution to the photon propagator:

iSF(x − y)αβ (−ieγμ)βγ iSF(y − x)γδ (−ieγν)δα .

The ambiguity in general can be shown to be a local distribution, which for a renor-
malizable theory is of the form [33]

aδ(x − y)+ bμ∂μδ(x − y)+ c � δ(x − y)+ dμν∂μ∂νδ(x − y)

with derivatives up to second order at most, which, in momentum space, is a second
order polynomial in the momenta.18 The regularization we will adopt is dimensional

18The mathematical problems with the point–like structure of elementary particles and with covari-
ant quantization of the photons hindered the development of QFT for a long time until the break
through at the end of the 1940s [34]. In 1965Tomonaga, Schwinger and Feynmanwere honoredwith
theNobel Prize “for their fundamentalwork in quantumelectrodynamics,with deep–ploughing con-
sequences for the physics of elementary particles”. For non–Abelian gauge theories like the modern
strong interaction theory Quantum Chromodynamics (QCD) [35, 36] and the electroweak Standard
Model [37], the proper quantization, regularization and renormalization was another obstacle which
was solved only at the beginning of the 1970s by’t Hooft and Veltman [38]. They were awarded the
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regularization [39], where the space–time dimension is taken to be d arbitrary to start
with (see below).

Inmomentum space each line has associated a d–momentum pi and at each vertex
momentum conservation holds. Because of the momentum conservation δ–functions
many d–momentum integrations become trivial. Each loop, however, has associated
an independent momentum (the loop–momentum) li which has to be integrated over

1

(2π)d

∫
ddli · · · (2.100)

in d space–time dimensions. For each closed fermion loop a factor −1 has to be
applied because of Fermi statistics. There is an overall d–momentum conservation
factor (2π)d δ(d)(

∑
pi external). Note that the lepton propagators as well as the vertex

insertion ieγμ are matrices in spinor space, at each vertex the vertex insertion is
sandwiched between the two adjacent propagators:

· · · iSF(p)αγ (−ieγμ)γδ iSF(p′)δβ · · ·

Since any renormalizable theory exhibits fermion fields not more than bilinear, as a
conjugate pair ψ̄ · · ·ψ, fermion lines form open strings

(2.101)
of matrices in spinor space

[
SF(p1) γμ1 SF(p2) γμ2 · · · γμn SF(pn+1)

]
αβ

or closed strings (fermion loops),

(2.102)

(Footnote 18 continued)
Nobel Prize in 1999 “for elucidating the quantum structure of electroweak interactions in physics”.
They have placed particle physics theory on a firmermathematical foundation. They have in particu-
lar shown how the theory, beyond QED, may be used for precise calculations of physical quantities.
Needless to say that these developments were crucial for putting precision physics, like the one
with the anomalous magnetic moments, on a fundamental basis.
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which correspond to a trace of a product of matrices in spinor space:

Tr
[
SF(p1) γμ1 SF(p2) γμ2 · · · SF(pn) γμn

]
.

Closed fermion loops actually contribute with two different orientations. If the num-
ber of vertices is odd the two orientations yield traces in spinor space of opposite
sign such that they cancel provided the two contributions have equal weight. If the
number of vertices is even the corresponding traces in spinor space contribute with
equal sign, i.e. it just makes a factor of two in the equal weight case. In QED in fact
the two orientations have equal weight due to the charge conjugation invariance of
QED. An important consequence of C invariance is Furry’s theorem [40]:

Theorem 2.6 Fermion loops with an odd number of vector-vertices (i.e. γμ type)
are vanishing.

As alreadymentioned, each Fermion loop carries a factor−1 due the Fermi statistics.
All this is easy to check using the known properties of the Dirac fields.19

For a given set of external vertices and a given order n of perturbation theory (n
internal vertices) one obtains a sum over all possible complete contractions, where
each one may be represented by a Feynman diagram Γ . The Fourier transform (FT)
thus, for each connected component of a diagram, is given by expressions of the
form

FT 〈0|T {
Aμ(x1) · · ·ψα(y1) · · · ψ̄β(ȳ1) · · ·

} |0〉connected =
= (−i)F (2π)dδ(d)(

∑
pext)

(
Π N

i=1

∫
ddli

(2π)d

)

×
∑

Γ

Πi∈L�,i∈L̄ f
iSF(pi ) (−ieγμi )

[
Π f ∈L̄ f

iSF(p f )
]
Π j∈Lγ

iDμ j ν j (q j ) ,

where L� is the set of lepton lines, Lγ the set of photon lines and L̄ f the set of lines
starting with an external ψ̄ field, N the number of independent closed loops and F
the number of closed fermion loops. Of course, spinor indices and Lorentz indices
must contract appropriately, and momentum conservation must be respected at each
vertex and over all. The basic object of our interest is the Green function associated
with the electromagnetic vertex dressed by external propagators:

Gμ,αβ(x, y, z)
.= 〈0|T {

Aμ(x)ψα(y)ψ̄β(z)
} |0〉 =

∫
dx ′dy′dz′ iD′

μν(x ′ − x) iS′Fαα′(y′ − y)
(
iΓ ν

α′β′(x ′, y′, z′)
)
iS′Fβ′β(z′ − z)

19Note that in QCD the corresponding closed quark loops with quark–gluon vertices behave dif-
ferently because of the color matrices at each vertex. The trace of the product of color matrices in
general has an even as well as an odd part.
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which graphically may be represented as follows

=

with one particle irreducible20 (1PI) dressed vertex

i Γμ,αβ = = + +

+ + + +

+ + + · · ·

where iD′
μν(x ′−x) is a full photon propagator, a photon line dressedwith all radiative

corrections:

i D′
μν(x

′ − x) = = + +

+ + + + · · ·

and iS′Fαα′(y′ − y) is the full lepton propagator, a lepton line dressed by all possible
radiative corrections

iS ′
Fαα′(y′ − y) = = + +

+ + + + · · ·

The tools and techniques of calculating these objects as a perturbation series in lowest
non–trivial order will be developed in the next section.

The perturbation series are an iterative solution of the non-perturbative Dyson–
Schwinger Equations (DSE) [41], which read: for the full electron propagator S(p)

S(p) = S0(p)+ S0(p) ·
(

e2
∫

d4k

(2π)4
γμ Dμν(p − k) S(k) Γν(p, k)

)
· S(p) ,

20Diagrams which cannot be cut into two disconnected diagrams by cutting a single line. 1PI
diagrams are the building blocks from which any diagram may be obtained as a tree of 1PI “blobs”.
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= +

= +

= +

Fig. 2.4 The Dyson–Schwinger integral equations

for the full photon propagator Dμν(p)

Dμν (p) = Dμν
0 (p)+ Dμρ

0 (p) ·
(

−e2 Tr

[∫
d4k

(2π)4
γρ S(k) Γσ(k, k + p) S(k + p)

])

· Dσν (p) ,

and for the full electron–photon vertex function Γμ(p′, p)

Γμ(p′, p) = Γμ 0(p′, p)+
∫

d4k

(2π)4
S(p′ + k) Γμ(p′ + k, p + k) S(p + k) K (p + k, p′ + k, k)

where S0 is the free electron propagator, Dμν
0 (p) the free photon propagator and

Γμ 0(p′, p) the free e.m. vertex (see Fig. 2.3). K (p+k, p′ +k, k) is the four-electron
T –matrix (vanishing at lowest order). The expansion in the free vertex yields the
perturbation series. Graphically the SDE are represented in Fig. 2.4.

2.3.2 Transition Matrix–Elements, Particle–Antiparticle
Crossing

The Green functions from the point of view of a QFT are building blocks of the
theory. However, they are not directly observable objects. The physics is described
byquantummechanical transitionmatrix elements,which for scattering processes are
encoded in the scattering matrix. For QED the latter is given formally by (2.95). The
existence of a S–matrix requires that for very early and for very late times (t →∓∞)
particles behave as free scattering states. For massless QED, the electromagnetic
interaction does not have finite range (Coulomb’s law) and the scattering matrix
does not exist in the naive sense. In an order by order perturbative approach the
problems manifest themselves as an infrared (IR) problem. As we will see below,
nevertheless a suitable redefinition of the transition amplitudes is possible, which
allows one a perturbative treatment under appropriate conditions. Usually, one is not
directly interested in the S–matrix as the latter includes the identity operator I which
describes through–going particles which do not get scattered at all. It is customary
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to split off the identity from the S–matrix and to define the T –matrix by

S = I + i (2π)4 δ(4)(Pf − Pi ) T , (2.103)

with the overall four–momentum conservation factored out. In spite of the fact, that
Green functions are not observables they are very useful to understand important
properties of the theory. One of the outstanding features of a QFT is the particle–
antiparticle crossing property which states that in a scattering amplitude an incom-
ing particle [antiparticle] is equivalent to an outgoing antiparticle [particle] and vice
versa. It means that the same function, namely an appropriate time–ordered Green
function, at the same time describes several processes. For example, muon pair
production in electron positron annihilation e+e− → μ+μ− is described by ampli-
tudes which at the same time describe electron–muon scattering e−μ− → e−μ−
or whatever process we can obtain by bringing particles from one side of the reac-
tion balance to the other side as an antiparticle etc. Another example is muon decay
μ+ → e+νeν̄μ and neutrino scattering νμe− → μ−νe. For the electromagnetic vertex
it relates properties of the electrons [leptons, quarks] to properties of the positron
[antileptons, antiquarks].

Since each external free field on the right hand side of (2.99) exhibits an anni-
hilation part and a creation part, each external field has two interpretations, either
as an incoming particle or as an outgoing antiparticle. For the adjoint field incom-
ing and outgoing get interchanged. This becomes most obvious if we invert the
field decomposition (2.12) for the Dirac field which yields the corresponding cre-
ation/annihilation operators

a(p, r) = ū(p, r)γ0
∫

d3x eipx ψ(x) , b+(p, r) = v̄(p, r)γ0
∫

d3x e−ipx ψ(x) .

Similarly, inverting (2.13) yields

c(p,λ) = − εμ∗(p,λ) i
∫

d3x eipx
↔
∂ 0 Aμ(x)

and its Hermitian conjugate for the photon, with f (x)
↔
∂μ g(x) ≡ f (x) ∂μg(x) −

(∂μ f (x)) g(x). Since these operators create or annihilate scattering states, the above
relations provide the bridgebetween theGreen functions, the vacuumexpectationval-
ues of time–ordered fields, and the scattering matrix elements. This is how the cross-
ing property between different physical matrix elements comes about. The S–matrix
elements are obtained from the Green functions by the Lehmann, Symanzik, Zim-
mermann [42] (LSZ) reduction formula: the external full propagators of the Green
functions are omitted (multiplication by the inverse full propagator, i.e. no radia-
tive corrections on external amputated legs) and replaced by an external classical
one particle wave function and the external momentum is put on the mass shell.
Note that the on–shell limit only exists after the amputation of the external one
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Table 2.1 Rules for the treatment of external legs in the evaluation of T –matrix elements

Scattering state Graphical representation Wave function

Dirac particles:

Incoming particle u(p, r)

Incoming antiparticle v̄(p, r)

Outgoing particle ū(p, r)

Outgoing antiparticle v(p, r)

Photon:

Incoming photon εμ(p, r)

Outgoing photon εμ∗(p, r)

particle poles. Graphically, at lowest order, the transition from a Green function to a
T matrix–element for a lepton line translates into

lim
p/→m

−i (p/ − m) → = u(p, r) · · ·

and a corresponding operation has to be done for all the external lines of the Green
function.

The set of relations for QED processes is given in Table2.1.
We are mainly interested in the electromagnetic vertex here, where the crossing

relations are particularly simple, but not less important. From the 1PI vertex function
Γ μ(p1, p2) we obtain
the electron form factor for e−(p1)+ γ(q) → e−(p2)

T = ū(p2, r2)Γ
μ(p1, p2)u(p1, r1) ,

the positron form factor for e+(−p2)+ γ(q) → e+(−p1)

T ′ = v̄(p2, r2)Γ
μ(−p2,−p1)v(p1, r1)

and the e+e−–annihilation amplitude of e−(p1)+ e+(−p2) → γ(−q)

T ′′ = v̄(p2, r2)Γ
μ(p1, p2)u(p1, r1) .

For the more interesting case of a two–to–two process like electron–positron
(Bhabha) scattering we have three channels:
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s
=

0

s
=

4m
2e

e+e− → e+e−

s channel

s

e+e+ → e+e+

u channel

u

e−e− → e−e−

t channel

t

u
=

0

u
=

4m
2 e

t = 0

t = 4m2
e

e−(p1)

e+(p2)

e−(p3)

e+(p4)

+

e−(p1)

e+(p2)

e−(p3)

e+(p4)

e−(p1)

e−(−p4)

e−(p3)

e−(−p2)

+

e−(p1)

e−(−p4)

e−(p3)

e−(−p2)

e+(−p3)

e+(p2)

e+(−p1)

e+(p4)

+

e+(−p3)

e+(p2)

e+(−p1)

e+(p4)

Fig. 2.5 The Mandelstam plane s + t + u = ∑4
i=1 p2i =

∑4
i=1 m2

i . Physical regions are shaded
and represent different processes for the appropriate ranges of the Mandelstam variables (s, t, u).
The Feynman diagrams shown to be read from left (in–state) to right (out–state). Light-by-light
scattering γγ → γγ is a crossing symmetric process where the different channels represent the
same process

e−(p1)+ e+(p2) → e−(p3)+ e+(p4) : s − channel; s = (p1 + p2)
2 ,

e−(p1)+ e−(−p4) → e−(−p2)+ e−(p3) : t − channel; t = (p1 − p4)
2 ,

e+(p2)+ e+(−p3) → e+(−p1)+ e+(p4) : u − channel; u = (p2 − p3)
2 .

Note that s + t + u = 4m2
e which is the height in a isosceles triangle and gives rise

to the Mandelstam plane [43] (see Fig. 2.5).
Given the T matrix–elements, the bridge to the experimental numbers is given by

the cross sections and decay rates, which we present for completeness here.

2.3.3 Cross Sections and Decay Rates

The differential cross section for a two particle collision

A(p1) + B(p2) → C(p′1) + D(p′2) · · ·

is given by

dσ = (2π)4δ(4)(Pf−Pi)
2
√

λ(s,m2
1,m

2
2)
|T f i |2dμ(p′1)dμ(p′2) · · ·
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s = (p1 + p2)
2 is the square of the total CM energy and λ(x, y, z) = x2 + y2 +

z2 − 2xy − 2xz − 2yz is a two body phase–space function. In the CM frame (see
the figure): √

λ =
√

λ
(
s, m2

1, m2
2

) = 2|p|√s (2.104)

where p = pi is the three–momentum of the initial state particle A.

The total cross section follows by integration over all phase space

σ =
∫

dσ .

Finally, we consider the decay of unstable particles. The differential decay rate for
A → B + C + · · · is given by

dΓ = (2π)4δ(4)(Pf−Pi)
2m1

|T f i |2dμ(p′1)dμ(p′2) · · ·

By “summing” over all possible decay channels we find the total width

Γ =
∫
ΣdΓ = 1

τ
, (2.105)

where τ is the lifetime of the particle, which decays via the exponential decay law

N (t) = N0 e
−t/τ . (2.106)

Cross sections are measured typically by colliding beams of stable particles and
their antiparticles like electrons (e−), positrons (e+), protons (p) or antiprotons ( p̄).
The beam strength of an accelerator or storage ring required for accelerating and
collimating the beam particles is determined by the particle flux or luminosity L , the
number of particles per cm2 and seconds. The energy of the machine determines the
resolution

λ = hc

Ec.m.

� 1.2GeV

Ecm(GeV)
× 10−15 m ,
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while the luminosity determines the collision rate

ΔN

Δt
= L · σ ,

and the cross section σ is thus given by dividing the observed event rate by the
luminosity

σ = 1

L

ΔN

Δt
. (2.107)

2.4 Regularization and Renormalization

The vertex and self–energy functions, as well as all other Green functions, on the
level of the bare theory are well defined order by order in perturbation theory only
after smoothing the short distance or ultraviolet (UV) divergences by appropriate
regularization. Here we assume QED or the SM to be regularized by dimensional
regularization [39]. By going to lower dimensional space–times the features of the
theory, in particular the symmetries, remain the same, however, the convergence of
the Feynman integrals gets improved. For a renormalizable theory, in principle, one
can always choose the dimension lowenough, d < 2, such that the integrals converge.
By one or two partial integrations one can analytically continue the integrals in steps
from d to d + 1, such that the perturbation expansion is well defined for d = 4− ε
with ε a small positive number. For ε → 0 (d → 4) the perturbative series in the
fine structure constant α = e2/4π exhibits poles in ε:

A =
N∑

n=0
αn

n∑

m=0
anm(1/ε)n−m

and the limit d → 4 to the real physical space–time does not exist, at first. The
problems turn out to be related to the fact that the bare objects are not physical
ones, they are not directly accessible to observation and require some adjustments.
This in particular is the case for the bare parameters, the bare fine structure constant
(electric charge) which is modified by vacuum polarization (quantum fluctuations),
and the bare masses. Also the bare fields are not the ones which interpolate suitably
to the physical states they are assumed to describe. The appropriate entities are in
fact obtained by a simple reparametrization in terms of new parameters and fields,
which is called renormalization.

2.4.1 The Structure of the Renormalization Procedure

Renormalization may be performed in three steps:

(i) Shift of the mass parameters or mass renormalization: replace the bare mass
parameters of the bare Lagrangian by renormalized ones
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m f 0 = m f ren + δm f for fermions
M2

b0 = M2
bren + δM2

b for bosons
(2.108)

(ii) Multiplicative renormalization of the bare fields or wave function renormaliza-
tion: replace the bare fields in the bare Lagrangian by renormalized ones

ψ f 0 =
√

Z f ψ f ren , Aμ
0 =

√
Zγ Aμ

ren (2.109)

and correspondingly for the other fields of the SM. To leading order Zi = 1 and
hence

Zi = 1+ δZi ,
√

Zi = 1+ 1

2
δZi + · · · (2.110)

(iii) Vertex renormalization or coupling constant renormalization: substitute the bare
coupling constant by the renormalized one

e0 = eren + δe . (2.111)

The renormalization theorem (see e.g. [1, 33, 38]) states that

Theorem 2.7 Order by order in the perturbation expansion all UV divergences
showing up in physical quantities (S–matrix elements) get eliminated by an appro-
priate choice of the counter terms δm f , δM2

b , δe and δZi = Zi − 1. Physical
amplitudes parametrized in terms of physical parameters thus are finite and free of
cutoff effects in the large cutoff limit.

In other words, suitably normalized physical amplitudes expressed in terms of mea-
surable physical parameters are finite in the limit ε → 0, i.e., they allow us to take
away the regularization (cut–off Λ → ∞ if a UV cut–off was used to regularize
the bare theory). Note that for Green functions, which are not gauge invariant in
general, also the fictitious gauge parameter has to be renormalized in order to obtain
finite Green functions. Unitarity requires the counter terms to be real. Therefore the
counter terms are determined by the real parts of the location and residues of the
one particle poles. Also note: the Z-factors are gauge dependent and in order to get
gauge invariant S-matrix elements there is no freedom in the choice of the wave
function renormalization factors. Only the Z-factors fixed by the LSZ-conditions for
the individual fields lead to the physical S-matrix [38, 44]. In fact bare on–shell
matrix–elements are not gauge invariant, they become gauge invariant only after
wave-function renormalization normalized by the LSZ conditions.

The reparametrization of the bare Lagrangian (2.90) in terms of renormalized
quantities reads
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LQED = −1

4
Fμν 0(x)Fμν

0 (x)− 1

2
ξ−10

(
∂μ Aμ

0 (x)
)2 + ψ̄0(x)

(
iγμ∂μ − m0

)
ψ0(x)

−e0ψ̄0(x) γμψ0(x) Aμ 0(x)

= LQED
(0) +LQED

int

LQED
(0) = −1

4
Fμν ren(x)Fμν

ren(x)− 1

2
ξ−1ren

(
∂μ Aμ

ren(x)
)2

+ ψ̄ren (x)
(
iγμ∂μ − mren

)
ψren (x)

LQED
int = − eren ψ̄ren(x) γμψren(x) Aμ ren(x)

−1

4
(Zγ − 1) Fμν ren(x)Fμν

ren(x)+ (Ze − 1) ψ̄ren(x) iγμ∂μψren

−(m0Ze − mren) ψ̄renψren(x)

−(e0
√

Zγ Ze − eren) ψ̄ren(x) γμψren(x) Aμ ren(x) (2.112)

with ξren = Zγξ0 the gauge fixing term remains unrenormalized (no corresponding
counter term). The counter terms are now showing up inLQED

int and may be written in
terms of δZγ = Zγ−1, δZe = Ze−1, δm = m0Ze−mren and δe = e0

√
Zγ Ze−eren.

They are of next higher order in e2, either O(e2) for propagator insertions or O(e3)
for the vertex insertion, in leading order. The counter terms have to be adjusted order
by order in perturbation theory by the renormalization conditions which define the
precise physical meaning of the parameters (see below).

The Feynman rules Fig. 2.3 have to be supplemented by the rules of including the
counter terms as given in Fig. 2.6 in momentum space.

Obviously the propagators (two–point functions) of the photon and of the electron
get renormalized according to

D0 = Zγ Dren

SF 0 = Ze SF ren .
(2.113)

Fig. 2.6 Feynman rules for
QED (II): the counter terms

(1) Lepton propagator insertions

⊗ : i ( δZe (p/ − m) − δm)αβ

(2) Photon propagator insertion

⊗ : −i δZγ p2gμν − pμpν
)

(3) Lepton–photon vertex insertion

⊗ : = − iδe (γμ)αβ

p

α β

p

μ ν

μ, p1

α, p3

β, p2
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The renormalized electromagnetic vertex function may be obtained according to the
above rules as

Gμ
ren =

1
√

Zγ

1

Ze
Gμ

0 (2.114)

= DrenSF renΓ
μ
renSF ren = 1

√
Zγ

1

Ze
D0SF 0Γ

μ
0 SF 0

= 1
√

Zγ

1

Ze
Zγ Z2

e DrenSF renΓ
μ
0 SF ren

and consequently

Γ μ
ren =

√
Zγ Ze Γ

μ
0 =

√
Zγ Ze

{
e0 γμ + Γ

′μ
0

}∣∣∣
e0→e+δe, m0→m+δm, ...

= √
1+ δZγ (1+ δZe)

{
e (1+ δe

e
) γμ + Γ

′μ
0

}

=
(
1+ 1

2
δZγ + δZe + δe

e

)
e γμ + Γ

′μ
0 + · · · (2.115)

where now the bare parameters have to be considered as functions of the renormalized
ones:

e0 = e0(e, m) , m0 = m0(m, e) etc. (2.116)

and e, m etc. denote the renormalized parameters. The last line of (2.115) gives the
perturbatively expanded form suitable for one–loop renormalization. It may also be
considered as the leading n–th order renormalization if Γ

′μ
0 has been renormalized

to n − 1–st order for all sub–divergences. More precisely, if we expand the exact
relation of (2.115) (second last line) and include all counter terms, including the ones
which follow from (2.116), up to order n − 1 in Γ

′μ
0 , such that all sub–divergences

of Γ
′μ
0 are renormalized away, only the overall divergence of order n will be there.

After including the wavefunction renormalization factors of order n as well (by
calculating the corresponding propagators) the remaining overall divergence gets
renormalized away by fixing δe(n), according to the last line of (2.115), by the charge
renormalization condition:

ū(p2, r2)Γ
μ
ren(p1, p2)u(p1, r1) = erenū(p2, r2)γ

μu(p1, r1)

at zero photon momentum q = p2 − p1 = 0 (classical limit, Thomson limit).



64 2 Quantum Field Theory and Quantum Electrodynamics

2.4.2 Dimensional Regularization

Starting with the Feynman rules of the classical quantized Lagrangian, called bare
Lagrangian, the formal perturbation expansion is given in terms of ultraviolet (U V )

divergent Feynman integrals if we try to do that in d = 4 dimensions without a UV
cut–off. As an example consider the scalar one–loop self–energy diagram and the
corresponding Feynman integral

=
1

(2π)d

∫
ddk

1
k2 − m2 + iε

1
(k + p)2 − m2 + iε

|k|�|p|,m∼
∫

ddk

k4

k

k + p

which is logarithmically divergent for the physical space–time dimension d = 4
because the integral does not fall–off sufficiently fast at large k. In order to get
a well–defined perturbation expansion the theory must be regularized.21 The reg-
ularization should respect as much as possible the symmetries of the initial bare
form of the Lagrangian and of the related Ward–Takahashi (WT) identities of the
“classical theory”. For gauge theories like QED, QCD or the SM dimensional reg-
ularization [39] (DR) is the most suitable regularization scheme as a starting point
for the perturbative approach, because it respects as much as possible the classical
symmetries of a Lagrangian.22 The idea behind DR is the following:

(i) Feynman rules formally look the same in different space–time dimensions d =
n(integer)

(ii) In the UV region Feynman integrals converge the better the lower d is.

The example given above demonstrates this, in d = 4 − ε (ε > 0) dimensions (just
below d = 4) the integral is convergent. Before we specify the rules of DR in more
detail, let us have a look at convergence properties of Feynman integrals.

21Often one simply chooses a cut–off (upper integration limit in momentum space) to make the
integrals converge by “brute force”. A cut–offmay be considered to parametrize our ignorance about
physics at very high momentum or energy. If the cut–off Λ is large with respect to the energy scale
E of a phenomenon considered, E � Λ, the cut–off dependence may be removed by considering
only relations between low–energy quantities (renormalization). Alternatively, a cut–off may be
interpreted as the scale where one expects new physics to enter and it may serve to investigate how
a quantity (or the theory) behaves under changes of the cut–off (renormalization group). In most
cases simple cut–off regularization violates symmetries badly and it becomes a difficult task to
make sure that one obtains the right theory when the cut–off is removed by taking the limitΛ →∞
after renormalization.
22An inconsistency problem, concerning the definition of γ5 for d �= 4, implies that the chiral
WT identities associated with the parity violating weak fermion currents in the SM are violated in
general (see e.g. [45]).
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Dyson Power Counting

The action

S = i
∫
dd x Leff (2.117)

measured in units of � = 1 is dimensionless and therefore dim Leff = d in mass
units. The inspection of the individual terms yields the following dimensions for the
fields:

ψ̄γμ∂μψ : dim ψ = d−1
2

(∂μ Aν − · · · )2 : dim Aμ = d−2
2

ē0ψ̄γμψAμ : dim ē0 = 4−d
2 ⇒ ē0 = e0με/2

(2.118)

where ε = 4− d, e0 denotes the dimensionless bare coupling constant (dim e0 = 0)
and μ is an arbitrary mass scale. The dimension of time ordered Green functions in
momentum space is then given by (the Fourier transformation

∫
ddq e−iqx · · · gives

−d for each field):

dimG(nB ,2nF ) = nB
d − 2

2
+ 2nF

d − 1

2
− (nB + 2nF )d

where

nB : #of boson fields : Giμ, · · ·
2nF : #of Dirac fields (in pairs) : ψ · · · ψ̄ .

It is convenient to split off factors which correspond to external propagators (see p.
52) and four–momentum conservation and to work with 1PI amplitudes, which are
the objects relevant for calculating T matrix elements. The corresponding proper
amputated vertex functions are of dimension

dimĜamp = d − nB
d − 2

2
− 2nF

d − 1

2
. (2.119)

A generic Feynman diagram represents a Feynman integral

⇐⇒ IΓ(p) =
∫ ddk1

(2π)d · · · ddkm

(2π)d JΓ(p, k) .

The convergence of the integral can be inspected by looking at the behavior of the
integrand for large momenta: For ki = λk̂i and λ →∞ we find

Πid
dki JΓ (p, k) → λd(Γ )
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where

d(Γ ) = d − nB
d − 2

2
− 2nF

d − 1

2
+

n∑

i=1
(di − d)

is called the superficial divergence of the 1PI diagram Γ . The sum extends over
all (n) vertices of the diagram and di denotes the dimension of the vertex i. The −d
at each vertex accounts for d–momentum conservation. For a vertex exhibiting ni,b

Bose fields, ni, f Fermi fields and li derivatives of fields we have

di = ni,b
d − 2

2
+ ni, f

d − 1

2
+ li (2.120)

Here it is important to mention one of the most important conditions for a QFT to
develop its full predictive power: renormalizability. In order that d(Γ ) in (2.120) is
bounded in physical space–time d = 4 all interaction vertices must have dimension
not more than di ≤ 4. An anomalous magnetic moment effective interaction term
(Pauli term)

δLAMM
eff = ieg

4m
ψ̄(x) σμν ψ(x) Fμν(x) , (2.121)

has dimension 5 (in d = 4) and thus would spoil the renormalizability of the the-
ory.23 Such a term is thus forbidden in any renormalizable QFT. In contrast, in any
renormalizable QFT the anomalous magnetic moment of a fermion is a quantity
unambiguously predicted by the theory.

The relation (2.120) may be written in the alternative form

d(Γ ) = 4− nB − 2nF
3

2
+ L (d − 4) .

The result can be easily understood: the loop expansion of an amplitude has the form

A(L) = A(0) [1+ a1 α+ a2 α2 + · · · + aL αL + · · · ] (2.122)

where α = e2/4π is the conventional expansion parameter. A(0) is the tree level
amplitude which coincides with the result in d = 4.

We are ready now to formulate the convergence criterion which reads:

IΓ convergent �� d(γ) < 0 ∀ 1PI subdiagrams γ ⊆ Γ

IΓ divergent �� ∃ γ ⊆ Γ with d(γ) ≥ 0 .

23The dimension of Fμν is 2, 1 for the photon field plus 1 for the derivative.
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In d ≤ 4 dimensions, a renormalizable theory has the following types of primi-
tively divergent diagrams (i.e., diagrams with d(Γ ) ≥ 0 which may have divergent
sub–integrals)24:

d − 2 [2] d − 3 [1] d − 4 [0]

+(LΓ −1)(d − 4) for a diagram with LΓ (≥ 1) loops. The list shows the non–trivial
leading one–loop d(Γ ) to which per additional loop a contribution (d − 4) has to be
added (see (2.122)), in square brackets the values for d = 4. Thus the dimensional
analysis tells us that convergence improves for d < 4. For a renormalizable theory
we have

• d(Γ ) ≤ 2 for d = 4.

In lower dimensions

• d(Γ ) < 2 for d < 4

a renormalizable theory becomes super–renormalizable, while in higher dimensions

• d(Γ ) unbounded! d > 4

and the theory is non–renormalizable.

Dimensional Regularization

Dimensional regularization of theories with spin is defined in three steps.

1. Start with Feynman rules formally derived in d = 4.

2. Generalize to d = 2n > 4. This intermediate step is necessary in order to treat the
vector and spinor indices appropriately. Of course it means that the UV behavior of
Feynman integrals at first gets worse.

24According to (2.122) there are two more potentially divergent structures

d − 3 [1] d − 4 [0]

with superficial degree of divergence as indicated. However, the triple photon vertex is identically
zero by Furry’s theorem, C odd amplitudes are zero in the C preserving QED. The four photon
light–by–light scattering amplitude, due the transversality of the external physical photons, has an
effective dimension d(Γ )eff = −4, instead of 0, and is thus very well convergent. For the same
reason, transversality of the photon self–energy, actually the photon propagator has d(Γ )eff = 0
instead of 2. In both cases it is the Abelian gauge symmetry whichmakes integrals better convergent
than they look like by naive power counting.
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(1) For fermions we need the d = 2n–dimensional Dirac algebra:

{γμ, γν} = 2gμν1 ; {γμ, γ5} = 0 (2.123)

where γ5 must satisfy γ2
5 = 1 and γ+5 = γ5 such that 1

2 (1 ± γ5) are the chiral
projection matrices. The metric has dimension d

gμνgμν = gμ
μ = d ; gμν =

⎛

⎜⎜⎜
⎝

1 0 · · ·
0 −1
...

. . .

−1

⎞

⎟⎟⎟
⎠

.

By 1 we denote the unit matrix in spinor space. In order to have the usual relation
for the adjoint spinors we furthermore require

γμ+ = γ0γμγ0 . (2.124)

Simple consequences of this d–dimensional algebra are:

γαγα = d 1

γαγμγα = (2− d) γμ

γαγμγνγα = 4gμν 1+ (d − 4) γμγν

γαγμγνγργα = −2γργνγμ + (4− d)γμγνγρ etc.

(2.125)

Traces of strings of γ–matrices are very similar to the ones in 4–dimensions. In
d = 2n dimensions one can easily write down 2d/2–dimensional representations of
the Dirac algebra [46]. Then

Tr 1 = f (d) = 2d/2

Tr
∏2n−1

i=1 γμi (γ5) = 0

Tr γμγν = f (d) gμν

Tr γμγνγργσ = f (d) (gμνgρσ − gμρgνσ + gμσgνρ) etc.

(2.126)

One can show that for renormalized quantities the only relevant property of f (d) is
f (d) → 4 for d → 4. Very often the convention f (d) = 4 (for any d) is adopted.
Bare quantities and the related minimally subtracted MS or modified minimally
subtracted MS quantities (see below for the precise definition) depend upon this
convention (by terms proportional to ln 2).

In anomaly free theories we can assume γ5 to be fully anticommuting! But then

Tr γμγνγργσγ5 = 0 for all d �= 4! (2.127)



2.4 Regularization and Renormalization 69

The 4–dimensional object

4iεμνρσ = Tr γμγνγργσγ5 for d = 4

cannot be obtained by dimensional continuation if we use an anticommuting γ5 [46].
Since fermions do not have self interactions they only appear as closed fermion

loops, which yield a trace of γ–matrices, or as a fermion string connecting an external
ψ · · · ψ̄ pair of fermion fields. In a transition amplitude |T |2 = Tr (· · · ) we again
get a trace. Consequently, in principle, we have eliminated all γ’s! Commonly one
writes a covariant tensor decomposition into invariant amplitudes, like, for example,

= iΓ μ = −ie
{
γμA1 + iσμν qν

2m
A2 + γμγ5A3 + · · ·

}f̄

f

γ

where μ is an external index, qμ the photon momentum and Ai (q2) are scalar form
factors.

(2) External momenta (and external indices) must be taken d = 4 dimensional,
because the number of independent “form factors” in covariant decompositions
depends on the dimension, with a fewer number of independent functions in lower
dimensions. Since four functions cannot be analytic continuation of three etc. we
have to keep the external structure of the theory in d = 4. The reason for possible
problems here is the non–trivial spin structure of the theory of interest. The following
rules apply:

External momenta : pμ = (p0, p1, p2, p3, 0, · · · , 0) 4− dimensional
Loop momenta : kμ = (k0, · · · kd−1) d − dimensional

k2 = (k0)2 − (k1)2 − · · · − (kd−1)2
pk = p0k0 − p · k 4− dimensional etc.

3. Interpolation in d to complex values and extrapolation to d < 4.
Loop integrals now read

μ4−d
∫

ddk

(2π)d
· · · (2.128)

with μ an arbitrary scale parameter. The crucial properties valid in DR independent
of d are: (F.P. = finite part)
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(a)
∫
ddkkμ f (k2) = 0

(b)
∫
ddk f (k + p) = ∫

ddk f (k)

which is not true with UV cut − off’s

(c) If f (k) = f (|k|):
∫
ddk f (k) = 2πd/2

Γ ( d
2 )

∫∞
0 drrd−1 f (r)

(d) For divergent integrals, by analytic subtraction:

F.P.
∫∞
0 drrd−1+α ≡ 0 for arbitrary α

so calledminimal subtraction (MS). Consequently

F.P.
∫
ddk f (k) = F.P.

∫
ddk f (k + p) = F.P.

∫
dd(λk) f (λk) .

This implies that dimensionally regularized integrals behave like convergent
integrals and formal manipulations are justified. Starting with d sufficiently small,
by partial integration, one can always find a representation for the integral which
converges for d = 4− ε , ε > 0 small.

In order to elaborate in more detail how DR works in practice, let us consider a
generic one–loop Feynman integral

I μ1···μm
Γ (p1, · · · , pn) =

∫
ddk

∏m
j=1 kμ j

∏n
i=1((k + pi )2 − m2

i + iε)

which has superficial degree of divergence

d(Γ ) = d + m − 2n ≤ d − 2

where the bound holds for two– or more–point functions in renormalizable theories
and for d ≤ 4. Since the physical tensor and spin structure has to be kept in d = 4,
by contraction with external momenta or with the metric tensor gμi μ j it is always
possible to write the above integral as a sum of integrals of the form

I μ̂1···μ̂m′
Γ ( p̂1, · · · , p̂n′) =

∫
ddk

∏m ′
j=1 k̂μ j

∏n′
i=1((k + p̂i )2 − m2

i + iε)

where now μ̂ j and p̂i are d = 4–dimensional objects and

ddk = d4k̂ dd−4k̄ = d4k̂ ωd−5 dω dΩd−4 .

In the d−4–dimensional complement the integrand depends on ω only! The angular
integration over dΩd−4 yields

∫
dΩd−4 = Sd−4 = 2πε/2

Γ (ε/2)
; ε = d − 4 ,
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which is the surface of the d − 4–dimensional sphere. Using this result we get
(discarding the four–dimensional tensor indices)

IΓ ({ p̂i }) =
∫

d4k̂ JΓ (d, p̂, k̂)

where

JΓ (d, p̂, k̂) = Sd−4
∫ ∞

0
dωωd−5 f ( p̂, k̂,ω) .

Now this integral can be analytically continued to complex values of d. For the
ω–integration we have

dω(Γ ) = d − 4− 2n

i.e. the ω–integral converges if

d < 4+ 2n .

In order to avoid infrared singularities in the ω–integration one has to analytically
continue by appropriate partial integration. After p–fold partial integration we have

IΓ ({ p̂i }) = 2π
d−4
2

Γ ( d−4
2 + p)

∫
d4k̂

∫ ∞

0
dωωd−5+2p

(
− ∂

∂ω2

)p

f ( p̂, k̂,ω)

where the integral is convergent in 4− 2p < Re d < 2n − m = 4− d(4)(Γ ) ≥ 2 .

For a renormalizable theory at most 2 partial integrations are necessary to define the
theory.

2.5 Tools for the Evaluation of Feynman Integrals

2.5.1 ε = 4 − d Expansion, ε → +0

For the expansion of integrals near d = 4 we need some asymptotic expansions of
Γ –functions:

Γ (1+ x) = exp

[

−γ x +
∞∑

n=2

(−1)n

n
ζ(n)xn

]

|x | ≤ 1

ψ(1+ x) = d

dx
lnΓ (1+ x) = Γ ′(1+ x)

Γ (1+ x)

|x |<1= −γ +
∞∑

n=2
(−1)nζ(n)xn−1
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where ζ(n) denotes Riemann’s Zeta function. The defining functional relation is

Γ (x) = Γ (x + 1)

x
,

which for n = 0, 1, 2, · · · yieldsΓ (n+1) = n!withΓ (1) = Γ (2) = 1. Furthermore
we have

Γ (x) Γ (1− x) = π

sin πx

Γ (
1

2
+ x) Γ (

1

2
− x) = π

cosπx
.

Important special constants are

Γ (
1

2
) = √π

Γ ′(1) = −γ ; γ = 0.577215 · · · Euler’s constant
Γ ′′(1) = γ2 + ζ(2) ; ζ(2) = π2

6
= 1.64493 · · ·

As a typical result of an ε–expansion, which we should keep in mind for later pur-
poses, we have

Γ
(
1+ ε

2

)
= 1− ε

2
γ +

( ε

2

)2 1
2

(
γ2 + ζ(2)

)+ · · ·

2.5.2 Bogolubov–Schwinger Parametrization

Suppose we choose for each propagator an independent momentum and take into
account momentum conservation at the vertices by δ–functions. Then, for d = n
integer, we use
(i)

i

p2 − m2 + iε
=
∫ ∞

0
dα e−iα(m2−p2−iε) (2.129)

(ii)

δ(d)(k) = 1

(2π)d

∫ +∞

−∞
dd x eikx (2.130)

and find that all momentum integrations are of Gaussian type. The Gaussian integrals
yield
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∫ +∞

−∞
ddk P(k)ei(ak2+2b(k·p)) = P

(−i
2b

∂

∂ p

)( π

ia

)d/2
e−i b2/a p2

(2.131)

for any polynomial P. The resulting form of the Feynman integral is the so called
Bogolubov–Schwinger representation, alsoknownasα-representation (see e.g. [47]).

2.5.3 Feynman Parametric Representation

Transforming pairs of α–variables in the above Bogolubov–Schwinger parametriza-
tion according to (l is denoting the pair (i, k))

(αi ,αk) → (ξl,αl) : (αi ,αk) = (ξlαl, (1− ξl)αl) (2.132)

∫ ∞

0

∫ ∞

0
dαidαk · · · =

∫ ∞

0
dαl αl

∫ 1

0
dξl · · · , (2.133)

the integrals are successively transformed into
∫ 1
0 dξ · · · integrals and at the end there

remains one α–integration only which can be performed using

∫ ∞

0
dα αa e−αx = Γ (a + 1)x−(a+1) . (2.134)

The result is the Feynman parametric representation. If L is the number of lines of
a diagram, the Feynman integral is (L − 1)–dimensional.

2.5.4 Euclidean Region, Wick–Rotations

The basic property which allows us to perform a Wick rotation is analyticity which
derives from the causality of a relativistic QFT. In momentum space the Feynman
propagator

1

q2 − m2 + iε
= 1

q0 −√
q 2 + m2 − iε

1

q0 +√
q 2 + m2 − iε

= 1

2ωp

{
1

q0 − ωp + iε
− 1

q0 + ωp − iε

}
(2.135)
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Fig. 2.7 Wick rotation in the
complex q0–plane. The poles
of the Feynman propagator
are indicated by ⊗’s. C is an
integration contour, R is the
radius of the arcs

⊗

⊗

⊗

⊗

Im q0

Re q0

C

R

is an analytic function in q0 with poles at q0 = ±(ωp−iε)25 whereωp =
√

q 2 + m2.
This allows us to rotate by π

2 the integration path in q0, going from −∞ to +∞,
without crossing any singularity. In doing so, we rotate from Minkowski space to
Euclidean space

q0 →−iqd ⇒ q = (q0, q1, . . . , qd−2, qd−1) → q = (q1, q2, . . . , qd−1, qd)

and thus q2 →−q2. This rotation to the Euclidean region is called Wick rotation.

More precisely: analyticity of a function f̃ (q0, q ) in q0 implies that the contour
integral ∮

C(R)

dq0 f̃ (q0, q ) = 0 (2.136)

for the closed path C(R) in Fig. 2.7 vanishes. If the function f̃ (q0, q ) falls off
sufficiently fast at infinity, then the contribution from the two “arcs” goes to zero
when the radius of the contour R →∞. In this case we obtain

∞∫

−∞
dq0 f̃ (q0, q )+

−i∞∫

+i∞
dq0 f̃ (q0, q ) = 0 (2.137)

or

∞∫

−∞
dq0 f̃ (q0, q ) =

+i∞∫

−i∞
dq0 f̃ (q0, q ) = −i

+∞∫

−∞
dqd f̃ (−iqd , q ) , (2.138)

which is the Wick rotation. At least in perturbation theory, one can prove that the
conditions required to allow us to perform a Wick rotation are fulfilled.

25Note that because of the positivity of q 2 + m2 for any non–vacuum state, we have ωp − iε =√
q 2 + m2 − iε in the limit limε→0, which is always understood. The symbolic parameter ε of the

iε prescription, may be scaled by any fixed positive number.
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We notice that the Euclidean Feynman propagator obtained by the Wick rotation

1

q2 − m2 + iε
→− 1

q2 + m2

has no singularities (poles) and an iε–prescription is not needed any longer.
In configuration space a Wick rotation implies going to imaginary time x0 →

ix0 = xd such that qx →−qx and hence

x0 →−ixd ⇒ x2 →−x2 , �x →−Δx , i
∫

dd x · · · →
∫

dd x · · · .

While inMinkowski space x2 = 0 defines the light–cone x0 = ±|x|, in the Euclidean
region x2 = 0 implies x = 0. Note that possible singularities on the light–cone like
1/x2, δ(x2) etc. turn into singularities at the point x = 0. This simplification of the
singularity structure is the merit of the positive definite metric in Euclidean space.

Inmomentum space the Euclidean propagators are positive (discarding the overall
sign) and any Feynman amplitude in Minkowski space may be obtained via

IM(p) = (−i)Nint (−i)V−1 IE (p)
∣∣

p4=ip0 ; m2→m2−iε

from its Euclidean version. Here, Nint denotes the number of internal lines (propaga-
tors) and V the number of vertices if we use the substitutions (convention dependent)

1

p2 − m2 + iε
→ 1

p2 + m2
; igi → i (igi ) = −gi ;

∫
ddk →

∫
ddk

to define the Euclidean Feynman amplitudes. By gi we denote the gauge couplings.
For the dimensionally regularized amplitudes, where potentially divergent inte-

grals are defined via analytic continuation from regions in the complex d–plane
where integrals are manifestly convergent, the terms from the arc segments can
always be dropped. Also note that dimensional regularization and the power count-
ing rules (superficial degree of divergence etc.) hold irrespective of whether we work
in d–dimensional Minkowski space–time or in d–dimensional Euclidean space. The
metric is obviously not important for the UV–behavior of the integrals.

The relationship between Euclidean and Minkowski quantum field theory is not
only a very basic and surprising general feature of any local relativistic field theory
but is a property of central practical importance for the non–perturbative approach
to QFT via the Euclidean path–integral (e.g., lattice QCD). In a QFT satisfying
the Wightman axioms the continuation of the vacuum–expectation values of time–
ordered products of local fields (the time–ordered Green functions) fromMinkowski
space to four–dimensional Euclidean space is always possible [11]. Conversely, the
Osterwalder–Schrader theorem [48] ascertains that
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Theorem 2.8 In a local relativistic QFT the time–ordered Green functions exhibit
an analytic continuation to Euclidean space. Vice versa, the Euclidean correlation
functions of an Euclidean QFT can be analytically continued to Minkowski space,
provided we have a local action which satisfies the so–called reflection positivity
condition.

Accordingly, the full Minkowski QFT including its S–matrix, if it exists, can be
reconstructed from the knowledge of the Euclidean correlation functions and from a
mathematical point of view the Minkowski and the Euclidean version of a QFT are
completely equivalent.

2.5.5 The Origin of Analyticity

At the heart of analyticity is the causality. The time ordered Green functions which
encode all information of the theory in perturbation theory are given by integrals
over products of causal propagators (z = x − y)

iSF(z) = 〈0|T
{
ψ(x)ψ̄(y)

} |0〉
= Θ(x0 − y0)〈0|ψ(x)ψ̄(y)|0〉 −Θ(y0 − x0)〈0|ψ̄(y)ψ(x)|0〉
= Θ(z0) iS+(z)+Θ(−z0) iS−(z) (2.139)

exhibiting a positive frequency part propagating forward in time and a negative
frequency part propagating backward in time. TheΘ function of time orderingmakes
the Fourier–transform to be analytic in a half–plane in momentum space. For K (τ =
z0) = Θ(z0)iS+(z), for example, we have

K̃ (ω) =
+∞∫

−∞
dτ K (τ ) eiωτ =

+∞∫

0

dτ K (τ ) e−ητeiξτ (2.140)

such that K̃ (ω = ξ + iη) is a regular analytic function in the upper half ω–plane
η > 0. This of course only works because τ is restricted to be positive.

In a relativistically covariant world, in fact, we always need two terms (see
(2.139)), a positive frequency partΘ(z0 = t−t ′)S+(z), corresponding to the particle
propagating forward in time, and a negative frequency part Θ(−z0 = t ′ − t) S−(z),
corresponding to the antiparticle propagating backward in time. The two terms cor-
respond in momentum space to the two terms of (2.135).

Of course, for a free Dirac field we know what the Stückelberg-Feynman propa-
gator in momentum space looks like

S̃F(q) = �q + m

q2 − m2 + iε
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and its analytic properties are manifest. It is an analytic function in q0 with poles at
q0 = ±( ωp − iε) where ωp =

√
q 2 + m2.

Analyticity is an extremely important basic property of a QFT and a powerful
instrument which helps to solve seemingly purely “technical” problems as we will
see. For example it allows us to perform a Wick rotation to Euclidean space and in
Euclidean space a QFT looks like a classical statistical system and one can apply
the methods of statistical physics to QFT [49]. In particular the numerical approach
to the intrinsically non–perturbative QCD via lattice QCD is based on analyticity.
The objects which manifestly exhibit the analyticity properties and are providing the
bridge to the Euclidean world are the time ordered Green functions.

Note that by far not all objects of interest in a QFT are analytic. For example, any
solution of the homogeneous (no source) Klein–Gordon equation

( �x + m2 ) Δ(x − y;m2) = 0 ,

like the so called positive frequency part Δ+ or the causal commutator Δ of a free
scalar field ϕ(x), defined by

< 0|ϕ(x),ϕ(y)|0 > = i Δ+(x − y;m2)

[ϕ(x),ϕ(y)] = i Δ(x − y;m2) ,

which, given the properties of the free field, may easily be evaluated to have a
representation

Δ+(z;m2) = −i (2π)−3
∫

d4 p Θ(p0) δ(p2 − m2) e−ipz

Δ(z;m2) = −i (2π)−3
∫

d4 p ε(p0) δ(p2 − m2) e−ipz .

Thus, in momentum space, as solutions of

(p2 − m2) Δ̃(p) = 0 ,

only singular ones exist. For the positive frequency part and the causal commutator
they read

Θ(p0) δ(p2 − m2) and ε(p0) δ(p2 − m2) ,

respectively. The Feynman propagator, in contrast, satisfies an inhomogeneous (with
point source) Klein–Gordon equation

( �x + m2 ) ΔF (x − y;m2) = −δ(4)(x − y) .
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The δ function comes from differentiating the Θ function factors of the T product.
Now we have

〈0|T {ϕ(x),ϕ(y)} |0〉 = i ΔF (x − y;m2)

with

ΔF (z;m2) = (2π)−4
∫

d4 p
1

p2 − m2 + iε
e−ipz

and in momentum space

(p2 − m2) Δ̃F (p) = 1 ,

obviously has analytic solutions, a particular one being the scalar Feynman propa-
gator

1

p2 − m2 + iε
= P

(
1

p2 − m2

)
− i π δ(p2 − m2) . (2.141)

The iε prescription used here precisely correspond to the boundary condition imposed
by the time ordering prescription T in configuration space. The symbol P denotes
the principal value; the right hand side exhibits the splitting into real and imaginary
part.

Analyticity will play a crucial role later on and is the basic property from which
dispersion relations derive (see Sect. 3.7).

Digression on the configuration space representation of Lorentz invariant distribu-
tions

Usually particle physics is practiced in momentum space, perturbative calculations
are performed using momentum space Feynman rules and one calculates Feynman
integrals and cross sections etc. as functions of energies and momenta (see below).
This is in contrast to non- perturbative lattice field theory, where calculations have
to be performed on a discretized finite Euclidean space–imaginary-time lattice in
configuration space, by numerically evaluating (2.99), reformulated as a path integral,
without expanding the exponential (see Sect. 5.3 below). It is therefore instructive to
do a short excursion considering the properties of free fields in configuration space.
For later reference we consider here the singularity structure of the solutions of the
Klein–Gordon equation in configuration space. We first list some one–dimensional
Fourier transforms of distributions as boundary values limε→0 of analytic functions:

http://dx.doi.org/10.1007/978-3-319-63577-4_3
http://dx.doi.org/10.1007/978-3-319-63577-4_5
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δ(x) = 1

2π

∫ +∞

−∞
dp e−ipx ; 1 =

∫
dx δ(x) eipx

e−εx Θ(x) = − 1

2π

∫ +∞

−∞
dp

e−ipx

p + iε
; i

p + iε
=
∫

dx Θ(x) e−εx eipx

eεx Θ(x) = 1

2π

∫ +∞

−∞
dp

e−ipx

p − iε
; −i

p + iε
=
∫

dx Θ(−x) eεx eipx

where limε→0 is understood. The solutions of the Klein–Gordon equation:

(
�+ m2

)
G(x) = −δ(x) ; inhomogeneous case

(
�+ m2

)
F(x) = 0 ; homogeneous case

exhibit several special solutions:

F(x) = Δ+ , Δ− , Δ and Δ(1) ,

the positive frequency part Δ+, the negative frequency part Δ−, the causal commu-
tator Δ = Δ+ +Δ− and Δ(1) = Δ+ −Δ−, and

G(x) = ΔR , ΔA , ΔP and ΔF ,

the retarded (future time) ΔR = Θ(x0)Δ, the advanced (past time) ΔA =
−Θ(−x0)Δ, the principal valueΔP and theFeynmanpropagatorΔF = Θ(x0)Δ+−
Θ(−x0)Δ−. The general homogeneous solution is

F(x) = αΔ+(x)+ βΔ−(x)

and the general inhomogeneous one

G(x) = ΔP(x)+ F(x) ; ΔP(x) = −1

2
ε(x0)Δ(x) ,

where ΔP(x) is the particular principle value solution. All these solutions are L↑+
invariant, where the invariant pieces in configuration space are:

L+ : x0 > 0 , x2 > 0 ; future cone

L− : x0 < 0 , x2 > 0 ; past cone

L0 : x2 < 0 ; space− like region

C+ : x0 > 0 , x2 = 0 ; forward light cone

C− : x0 < 0 , x2 = 0 ; backward light cone
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This implies that a general invariant Green function must be of the form

Δinv = Θ(x0)Θ(x2) f (x2)+Θ(−x0)Θ(x2) g(x2)+Θ(−x2) h(−x2)

+Θ(x0) δ(x2) a +Θ(−x0) δ(x2) b

and applying the Klein–Gordon operator ∂2
0−Δ+m2 one obtains a set of differential

equations of the form

z2
d2w±

dz2
+ z

dw±

dz
± z2 w± − ν2w± = 0

with ν2 = 1, z = m
√|λ| and λ ≡ x2. The functions f (x2) and g(x2) are of type

w+(z), which represents a Bessel function J±ν(z), a Neumann function Nν(z) or one
of the Hankel functions H (1)(z) = Jν(z)+ i Nν(z) or H (2)(z) = Jν(z)− i Nν(z) (see
[50]). The function h(−x2) is of type w−(z), which represents a modified Bessel
functions I±ν(z) or Kν(z). As ν2 = 1, only index ν = 1 functions play a role here.
With the appropriate boundary condition, which fixes the right species of solution
one finds

Δ±(x) = 1

4π
ε(x0) δ(λ)− m

8π
√

λ
Θ(λ)

{
ε(x0) J1(m

√
λ)± i N1(m

√
λ)
}

± i
m

4π2
√−λ

Θ(−λ) K1(m
√−λ)

� 1

4π
ε(x0) δ(λ)± i

1

4π2λ
∓ i

m2

8π2
ln

m
√|λ|
2

− m2

16π
ε(x0)Θ(λ)

+ O(
√|λ| ln |λ|) , (λ → 0) ,

which reveals the light cone singularities δ(x2), Θ(x2), 1/x2 and ln |x2|. Interesting
is also the causal commutator function Δ(x) which is vanishing for x2 < 0:

Δ(x) = Δ+(x)+Δ−(x) = 1

2π
ε(x0) δ(λ)− m

4π
√

λ
Θ(λ) ε(x0) J1(m

√|λ|)

� 1

2π
ε(x0) δ(λ)− m

8π
Θ(λ) ε(x0)+ O(λ) , (λ → 0) .

For the Feynman propagator we have

ΔF (x) = 1

4π
δ(λ)− m

8π
√

λ
Θ(λ)

{
J1(m

√
λ)− i N1(m

√
λ)
}

+ i
m

4π2
√−λ

Θ(−λ) K1(m
√−λ)



2.5 Tools for the Evaluation of Feynman Integrals 81

� 1

4π
δ(λ)− i

1

4π2λ
− i

m2

8π2
ln

m
√

λ

2
− m2

16π
Θ(λ)

+ O(
√|λ| ln |λ|) , (λ → 0)

It is instructive to evaluate

ΔF (x) =
∫

d4 p

(2π)4

i

p2 − m2 + iε
e−ipx ; i

p2 − m2 + iε
=

∞∫

0

dα e−iα [m
2−p2−iε]

directly, using the Bogolubov–Schwinger representation (2.129):

ΔF (x) =
∞∫

0

dα
∫

d4 p

(2π)4
e−i(px+α[m2−p2−iε])

together with (2.131)

∫
d4 p

(2π)4
ei(αp2−px) = 1

(2π)4

( π

iα

)2
e−i x2/4α

such that

ΔF (x) = −1
16π2

∞∫

0

dα

α2
e−i x2/4α e−iαm2

e−αε

which upon a change of the integration variable α → ω = 1/4α takes the form

ΔF (x) = 1

4π2

∞∫

0

dω e−i(ωx2+m2/4ω) e−ε/4ω

always understood that limε→0 is to be taken. Now, using the integral representa-
tion [51] of the Hankel function (for properties see [50])

∞∫

0

dω

ω
ων ei (aω+b/4ω) = 2

(
b

4a

)ν/2

i
π

2
eiπν/2 H (1)

ν (
√

ab) and
(

H (1)
ν (z)

)∗ = H (2)
ν (z∗) ,

we obtain

ΔF (x) = i
m2

8π

H (2)
1 (m

√
x2)

m
√

x2
; x2 > 0 .
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If x2 < 0 we may continue

√
x2 →−i

√
−x2 , H (2)

1 (z) = H (1)
1 (−z) and

iπ

2

H (1)
ν (iz)

(iz)ν
= Kν(z)

zν

in order to find

ΔF (x) = m2

4π2

K1(m
√−x2)

m
√−x2

; x2 < 0 .

It is interesting to see what happens upon a Wick rotation p, x → pE , xE to
the Euclidean region. The Euclidean version will be central for the non-perturbative
lattice QCD approach considered in Sect. 5.3 later. Which of the light-cone sectors in
configuration space will take over? The Euclidean correlation function of the scalar
field is the Wick rotated Feynman propagator as mentioned above. Again we may
use the representation

ΔF (x)E =
∫

d4 pE

(2π)4

1

p2
E
+ m2

e+i(px)E ; 1

p2
E
+ m2

=
∞∫

0

dαe−α(p2
e+m2)

to obtain

ΔF (x)E =
∞∫

0

dα
∫

d4 pE

(2π)4
e−α(p2

e+m2)+i(px)E ,

and a quadratic completion achieved by the shift pE → p′
E
= pE − i xE /2α leads to

a simple Gaussian pE integration. The integration measure being invariant under the
translation, with

∫ +∞
−∞ dpi e−αp2

i = √
π
α
(of each of the components) we arrive at

ΔF (x)E =
1

16π2

∞∫

0

dα

α2
e−x2

E
/4α e−αm2 = −1

16π2

∞∫

0

dω e−(x2
E
ω+m2/4ω)

Again this is related to a Bessel type integral, namely

∞∫

0

dω

ω
ων e−(aω+b/4ω) = 2

(
b

4a

)ν/2

Kν(
√

ab) ,

http://dx.doi.org/10.1007/978-3-319-63577-4_5
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C− C+

C

C(1)

−ωp +ωp

z = p0

CR

CA

CP

CF

−ωp +ωp

z = p0

Fig. 2.8 Analytic plane contours and solutions of the Klein–Gordon equation. The two simple
poles lie on the real axis at ±ωp . Left homogeneous cases Ci → Δi (i = +,− and (1)) and
C→ Δ. Right inhomogeneous cases Ci → Δi (i = R, A, P and F)

which defines the spherical Bessel function Kν(z). This leads to

ΔF (x)E =
m2

4π2

K1(m
√

x2
E
)

m
√

x2
E

, (2.142)

in agreement with the result for the x2 < 0 sector in Minkowski space.
In momentum space a free scalar field L–invariant two point function

Δ̃inv(p) =
∫

d4x e+i px Δinv(x) ,

satisfies

(
m2 − p2) G̃(p) = −1 or (

m2 − p2) F̃(p) = 0 ,

and the corresponding Green functions are the possible distribution valued singular
function of p. The possibilities may be characterized by contours (path) Cinv in
the complex p0–plane as illustrated in Fig. 2.8. In fact a general representation
of Δinv(x) is

Δinv(x) = (2π)−4
∫

Cinv

d4 p e−i px 1

m2 − p2
.

Key behind is the residue theorem

1

2πi

∮

C
f (z) dz = Res[ f (z) ; z0] = lim

z→z0
(z − z0) f (z)

in case the oriented path C encloses simple poles of f (z).
As m2 − p2 = (ωp − p0)(ωp + p0) ; ωp =

√
m2 + p2 has two simple zeros, the

inverse
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1

m2 − p2
= 1

(ωP − p0)(ωp + p0)
= −1

2ωp

(
1

p0 − ωp
− 1

p0 + ωp

)

has two simple poles. For the evaluation of the contour integrals on uses the fact that
the contour can be closed in one of the half planes at infinity, depending on whether
x0 > 0 or x0 < 0, as discussed before.

In Euclidean space a more direct calculation shows how Bessel functions emerge
from a Fourier transform of a radial function on Rn

f̃ (P) =
∫

dn X f (X) e−iP X

with X, P ∈Rn and r = |X |. We first remember that the area of the unit sphere
Sn−1 ⊆Rn is

Sn−1 = 2πn/2/Γ (n/2) .

Let f (X) = F(r), then, in polar coordinates we can choose axes such that P X =
sr cos θ. Then

f̃ (P) = F̃n(s) =
∞∫

0

π∫

0

e−i sr cos θ F(r) Sn−2 (sin θ)n−2 dθ rn−1dr .

The angular integral is related to a Bessel function by

J n−2
2

(t) = t
n−2
2

(2π)
n
2

Sn−2

π∫

0

e−i t cos θ (sin θ)n−2dθ

such that the Fourier transformation of a radial function takes the form

F̃n(s) = (2π)
n
2 s−

n−2
2

∞∫

0

J n−2
2

(sr) F(r) r−
n−2
2 rn−1dr .

Thus the n dimensional Fourier transform of a radial function is a radial function
too. These results will be useful later when discussing the lattice QCD evaluation of
the hadronic light-by-light scattering in n = 4 Euclidean space, where

F̃(s = |P|) =
∫

d4X F(r = |X |) e−iP X = (2π)2 s−1
∞∫

0

J1(sr) F(r) r2 dr .

(2.143)
End of the Digression.
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2.5.6 Scalar One–Loop Integrals

Here we apply our tools to the simplest scalar one–loop integrals (p.i. = partial
integration).26

= μ4−d

(2π)d

∫
ddk 1

k2+m2 = μ4−d(4π)−d/2 ∫ ∞
0 dαα−d/2e−αm2

convergent for d < 2 ∗ ∗ ∗ 26

p.i.= −2m2

d−2μ4−d(4π)−d/2 ∫ ∞
0 dαα1−d/2e−αm2

convergent for d < 4

= −2m2(4π)−d/2 Γ(2−d/2)
d−2

(
m2

μ2

)d/2−2

= −2m2(4π)−2 2
ε Γ(1 + ε

2 ) 1
2−εe

ε
2 (ln 4π−ln m2

μ2 )

ε→+0
 −m2(4π)−2
{

2
ε − γ + 1 + ln 4π − ln m2

μ2

}
+ O(ε)

m

p

= μ4−d

(2π)d

∫
ddk 1

k2+m2
1

1
(k+p)2+m2

2

= μ4−d(4π)−d/2 ∫ ∞
0 dα1dα2(α1 + α2)−d/2e−(α1m2

1+α2m2
2+

α1α2
α1+α2

p2)

α1 = xλ ; α2 = (1 − x)λ

= μ4−d(4π)−d/2Γ(2 − d
2)

∫ 1
0 dx(xm2

1 + (1 − x)m2
2 + x(1 − x)p2))d/2−2

convergent for d < 4

= (4π)−2 2
ε Γ(1 + ε

2)e
ε
2 ln 4π ∫ 1

0 dxe− ε
2 ln

xm2
1+(1−x)m2

2+x(1−x)p2

μ2

ε→+0
 (4π)−2
{

2
ε − γ + ln 4π − ∫ 1

0 dx ln
xm2

1+(1−x)m2
2+x(1−x)p2

μ2

}
+ O(ε)

m1

m2
p

= μ4−d

(2π)d

∫
ddk 1

k2+m2
1

1
(k+p

1
)2+m2

2

1
(k+p

1
+p

2
)2+m2

3

convergent for d = 4
ε→+0
 (4π)−2 ∫ ∞

0 dα1dα2dα3
1

(α1+α2+α3)2
e−(α1m2

1+α2m2
2+α3m2

3)

×e− α1α2p21+α2α3p22+α3α1p23
α1+α2+α3

α1 = xyλ ; α2 = x(1 − y)λ ; α3 = (1 − x)λ ; α1 + α2 + α3 = λ

= (4π)−2 ∫ 1
0 dydxx 1

N

p3

p1

p2

m1

m3

m2

N = x2y (1 − y)p2
1 + x (1 − x)(1 − y)p2

2 + x (1 − x) yp2
3 + xym2

1 + x (1 − y) m2
2 + (1 − x) m2

3

26A direct integration here yields

m2(4π)−d/2Γ (1− d/2)

(
m2

μ2

)d/2−2

which by virtue of Γ (1− d/2) = −2Γ (2− d/2)/(d − 2) is the same analytic function as the one
obtained via the partial integration method.



86 2 Quantum Field Theory and Quantum Electrodynamics

Standard Scalar One–Loop Integrals (m2 =̂m2 − iε).

defines the standard tadpole type integral, where

A0(m) = −m2(Reg+ 1− lnm2) (2.144)

with

Reg = 2

ε
− γ + ln 4π + ln μ2

0 ≡ ln μ2 . (2.145)

The last identification defines the MS scheme of (modified) minimal subtraction.

defines the standard propagator type integral, where

B0(m1, m2; s) = Reg−
∫ 1

0
dz ln(−sz(1− z)+ m2

1(1− z)+ m2
2z − iε) . (2.146)

defines the standard form factor type integral, where

C0(m1, m2, m3; s1, s2, s3) =
∫ 1

0
dx
∫ x

0
dy

1

ax2 + by2 + cxy + dx + ey + f
(2.147)

with

a = s2, d = m2
2 − m2

3 − s2,

b = s1, e = m2
1 − m2

2 + s2 − s3,

c = s3 − s1 − s2, f = m2
3 − iε .
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defines the standard box type integral, where

D0(m1, m2, m3, m4; s1, s2, s3, s4) = (2.148)
∫ 1

0
dx
∫ x

0
dy
∫ y

0
dz

1
[
ax2 + by2 + gz2 + cxy + hxz + j yz + dx + ey + kz + f

]2

with

a = s3 = p23 , b = s2 = p22 , g = s1 = p21 ,

c = 2(p2 p3) , h = 2(p1 p3) , j = 2(p1 p2) ,

d = m2
3 − m2

4 − s3 , e = m2
2 − m2

3 − s2 − 2(p2 p3) , k = m2
1 − m2

2 − s1 − 2(p1 p2)− 2(p1 p3) ,

f = m2
4 − iε .

Remark: the regulator term Reg in (2.145) denotes the UV regulated pole term 2
ε

supplemented with O(1) terms which always accompany the pole term and result
from the ε–expansion of thed–dimensional integrals.While in theMSscheme just the
poles 2

ε
are subtracted, in the modified MS scheme MS also the finite terms included

in (2.145) are subtracted. The dependence on the UV cut–off 2
ε
in the MS scheme

defined by Reg ≡ ln μ2 is reflected in a dependence on theMS renormalization scale
μ.

The U V –singularities (poles in ε at d = 4) give rise to finite extra contributions
when they are multiplied with d (or functions of d) which arise from contractions
like gμ

μ = d , γμγμ = d etc. For d → 4 we obtain:

d A0(m) = 4A0(m)+ 2m2 , d B0 = 4B0 − 2 . (2.149)

The explicit evaluation of the scalar integrals (up to the scalar four–point function) is
discussed in Ref. [52] (see also [53, 54]). The analytic structure of scalar functions
is analyzed in [52, 55].
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2.5.7 Tensor Integrals

In dimensional regularization also the calculation of tensor integrals is rather straight-
forward. Sign conventions are chosen in accordance with the Passarino–Veltman
convention [56] (see also [57]). Invariant amplitudes are defined by performing
covariant decompositions of the tensor integrals, which then are contracted with
external vectors or with the metric tensor. A factor i/16π2 is taken out for simplicity
of notation, i.e.

∫

k
· · · = 16π2

i

∫
ddk

(2π)d
· · · . (2.150)

(1) One point integrals:

By eventually performing a shift k → k + p of the integration variable we easily
find the following results:

∫
k

1
(k+p)2−m2 = −A0(m)

∫
k

kμ

(k+p)2−m2 = pμ A0(m)
∫

k
kμkν

(k+p)2−m2 = −pμ pν A21 + gμν A22

(2.151)

A21 = A0(m)

A22 = −m2

d
A0(m)

ε→0� −m2

4
A0(m)+ m4

8
(2.152)

(2) Two point integrals: the defining equations here are

∫
k

1
(1)(2) = B0(m1, m2; p2)

∫
k

kμ

(1)(2) = pμ B1(m1, m2; p2)
∫

k
kμkν

(1)(2) = pμ pν B21 − gμν B22 ,

(2.153)

where we denoted scalar propagators by (1) ≡ k2 − m2
1 and (2) ≡ (k + p)2 − m2

2.
The simplest non–trivial example is B1. Multiplying the defining equation with 2pμ

we have

2p2B1 =
∫

k

2pk

k2 − m2
1 + iε

1

(p + k)2 − m2
2 + iε

and we may write the numerator as a difference of the two denominators plus a
remainder which does not depend on the integration variable:

2pk = (p + k)2 − k2 − p2 = [(p + k)2 − m2
2] − [k2 − m2

1] − (p2 + m2
1 − m2

2)
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After canceling the square brackets against the appropriate denominator we obtain

B1(m1, m2; p2) = 1

2p2

{
A0(m2)− A0(m1)− (p2 + m2

1 − m2
2) B0(m1, m2; p2)

}

(2.154)

A further useful relation is

B1(m, m; p2) = −1

2
B0(m, m; p2) .

In a similar way, by contracting the defining relation with pν and gμν we find for
arbitrary dimension d

B21 = 1
(d−1) p2

{
(1− d/2)A0(m2)− d/2(p2 + m2

1 − m2
2)B1 − m2

1B0
}

B22 = 1
2(d−1)

{
A0(m2)− (p2 + m2

1 − m2
2)B1 − 2m2

1B0
}

.

Expansion in d = 4− ε, ε → 0 yields

B21 = −1
3p2

{
A0(m2)+ 2(p2 + m2

1 − m2
2)B1 + m2

1B0 + 1/2(m2
1 + m2

2 − p2/3)
}

B22 = 1
6

{
A0(m2)− (p2 + m2

1 − m2
2)B1 − 2m2

1B0 − (m2
1 + m2

2 − p2/3)
}

where the arguments of the B–functions are obvious.
Note the appearance of 1/p2 terms, which represent a kinematical singularity.

Kinematical singularities unavoidably show upwhenworkingwith covariant decom-
positions of tensor amplitudes. Observables are always scalars and are obtained
from tensor structures via contractions with numerical tensors and the external
momenta in our simplest case with pμ. Factors p2 arising from the contraction elimi-
nate/compensate the kinematic singularity of the scalar amplitudes in the contracted
object. The higher the tensor the higher the singularity: in general B1 exhibit a 1/p2,
B21 a (1/p2)2 etc.
(3) Three point integrals: for the simplest cases we define the following invariant
amplitudes

∫
k

1
(1)(2)(3) = −C0(m1, m2, m3; p2

1, p2
2, p2

3)∫
k

kμ

(1)(2)(3) = −pμ
1C11 − pμ

2C12
∫

k
kμkν

(1)(2)(3) = −pμ
1 pν

1C21 − pμ
2 pν

2C22 − (pμ
1 pν

2 + pμ
2 pν

1 )C23 + gμνC24

(2.155)

where p3 = −(p1 + p2), (1) ≡ k2 − m2
1, (2) ≡ (k + p1)

2 − m2
2 and (3) ≡

(k + p1 + p2)
2 − m2

3.
The C1i ’s can be found using all possible independent contractions with p1μ,ν ,

p2μ,ν and gμν . This leads to the equations
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(
p2
1 p1 p2

p1 p2 p2
2

)

︸ ︷︷ ︸
X

(
C11

C21

)
=
(

R1

R2

)

with

R1 = 1
2 (B0(m2, m3; p2

2)− B0(m1, m3; p2
3)

− (p2
1 + m2

1 − m2
2)C0

)

R2 = 1
2

(
B0(m1, m3; p2

3)− B0(m1, m2; p2
1)

+ (p2
1 − p2

3 − m2
2 + m2

3)C0
)

.

The inverse of the kinematic matrix of the equation to be solved is

X−1 = 1

det X

(
p2
2 −p1 p2

−p1 p2 p2
1

)
, det X

.= p2
1 p2

2 − (p1 p2)
2

and the solution reads

C11 = 1

det X

{
p2
2 R1 − (p1 p2)R2

}

C12 = 1

det X

{−(p1 p2)R1 + p2
1 R2

}
. (2.156)

The same procedure applies to themore elaborate case of theC2i ’s where the solution
may be written in the form

C24 = −m2
1

2
C0 + 1

4
B0(2, 3)− 1

4
( f1C11 + f2C12)+ 1

4
(2.157)

(
C21

C23

)
= X−1

(
R3

R5

)
;
(

C23

C22

)
= X−1

(
R4

R6

)
(2.158)

with

R3 = C24 − 1
2 ( f1C11 + B1(1, 3)+ B0(2, 3))

R5 = − 1
2 ( f2C11 + B1(1, 2)− B1(1, 3))

R4 = − 1
2 ( f1C12 + B1(1, 3)− B1(2, 3))

R6 = C24 − 1
2 ( f2C12 − B1(1, 3))

and

f1 = p2
1 + m2

1 − m2
2 ; f2 = p2

3 − p2
1 + m2

2 − m2
3 .
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The notation used for the B–functions is as follows: B0(1, 2) denotes the two point
function obtained by dropping propagator 1

(3) from the form factor i.e.
∫

k
1

(1)(2) and
correspondingly for the other cases.

As we mentioned at the end of the paragraph on the two point tensor integrals
above, the tensor decomposition leads to kinematical singularities. In the case of
the three point tensor integrals they show up in form of powers of the factors 1

det X
(in place of the simple 1/p2 in case of the two point integrals). The determinant
det X = p2

1 p2
2 − (p1 p2)

2 is called Gram determinant and exhibits a zero at points
of degenerate momenta i.e. p2 ∝ p1. After contracting the tensor integral with
an external tensor structure in the two independent moments p1μ and p2μ and the
possible numerical tensors when forming an observable the singularities cancel.

In the following sections we present an introduction to the calculation of the per-
turbative higher order corrections, also called radiative corrections, for the simplest
QED processes. For extensions to electroweak SM processes I refer to my TASI
lectures [58].

2.6 One–Loop Renormalization

2.6.1 The Photon Propagator and the Photon Self–Energy

We first consider the full photon propagator

iDμν ′
γ (x − y) = 〈0|T {Aμ(x)Aν(y)} |0〉 ,

which includes all electromagnetic interactions, in momentum space. It is given by
repeated insertion of the one–particle irreducible (1PI) self–energy function

also called the vacuum polarization tensor. Since the external photon couples to
the electromagnetic current via the vertex iejμ

em(x)Aμ(x), the latter may also be
represented as a correlator of two electromagnetic currents (2.93):

− iΠμν
γ (q) = (ie)2

∫
d4x eiqx 〈0|T {

jμ
em(x) jν

em(y)
} |0〉 . (2.159)

Because the electromagnetic current is conserved ∂μ jμ
em = 0 the non–trivial part of

the self–energy function is transversal

Πμν = − (qμqν − q2 gμν
)

Π ′(q2) (2.160)

which implies qνΠ
μν = 0 automatically. Note however, that the free propagator,

because of the required gauge fixing does not satisfy the transversality condition.
The left over terms are gauge fixing artifacts and will drop out from physical matrix
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elements.An external real photon, for example, is represented by a polarization vector
εμ(q,λ)which satisfy qμε

μ(q,λ) = 0 and thus nullifies all terms proportional to qμ.
In any case, we will need to consider the transverse part only in the following.

In order to see how the splitting into transverse and longitudinal parts works, we
introduce the projection tensors

T μν = gμν − qμqν

q2
(transverse projector) , Lμν = qμqν

q2
(longitudinal projector)

which satisfy

T μ
ν + Lμ

ν = δμ
ν , T μ

ρ T ρ
ν = T μ

ν , Lμ
ρ Lρ

ν = Lμ
ν , T μ

ρ Lρ
ν = Lμ

ρ T ρ
ν = 0 .

Then writing

Πμν(q) =
(

Tμν Π(q2)+ Lμν L(q2)
)
=
(
gμν Π1(q

2)+ qμqν Π2(q
2)
)

(2.161)

we have L = q2Π2+Π1 andΠ ≡ Π1. Thus the transverse amplitudeΠ is uniquely
given by the gμν–term in the propagator and the longitudinal amplitude L does not
mix with the transverse part.

This allows us to calculate the full or dressed photon propagator by simply con-
sidering it in the Feynman gauge ξ=1, for which the free propagator takes the simple
form iDμν

γ =− igμν/(q2 + iε). The so called Dyson series of self–energy insertions
then takes the form (we omit the metric tensor gμν which acts as a unit matrix)

γ γ
= + +

γ
+···

i D′
γ(q

2) ≡ −i
q2
+ −i

q2

(−iΠγ

) −i
q2
+ −i

q2

(−iΠγ

) −i
q2

(−iΠγ

) −i
q2
+ · · ·

= −i
q2

{

1+
(−Πγ

q2

)
+
(−Πγ

q2

)2

+ · · ·
}

= −i
q2

{
1

1+ Πγ

q2

}

= −i
q2 +Πγ(q2)

. (2.162)

The fact that the series of self–energy insertions represents a geometrical progression
allows one for a closed resummation and is called a Dyson summation. The result
is very important. It shows that the full propagator indeed has a simple pole in q2

only, as the free propagator, and no multi–poles as it might look like before the
resummation has been performed.

In amore general form the dressed propagator, including an auxiliary photonmass
term for a moment, reads
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iD′ μν
γ (q) = −i

q2 − m2
0γ +Πγ(q2)

(
gμν − qμqν

q2

)
+ qμqν

q2
· · · (2.163)

and we observe that in general the position of the pole of the propagator, at the tree
level given by the mass of the particle, gets modified or renormalized by higher order
corrections encoded in the self–energy function Π . The condition for the position
q2 = sP of the pole is

sP − m2
0γ +Πγ(sP) = 0 . (2.164)

By U (1)em gauge invariance the photon necessarily is massless and must remain
massless after including radiative corrections. Besides m0γ = 0 this requires
Πγ(q2) = Πγ(0) + q2 Π ′

γ(q
2) with Πγ(0) ≡ 0, in agreement with the transver-

sality condition (2.160). As a result we obtain

i D
′μν
γ (q) = −igμν D′

γ(q
2)+ gauge terms = −igμν

q2 (1+Π ′
γ(q

2))
+ gauge terms .

(2.165)

The inverse full bare photon propagator is of the form

(2.166)

After these structural considerations about the photon propagator we are ready to
calculate the one–loop self–energy and to discuss the renormalization of the photon
propagator. We have to calculate27

27Fermion propagators are represented either as an inverse matrix 1
�k−m+iε or as a matrix �k+m−iε

k2−m2+iε
with a scalar denominator. This second form is obtained from the first one bymultiplying numerator
and denominator from the left or from the right with �k + m − iε. In the denominator we then have
(�k +m − iε)( �k −m + iε) =�k �k − (m − iε)2 = k2 −m2 + iε+ O(ε2) where the O(ε2) order term
as well as the O(ε) in the numerator in ε may be dropped as the limit ε → 0 is always understood.
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We have used already the property that the trace of an odd number of γ–matrices is
zero. F is the number of closed fermion loops, F = 1 in our case. As a convention
the string of γ–matrices is read against the direction of the arrows. We again use the
short notation

(1) = k2 − m2 + iε , (2) = (q + k)2 − m2 + iε

and

∫

k
· · · =

∫
ddk

(2π)d
· · · .

Gauge invariance or transversality of the photon field requires

qμΠ
μν = 0

whereΠμν is the symmetric vacuumpolarization tensor.Wemay check transversality
directly as follows

qνTr γ
μ 1

�k − m
γν 1

( �q+ �k)− m
= Tr γμ 1

�k − m
�q 1

( �q+ �k)− m

= Tr γμ 1

�k − m
[( �q+ �k − m)} − ( �k − m)] 1

( �q+ �k)− m

= Tr γμ

(
1

�k − m
− 1

( �q+ �k)− m

)

which upon integration should be zero. Indeed, in dimensional regularization,wemay
shift the integration variable in the second integral q + k = k ′, and by integrating
we find

∫

k
Tr γμ 1

�k − m
−
∫

k
Tr γμ 1

( �q+ �k)− m
= 0 .

It is understood that d is chosen such that the integrals converge to start with. The
result is then analytically continued to arbitrary d. This then explicitly proves the
transversality (2.160). We may exploit transversality and contract the vacuum polar-
ization tensor with the metric tensor and consider the resulting scalar quantity

igμνΠ
μν = −igμν (qμqν − q2 gμν) Π ′(q2) = iq2 (d − 1) Π ′(q2)

= e2
∫

k

Tr (γα �kγα( �q+ �k))

(1)(2)
+ e2m2

∫

k

Tr (γαγα)

(1)(2)
.

Using the d–dimensional Dirac algebra relations (2.125) or, directly the trace rela-
tions (2.126), we have γα � kγα = (2 − d) � k and thus the trace in the first
integral is (2 − d) Tr ( �k( �q+ �k) = (2 − d) k(q + k) Tr 1. The scalar products
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k2 + kq in the numerator may be written as a difference of the two denomina-
tors (1) and (2) plus a term with does not depend on the integration variable k:
k2 = (1)+m2 and 2kq = (q+ k)2−m2− k2+m2−q2 = (2)− (1)−q2 and hence
k2 + qk = 1

2 [(2) + (1) − q2 + 2m2]. The terms proportional to (1) and (2) each
cancel against one of the denominators and give a momentum independent tadpole
integral.

The point of these manipulations is that we got rid of the polynomial in k in the
numerator and thus were able to reduce the integrals to a set of basic integrals of a
scalar theory. In our example, with the definitions (2.151) and (2.153), we get

∫

k

k2 + qk

(1)(2)
= i

16π2

1

2

(
(2m2 − q2) B0(m, m; q2)− 2 A0(m)

)
.

For the one–loop vacuum polarization as a result we then have28

q2 Π ′(q2) = e2

16π2

1

(d − 1)

{
4 (2− d) (m2 − q2

2
) B0(m, m; q2)

−4 (2− d) A0(m)+ 4dm2 B0(m, m; q2)

}
.

Now we have to expand the result in d = 4− ε. At the one–loop level at most simple
poles in ε are expected, thus a bare one–loop amplitude in the vicinity of d = 4 is of
the form

A = a−1
1

ε
+ a0 + a1ε+ · · ·

The expansions for the standard scalar integrals A0 and B0 are given in (2.144) and
(2.146), respectively, and the singular terms read

A0(m) = −m2 2

ε
+ O(1) , B0(m1, m2; q2) = 2

ε
+ O(1)

which leads to (2.149). In addition, we have to expand

1

d − 1
= 1

3− ε
= 1

3 (1− ε
3 )
� 1

3
+ ε

9
+ O(ε2) .

28We adopt the scheme setting the trace of the unit matrix in spinor space Tr 1 = 4; it is of course
mandatory to keep this convention consistently everywhere.While bare quantities obviously depend
on this convention, one can prove that quantities finite in the limit d → 4, like the renormalized
ones, are unambiguous.
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As a result for the bare amplitude we obtain

q2Π ′(q2) = e2

16π2
8

3

{

m2 − q2

6
+ A0(m)+

(

m2 + q2

2

)

B0(m, m; q2)

}

(2.167)

an expression which exhibits regularized UV singularities, represented by the poles
in ε present in A0 and B0.

We now have to discuss the renormalization of the photon propagator. Concerning
mass renormalization, we first go back to the general form (2.161) of the vacuum
polarization tensor and identify Π2 = −Π ′ and Π1 = −q2Π2 = q2Π ′(q2) due
to transversality. As we have shown earlier in this section, electromagnetic gauge
invariance requires:

lim
q2→0

Π1(q
2) = 0 (2.168)

and we may check now explicitly whether the calculated amplitude satisfies this
condition. For q2 = 0 we have

B0(m, m; 0) = −1− A0(m)

m2
= Reg− lnm2 (2.169)

and hence, as it should be,

lim
q2→0

q2Π ′(q2) = e2

16π2

8

3

{
m2 + A0(m)+ m2 B0(m, m; 0)} = 0 .

This proves the absence of a photon mass renormalization at this order as a conse-
quence of U (1)em gauge invariance.

Next we consider the wavefunction renormalization. The renormalized photon
propagator is D′

ren = Z−1γ D′
0, where the renormalized physical propagator is required

to have residue unity of the pole at q2 = 0. This infers that the interacting photon
propagator in the vicinity of the pole behaves like a free photon (asymptotically free
scattering state). From (2.165) we learn that the residue of the pole q2 = 0 in the bare
propagator is given by 1/(1 +Π ′

γ(0)) such that the wave function renormalization
condition for the photon reads Zγ(1+Π ′

γ(0)) = 1 or

Zγ =
[
1+Π ′

γ(0)
]−1 � 1−Π ′

γ(0) . (2.170)

We thus have to calculate

lim
q2→0

Π ′
γ(q2) = e2

16π2
8

3q2

{
m2 − q2

6
+ A0(m)+

(

m2 + q2

2

)

B0(m, m; q2)

}∣∣
∣∣
∣
q2→0

= e2

16π2
8

3

{
−1

6
+ m2 Ḃ0(m, m; 0)+ 1

2
B0(m, m; 0)

}
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where we have used the expansion

B0(m, m; q2) = B0(m, m; 0)+ q2 Ḃ0(m, m; 0)+ O(q4) .

Using the integral representation (2.146) it is easy to find

Ḃ0(m, m; 0) = 1

6

1

m2
, (2.171)

and together with (2.169) we obtain the simple result

Zγ − 1 = e2

12π2
B0(m, m; 0)

= α

3π
ln

μ2

m2
. (2.172)

where the last expression in given in the MS scheme with Reg = ln μ2. We finally
may write down the renormalized photon vacuum polarization which takes the form

Π ′
γ ren(q

2) = Π ′
γ(q

2)−Π ′
γ(0)

= e2

6π2

1

q2

{
m2 − q2

6
+ A0(m)+

(
m2 + q2

2

)
B0(m, m; q2)− q2

2
B0(m, m; 0)

}
.

Evaluating the integrals one obtains

B0(m, m; q2) = Reg+ 2− lnm2 + 2 (y − 1) G(y) (2.173)

where

y = 4m2

q2

and

G(y) =
{− 1√

y−1 arctan
1√
y−1 (y > 1)

1
2
√
1−y

ln
√
1−y+1√
1−y−1 (y < 1) .

(2.174)

For 0 < y < 1, which means q2 > 4m2, the self–energy function is complex, given
by

G(y) = 1

2
√
1− y

(
ln

1+√1− y

1−√1− y
− iπ

)
. (2.175)



98 2 Quantum Field Theory and Quantum Electrodynamics

The imaginary part in the time–like region q2 > 0 for
√

q2 > 2m is a consequence of
the fact that an electron–positron pair can be actually produced as real particles when
the available energy exceeds the sum of the rest masses of the produced particles. The
vacuum polarization function is thus an analytic function in the complex q2–plane
with a cut along the positive real axis starting at q2 = 4m2, which is the threshold
for pair–creation.29

The final result for the renormalized vacuum polarization then reads

Π ′
γ ren(q

2) = α

3π

{
5

3
+ y − 2 (1+ y

2
) (1− y) G(y)

}
(2.176)

which in fact is a function of q2/m2. This renormalized vacuum polarization function
will play a crucial role in different places later. For later purposes it is useful to note
that it may be written in compact form as the following integral30

29As a rule, a cut diagram

m2

m1

q

contributes to the imaginary part if the cut diagram kinematically allows physical intermediate
states: q2 ≥ (m1+m2)

2. In place of the virtual photon (a real photon requires q2 = 0 and does not
decay) let us consider the massive charged weak gauge boson W . The W is an unstable particle and
decays predominantly as W− → �−ν̄� (� = e,μ, τ ) leptonically, and W− → dū, bc̄ hadronically.
Looking at the transversal self–energy function ΠW (q2) of the W on the mass shell q2 = M2

W we
have

Im ΠW (q2 = M2
W ) = MW ΓW �= 0

defining the finite width ΓW of the W–particle. Note that W− → bt̄ is not allowed kinematically
because the top quark t is heavier than the W (MW = 80.385 ± 0.015GeV, mt = 173.21 ±
0.87GeV, mb = 4.18± 0.03GeV) for an on–shell W and hence does not contribute to the width.

Cutting lines means applying the substitution (see (2.141))

1

p2 − m2 + iε
→−i π δ(p2 − m2)

for the corresponding propagators. In general the imaginary part is given by cutting sets of lines
of a diagram in all possible ways such that the diagram is cut into two disconnected parts. A cut
contributes if the cut lines can be viewed as external lines of a real physical subprocess. Note that
the imaginary part of an n–loop amplitude is given by cut diagrams exhibiting n − 1 closed loops
at most. The imaginary part therefore is less UV divergent in general. In particular, the imaginary
part of a one–loop diagram is always finite.
30Which derives from

B0(m, m; q2) = Reg− lnm2 −
∫ 1

0
dz ln(1− z (1− z) q2/m2)
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Π ′
γ ren(q

2/m2) = −α

π

1∫

0

dz 2z (1− z) ln(1− z (1− z) q2/m2)

= α

π

1∫

0

dt t2 (1− t2/3)
1

4m2/q2 − (1− t2)
. (2.177)

The result (2.176) may be easily extended to include the other fermion contri-
butions. In the MS scheme, defined by setting Reg = ln μ2 in the bare form, we
have

Π ′
γ(q

2) = α

3π

∑

f

Q2
f Ncf

[

ln
μ2

m2
f

+ Ĝ

]

(2.178)

where f labels the different fermion flavors (fermion species), Q f is the charge in
units of e and Ncf the color factor, Ncf = 3 for quarks and Ncf = 1 for the leptons.
We have introduced the auxiliary function

Ĝ = 5

3
+ y − 2 (1+ y

2
) (1− y) G(y) �

{
Ĝ = 0 , q2 = 0

Re Ĝ = − ln |q2|
m2

f
+ 5

3 , |q2| # m2
f

which vanishes at q2 = 0. The imaginary part is given by the simple formula

Im Π ′
γ(q

2) = α

3

∑

f

Q2
f Ncf

(
(1+ y

2
)
√
1− y

)
. (2.179)

Using the given low and high energy limits we get

Π ′
γ(0) =

α

3π

∑

f

Q2
f Ncf ln

μ2

m2
f

(2.180)

and

Re Π ′
γ(q

2) = α

3π

∑

f

Q2
f Ncf

(
ln

μ2

|q2| +
5

3

)
; |q2| # m2

f . (2.181)

(Footnote 30 continued)
(see (2.146)). The second form is obtained from the first one by a transformation of variables
z → t = 2z − 1, noting that

∫ 1
0 dz · · · = 2

∫ 1
1
2
dz · · · , and performing a partial integration with

respect to the factor z (1− z) = (1− t2)/4 = d
dt t (1− t2/3)/4 in front of the logarithm.
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⇒
scattering production↑

unphysical

0 4m2 Re s

s
ξ

ϕ

0−1 +1

Fig. 2.9 Conformal mapping of the upper half s–plane into a half unit–circle

This concludes our derivation of the one–loop photon vacuum polarization, which
will play an important role also in the calculation of the anomalousmagnetic moment
of the muon.

Conformal Mapping

For numerical evaluations and for working with asymptotic expansions, it is often a
big advantage to map the physical upper half s = q2–plane into a bounded region as,
for example, the interior of a half unit–circle as shown in Fig. 2.9. Such a conformal
mapping is realized by the transformation of variables (ξ should not be confused
with the gauge parameter ξ)

s → ξ =
√
1− y − 1√
1− y + 1

; y = 4m2

s
(2.182)

or

s

m2
= − (1− ξ)2

ξ
; √

1− y = 1+ ξ

1− ξ
.

If we move along the real s axis from −∞ to +∞ we move on the half unit–circle
from 0 to+1, then on the arc segment counter clockwise and from−1 back to 0. We
distinguish the following regions:

scattering s < 0 : 0 ≤ ξ ≤ 1 , ln ξ

unphysical 0 < s < 4m2 : ξ = eiϕ , ln ξ = iϕ
production 4m2 < s : −1 ≤ ξ ≤ 0 , ln ξ = ln |ξ| + iπ

where

ϕ = 2 arctan
1√

y − 1
; 0 ≤ ϕ ≤ π .
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On the arc holds 1/y = sin2 ϕ
2 . The function G(y) has now the representation

G(y) =

⎧
⎪⎨

⎪⎩

− 1
2
1−ξ
1+ξ

ln ξ , 0 > s

− 1
2 ϕ tan ϕ

2 , 4m2 > s > 0

− 1
2
1−ξ
1+ξ

(ln |ξ| + iπ) , s > 4m2 .

As an application we may write the photon vacuum polarization amplitude (2.176)
in the form

Πγ ren(s) = q2Π ′
γ ren(s)

= α m2

3π

{− 22
3 + 5

3

(
ξ−1 + ξ

) + (
ξ−1 + ξ− 4

)
1+ξ
1−ξ

ln ξ , s < 0

− 20
3 sin2 ϕ

2 − 4+ 2
(
1+ 2 sin2 ϕ

2

)
ϕ cot ϕ

2 , 0 < s < 4m2 .

For s > 4m2 the first form holds with ln ξ = ln |ξ| + iπ. Corresponding representa-
tions are used for the vertex function as well as for the kernel function of the vacuum
polarization integral contributing to g − 2 (see Sect. 5.1.7).

2.6.2 The Electron Self–Energy

Next we study the full propagator of a Dirac fermion f

iS′f (x − y) = 〈0|T {
ψ f (x)ψ̄ f (y)

} |0〉

in momentum space. Again, the propagator has the structure of a repeated insertion
of the 1PI self–energy −iΣ f (p)

 f            f 
= + +

f
+···

i S′f (p) ≡ i

�p − m f
+ i

�p − m f

(−iΣ f
) i

�p − m f

+ i

�p − m f

(−iΣ f
) i

�p − m f

(−iΣ f
) i

�p − m f
+ · · ·

= i

�p − m f

{

1+
(

Σ f

�p − m f

)
+
(

Σ f

�p − m f

)2

+ · · ·
}

= i

�p − m f

⎧
⎨

⎩
1

1− Σ f

�p−m f

⎫
⎬

⎭
= i

�p − m f −Σ f
. (2.183)

http://dx.doi.org/10.1007/978-3-319-63577-4_5
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The Dyson series here is a geometric progression of matrix insertions which again
can be summed in closed form and the inverse full fermion propagator reads

(2.184)
The self–energy is given by an expansion in a series of 1PI diagrams

The covariant decomposition of Σ f (p) for a massive fermion takes the form

Σ(p) =�p (
A(p2, m f , · · · )

)+ m f
(
B(p2, m f , · · · )

)
, (2.185)

where A and B are Lorentz scalar functionswhich depend on p2 and on all parameters
(indicated by the dots) of a given theory. In vector–like theories, like QED and
QCD, no parity violating γ5 terms are present, and the pole of the propagator, or,
equivalently, the zero of the inverse propagator, is given by a multiple of the unit
matrix in spinor space:

�p = m̃ , where m̃2 = sP (2.186)

defines the “pole mass” of the fermion in the p2–plane

�p − m f −Σ f (p)
∣∣ �p=m̃ = 0 . (2.187)

Among the charged leptons only the electron is stable, and hence m̃e = me is real and
given by the physical electronmass. For the unstable fermions sP = m̃2 = m2−imΓ

is the complex pole mass, where the real part defines the physical mass m and the
imaginary part the width Γ , which is the inverse of the life time. Looking at the full
propagator

S
′
f (p) = 1

�p − m f −Σ f (p)
= �p (1− A)+ m f (1+ B)

p2 (1− A)2 − m2
f (1+ B)2

. (2.188)

the pole condition may written in a form (2.164)

sP − m2
0 −Ω(sP , m2

0, · · · ) = 0 , (2.189)

where

Ω(p2, m2
0, · · · ) ≡ p2

(
2A − A2

)+ m2
0

(
2B + B2

)
.
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One easily checks that the numerator matrix is non–singular at the zero of the denom-
inator of the full Dirac propagator. Thus the solution may be obtained by iteration of
(2.189) to a wanted order in perturbation theory.

Now the fermion wave function renormalization has to be considered. The renor-
malized propagator is obtained from the bare one by applying the appropriate wave
function renormalization factor S′f ren = Z−1f S′f 0 (see (2.109)), where the renormal-
ized physical propagator is required to have residue unity at the pole � p = m̃. The
interacting fermion propagator in the vicinity of the pole is supposed to behave like a
free fermion (asymptotically free scattering state). In fact, this naive requirement can-
not be satisfied in massless QED due to the long range nature of the electromagnetic
interaction. Charged particles never become truly free isolated particles, they rather
carry along a cloud of soft photons and this phenomenon is known as the infrared
problem of QED. Strictly speaking the standard perturbation theory breaks down if
we attempt to work with one–electron states. While the off–shell Green functions are
well defined, their on–shell limit and hence the S–matrix does not exist. A way out
is the so called Bloch–Nordsieck construction [59] which will be discussed below.

At intermediate stages of a calculation we may introduce an IR regulator like a
tiny photon mass, which truncates the range of the electromagnetic interaction and
thus allows one for a perturbative treatment to start with.

In vector–like theories the fermion wave function renormalization factor
√

Z f =
1+ δZ f is just a number, i.e., it is proportional to the unit matrix in spinor space.31

Working now with a finite photon mass we may work out the on–shell wave function
renormalization condition (LSZ asymptotic condition). For this purpose, we have to
perform an expansion of the inverse bare propagator (2.184) about the pole �p = m̃.

�p − m0 −Σ = m̃ + ( �p − m̃)− m0 − m̃ A(m̃2, m0, · · · )− m0B(m̃2, m0, · · · )
− m̃

(
p2 − m̃2

) ∂ A(p2,m0,··· )
∂ p2

∣∣∣
p2=m̃2

− m0
(

p2 − m̃2
) ∂B(p2,m0,··· )

∂ p2

∣∣∣
p2=m̃2

+ · · ·

where m̃ is the pole solution (2.187):

�p − m0 −Σ |�p=m̃ = m̃ − m0 − m̃ A(m̃2, m0, · · · )− m0B(m̃2, m0, · · · ) = 0

31In the unbroken phase of the SM the left–handed and the right–handed fermion fields get renor-
malized independently by c–number renormalization factors

√
ZL and

√
Z R , respectively. In the

broken phase, a Dirac field is renormalized by
√

Z f = √ZL Π−+√Z R Π+ whereΠ± = 1
2 (1±γ5)

are the chiral projectors. Hence, the wave function renormalization factor, becomes a matrix√
Z f = 1+α+βγ5 and the bare fields are related to the renormalized one’s byψ0(x) = √

Z f ψr (x),
which for the adjoint field reads ψ̄0(x) = ψ̄r (x)γ0

√
Z f γ

0.
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and thus using p2 − m̃2 = ( �p + m̃) ( �p − m̃) � 2m̃ ( �p − m̃) we have

�p − m0 −Σ = ( �p − m̃)

(

1− ∂Σ

∂ �p
∣∣∣∣ �p=m̃

)

+ O(( �p − m̃)2)

= ( �p − m̃) Z−1f + O(( �p − m̃)2)

with

Z−1f =
(

1− ∂Σ

∂ �p
∣
∣
∣∣ �p=m̃

)

= 1−
⎛

⎝A(m̃2, m0, · · · )+ 2m̃
∂[m̃ A(p2, m0, · · · )+ m0B(p2, m0, · · · )]

∂ p2

∣∣
∣
∣
∣

p2=m̃2

⎞

⎠

(2.190)

such that the renormalized inverse full propagator formally satisfies

�p − m −Σren = ( �p − m̃)+ O(( �p − m̃)2)

with residue unity of the pole.
We are ready now to calculate the lepton self–energy in the one–loop approxima-

tion. We have to calculate32

(2.192)

32We consider the photon to have a tiny mass and thus work with a photon propagator of the form

Dρσ(k) = −
(

gρσ − (1− ξ)
kρkσ

k2 − ξm2
γ

)
1

k2 − m2
γ + iε

. (2.191)
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We consider the first term, applying relations (2.125) we find

T1 =
∫

k

1

k2 − m2
γ + iε

md + (2− d) ( �p+ �k)

(p + k)2 − m2 + iε

= i

16π2

{
(md + (2− d) �p) B0(mγ, m; p2)+ (2− d) �p B1(mγ, m; p2)

}

where B1 is defined in (2.153) and may be expressed in terms of B0 via (2.154).
The limit of vanishing photon mass is regular and we may set mγ = 0. Furthermore,
expanding d about 4 using (2.149) we find

T1 = i

16π2

{
m (4B0 − 2)+ �p

(
1− A0(m)

p2
− p2 + m2

p2
B0

)}
(2.193)

with

B0 = B0(0, m; p2) = Reg+ 2− lnm2 + m2 − p2

p2
ln

(
1− p2 + iε

m2

)
.

We note that the first term T1 is gauge independent. In contrast, the second term
of (2.192) is gauge dependent. In the Feynman gauge ξ = 1 the term vanishes. In
general,

T2 =
∫

k

(1− ξ)

(k2 − m2
γ)(k

2 − ξm2
γ)
�k 1

�p+ �k − m
�k

where we may rewrite

�k 1

�p+ �k − m
�k = [( �p+ �k − m)− ( �p − m)] 1

�p+ �k − m
[( �p+ �k − m)− ( �p − m)]

= �k − ( �p − m)+ ( �p − m)
1

�p+ �k − m
( �p − m) .

The first term being odd in the integration variable yields a vanishing result upon
integration, while the remaining one’s vanish on the mass shell � p = m and hence
will not contribute to the mass renormalization. We obtain

T2 = −( �p − m)

∫

k

(1− ξ)

(k2 − m2
γ)(k

2 − ξm2
γ)

+( �p − m)

∫

k

(1− ξ)

(k2 − m2
γ)(k

2 − ξm2
γ)

�p+ �k + m

(p + k)2 − m2 + iε
( �p − m) ,

a result which affects the residue of the pole and thus contributes to the wave function
renormalization. To proceed, we may use the pole decomposition
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(1− ξ)
1

k2 − m2
γ

1

k2 − ξm2
γ

= 1

m2
γ

(
1

k2 − m2
γ

− 1

k2 − ξm2
γ

)

.

Then all integrals are of the type we already know and the result may be worked out
easily. Since these terms must cancel in physical amplitudes, we will not work them
out in full detail here. Note that the second term is of order O(( � p − m)2) near the
mass shell and hence does not contribute to the residue of the pole and hence to the
wave function renormalization. The first term is very simple and given by

T2 = ( �p − m)

{
−(1− ξ)

i

16π2
B0(mγ,

√
ξmγ; 0)

}
+ O(( �p − m)2) .

(2.194)
We now consider the mass renormalization. The latter is gauge invariant and we

may start from Σ = −ie2T1 + ie2T2 in the Feynman gauge

Σξ=1 = −ie2T1 = A(p2) �p + B(p2) m

= e2

16π2

{
�p
(
1− A0(m)

p2
− p2 + m2

p2
B0

)
+ m (4B0 − 2)

}
.

The physical on–shell mass renormalization counter term is determined by

�p − m0 −Σ |�p=m = �p − m − δm −Σ |�p=m = 0 or δm = −Σ |�p=m

and hence

δm

m
= − (

A(p2)+ B(p2)
)∣∣

p2→m2

= e2

16π2

{
1+ A0(m)

m2
− 2B0(mγ, m;m2)

}
= e2

16π2

{
3

A0(m)

m2
− 1

}

where we have used

B0(0, m;m2) = 1− A0(m)

m2
= Reg+ 2− lnm2 .

As a result the mass renormalization counter term is gauge invariant and infrared
finite for mγ = 0. The gauge dependent amplitude T2 does not contribute. Using
(2.144) we may write

δm

m
= α

2π

{
3

2
ln

m2

μ2
− 2

}
. (2.195)
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The wave function renormalization at one–loop order is given by33

Z f − 1 =
(

A(p2)+ 2m2 ∂(A+B)(p2)

∂ p2

)∣∣∣
p2→m2

= e2

16π2

{
1+ A0(m)

m2 + 4m2 Ḃ0(mγ, m;m2)+ (1− ξ) B0(mγ,
√

ξmγ; 0)
}

.

A calculation of Ḃ0 in the limit of a small photon mass yields

Ḃ0(mγ, m;m2)
mγ→0� − 1

m2

(

1+ 1

2
ln

m2
γ

m2

)

a result which exhibits an IR singularity and shows that in massless QED the residue
of the pole does not exist. An asymptotically small photon mass mγ is used as an IR
regulator here. In IR regularized QED we may write the result in the form

Z f − 1 = α

2π

{
1

2
ln

m2

μ2
− 2+ 2 ln

m

mγ
+ 1

2
(1− ξ)

(

1− ln
m2

γ

μ2

)

+ 1

2
ξ ln ξ

}

.

(2.197)

The important message here is that the residue of the pole of the bare fermion
propagator is gauge dependent and infrared singular. What it means is that the LSZ
asymptotic condition for a charged particle cannot be satisfied. The cloud of soft
photons accompanying any charged state would have to be included appropriately.
However, usually in calculating cross sections the Bloch–Nordsieck construction is
applied. This will be elaborated on below.

33Note that with T2 from (2.194) we have

Σξ �=1 = ie2T2 = (�p − m) Aξ �=1

where

Aξ �=1 = (1− ξ)
e2

16π2 B0(mγ ,
√

ξmγ; 0)

and Bξ �=1 = −Aξ �=1, such that Aξ �=1 + Bξ �=1 = 0. This leads to a contribution

δZ ξ �=1
f = e2

16π2 (1− ξ) B0(mγ ,
√

ξmγ; 0)

= e2

16π2

{
(1− ξ)

(
Reg+ 1− lnm2

γ

)
+ ξ ln ξ

} (2.196)

to the wave function renormalization.
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The renormalized fermion self–energy is given by

Σ f ren = Σ f + δm f − (Z f − 1)
(�p − m f

)

= Aren
(�p − m f

)+ Cren m f (2.198)

with

Aren = A − (Z f − 1)

Cren = A + B + δm

m
.

In the context of g−2 the fermion self–energy plays a role as an insertion into higher
order diagrams starting at two loops.

2.6.3 Charge Renormalization

Besides mass and wave function renormalization as a last step we have to perform
a renormalization of the coupling constant, which in QED is the electric charge, or
equivalently, the fine structure constant. The charge is defined via the electromagnetic
vertex. The general structure of the vertex renormalization has been sketched in
Sect. 2.4.1, already. Up to one–loop the diagrams to be considered are

= + + · · ·
ρ

k

σ
p1

p2

μ

q

p1−k

p2−k

↑

Let us first consider the impact of current conservation and the resulting Ward–
Takahashi identity. Current conservation, ∂μ jμ

em(x) = 0 translates into a considera-
tion of

iqμΓ
μ = −ie �q − i6e3

∫
ddk

(2πd)
Dρσ(k)γρ SF(p2 − k) �q SF(p1 − k) γσ + · · ·

with q = p2 − p1. First we note that

�q =�p2− �p1 = [�p2− �k − m] − [�p1− �k − m] = S−1F (p2 − k)− S−1F (p1 − k)

and thus

SF(p2 − k) �q SF(p1 − k) = SF(p2 − k)
(
S−1F (p2 − k)− S−1F (p1 − k)

)
SF(p1 − k)

= SF(p1 − k)− SF(p2 − k) ,
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which means that contracted with qμ the tree–point function reduces to a difference
of two two–point functions (self–energies). Therefore, for the non–trivial one–loop
part, using (2.192) we obtain

iqμΓ
μ (1) = +e3

∫

k
Dρσ(k)γρ SF(p1 − k) γσ − e3

∫

k
Dρσ(k)γρ SF(p2 − k) γσ

= ie
{
Σ(1)(p2)−Σ(1)(p1)

}

which yields the electromagnetic Ward–Takahashi (WT) identity

qμΓ
μ(p2, p1) = −e ([�p2 − m −Σ(p2)] − [�p1 − m −Σ(p1)])

= −e
(

S
′−1
F (p2)− S

′−1
F (p1)

)
(2.199)

which is the difference of the full inverse electron propagators. This relation can be
shown easily to be true to all orders of perturbation theory. It has an important conse-
quence for the renormalization of QED since it relates the vertex renormalization to
the one of the charge (factor e) and the multiplicative wave function renormalization
of the electron propagator. Combining the general form of the vertex renormaliza-
tion (2.115) and S

′
F0 = Ze S

′
F ren with the bare form of the WT identity we obtain the

relationship

√
Zγ ZeqμΓ

μ
0 (p2, p1) = −e0

√
Zγ Ze

(
S
′−1
F0 (p2)− S

′−1
F0 (p1)

)

= qμΓ
μ
ren(p2, p1) = −e0

√
Zγ

(
S
′−1
F ren(p2)− S

′−1
F ren(p1)

)

= −eren
(

S
′−1
F ren(p2)− S

′−1
F ren(p1)

)
.

We note that Ze dropped out from the renormalized relation and we obtain theWard–
Takahashi identity

e0
√

Zγ = eren or 1+ δe

e
= 1
√
1+ δZγ

=
√
1+Π ′

γ(0) . (2.200)

The WT identity thus has the important consequence that the charge gets renor-
malized only by the photon vacuum polarization! This fact will play a crucial role
later, when we are going to evaluate the hadronic contributions to the effective fine
structure constant.

Another important consequence of the WT identity (2.199) we obtain by taking
the limit qμ → 0:
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Γ μ(p, p) = −e lim
p2→p1=p

(
S
′−1
F (p2)− S

′−1
F (p1)

)

(p2 − p1)μ

= −e
∂S

′−1
F (p)

∂ pμ
= eγμ

(
1− ∂Σ

∂ �p
)

.

For on–shell leptons �p = m̃ (see (2.187)) we arrive at the electromagnetic WT iden-
tity in the form

Γ μ(p, p)|on−shell = −eγμ

(
1− ∂Σ

∂ �p
∣∣∣∣ �p=m̃

)
= −eγμ Z−1f .

Alternatively, we may write Z f Γ μ(p, p)|on−shell = −eγμ or

− eγμδZ f + Γ
′μ(p, p)

∣∣∣
on−shell

= 0 (2.201)

where the prime denotes the non–trivial part of the vertex function. This relation tells
us that some of the diagrams directly cancel. For example, we have (V = γ)

V
γ

+ 1
2

 V
+ 1

2 V
= 0

(2.202)

The diagrams with the loops sitting on the external legs are contributions to the
wave function renormalization and the factor 1

2 has its origin in Eq. (2.110). This
cancellation is the reason why the charge renormalization in QED is given by the
simple relation (2.200).

We are now ready to calculate the vertex function at one–loop order. The Feynman
diagram shown above translates into the Feynman integral

iΓ μ(p2, p1) = −i6e3
∫

ddk

(2πd)
Dρσ(k)

γρ( �p2− �k + m) γμ ( �p1− �k + m) γσ

((p2 − k)2 − m2)((p1 − k)2 − m2)
.

(2.203)

Actually, we are only interested here in the physical on–shell matrix element

Γ μ(p2, p1) → ū(p2, r2) Γ μ(p2, p1) u(p1, r1) ,

p2
1 = m2, p2

2 = m2, the photon being still off–shell, however. For notational simplic-
ity we omit writing down the spinors explicitly in most cases, however, always take
advantage of simplifications possible if Γ μ(p2, p1) would be sandwiched between
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spinors. The first term of Dρσ(k) (see (2.191)) produces a term proportional to

γρ( �p2− �k + m) γμ ( �p1− �k + m) γρ

and applying the Dirac algebra (2.123) and (2.125) in arbitrary dimension d together
with the Dirac equation we can bring this string of γ–matrices to standard form.
We anticommute � p2 to the left and � p1 to the right such that the Dirac equation
ū(p2, r2) ( � p2 − m) · · · = 0 at the left end of the string of Dirac matrices may be
used and · · · ( �p1 − m) u(p1, r1) = 0 at the right end. We denote q = p2 − p1 and
P = p1+ p2. Furthermore we may write scalar products like 2k P = 2 [k2]−[(p1−
k)2−m2]−[(p2−k)2−m2] in terms of the inverse scalar propagators which cancel
against corresponding terms in the denominators. We thus obtain

γμ {(d − 6) k2 + 2 ([(p1 − k)2 − m2] + [(p2 − k)2 − m2])+ 4p1 p2}
+ 4kα (Pμγα − mgμ

α)+ 2 (2− d) kαkμγα .

In order to stick to the definitions (2.155) we have to replace the momentum
assignments as k →−k, p1 → p1 and p2 → p2 − p1, and we obtain

T μ
1 =

i

16π2

{
γμ
{
(d − 6) B0(m, m, q2)+ 4B0(0, m;m2)

+ 2 (q2 − 2m2) C0(mγ, m, m)+ 2 (2− d) C24
}

+ Pμ

2m
m2 {4C11 − 2 (2− d) C21)}

}
.

An unphysical amplitude proportional to qμ also shows up at intermediate stages of
the calculation. After reduction of the tensor integrals to scalar integrals this term
vanishes. On the mass shell p2

1 = p2
2 = m2 and for mγ = 0 the three point tensor

integrals in fact are completely expressible in terms of twopoint functions. Evaluating
the C–integrals using (2.156), (2.157) and (2.158)) we find

C11(mγ, m, m) = 2C12

C12(mγ, m, m) = −1/(sz) (B0(m, m; s)− B0(0, m;m2))

C21(mγ, m, m) = −1/(sz) (B0(0, m;m2)− B0(m, m; s))

C22(mγ, m, m) = −1/(sz)[m
2

s
(1+ A0(m)/m2 + B0(m, m; s))

−1

2
(A0(m)/m2 + B0(m, m; s))]

C23(mγ, m, m) = −1/(sz)
1

2
(B0(0, m;m2)− B0(m, m; s))

C24(mγ, m, m) = 1

4
(1+ B0(m, m; s))
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with z = 1− y where

y = 4m2/q2

is the kinematic variable we have encountered earlier in connection with the photon
vacuum polarization.

Given the above relations we arrive at fairly simple expressions for the one–loop
form factors in the Feynman gauge ξ = 1:

iΓ μ ξ=1 (1) = −e3 T μ
1 = −ie

{
γμ A1 + Pμ

2m
A2

}

with

A1 = e2

16π2

{
2 (s − 2m2) C0(mγ, m, m)

− 3B0(m, m; s)+ 4B0(0, m;m2)− 2

}

A2 = e2

16π2

{ −y

1− y
(B0(m, m; s)− B0(0, m;m2))

}
. (2.204)

The only true vertex structure is the scalar three–point function C0 in A1, which may
be calculated from (2.147) (see [52] Appendix E) with the result

C0(mγ, m, m;m2, q2, m2) = − 2

q2
ln
−q2

m2
γ

G(y)+ 1

q2
F(y) (2.205)

with

G(y) = − 1

2
√
1− y

ln ξ

F(y) = 1

2
√
1− y

{
π2

3
+ 4 Sp(−ξ)+ ln2 ξ+ 4 ln ξ ln

1+ ξ

1− ξ

}
.

The variable

ξ =
√
1− y − 1√
1− y + 1

, (2.206)
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used in this representation, was introduced in Sect. 2.6.1. The Spence function34 or
dilogarithm Sp(x) is defined by

Sp(x) ≡ Li2(x) = −
1∫

0

dt

t
ln(1− xt) . (2.208)

Looking at the standard form factor integral (2.205) for on–shell electrons, once
more, we are confronted with an IR singular object. In massless QED the off–shell
vertex function is regular, however, the on–shell limit does not exist. We thus again
have to resort to an IR regularization by taking a small photon mass if we insist in
calculating the on–shell amplitude.

Together with (2.173) the bare amplitudes may be written in a more explicit
manner as in the MS scheme

A1 = α

2π

{
−1

2
ln

m2

μ2
− 2 (1− y

2
) G(y) ln

−q2

m2
γ
+ 3 (1− y) G(y)+ (1− y

2
) F(y)

}

A2 = α

2π

{
y G(y)

}
.

The second term of the photon propagator in (2.203) yields a contribution

T μ
2 = − (1− ξ)

∫

k

1

k2 − m2
γ

1

k2 − ξm2
γ

�k 1

�p2− �k − m
γμ 1

�p1− �k − m
�k

34The Spence function is an analytic function with the same cut as the logarithm. Useful relations
are

Sp(x) =− Sp(1− x)+ π2

6
− ln x ln(1− x)

Sp(x) =− Sp

(
1

x

)
− π2

6
− 1

2
ln2(−x)

Sp(x) =− Sp(−x)+ 1

2
Sp(x2) .

(2.207)

For |x | ≤ 1 it has a series expansion

Sp(x) =
∞∑

k=1

xk

k2
.

Special values are:

Sp(0) = 0 , Sp(1) = π2

6
, Sp(−1) = −π2

12
, Sp(

1

2
) = π2

12
− 1

2
(ln 2)2 .

.
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and for the on–shell vertex, applying the Dirac equation, one easily verifies that

ū2 �k 1

�p2− �k − m
γμ 1

�p1− �k − m
�k u1 = ū2 γμ u1

and hence this gauge dependent and UV divergent but q2 independent term only
contributes to the amplitude A1 and is given by

iδΓ μ ξ �=1 (1) = −e3 T μ
2 = −ieγμ Aξ �=1

1 = −ieγμ

(

− e2

16π2
(1− ξ) B0(mγ ,

√
ξmγ; 0)

)

.

(2.209)

This term exactly cancels against the gauge parameter dependent lepton part of the
wave function renormalization (2.196):

⊗
+

⊗
= −ieγμδZe = −ieγμ

(
e2

16π2 (1 − ξ) B0(mγ ,
√

ξmγ ; 0)
)

.

In view of the discussion after (2.201), this cancellation is again a consequence of
the WT identity. As it should be the gauge dependent term does not contribute to
any physical amplitude after the appropriate wave function renormalization has been
applied, i.e., the terms do not appear in the renormalized Dirac form factor A1. The
Pauli form factor in any case is not affected, it is gauge invariant and UV finite and
is not subject to renormalization.

In order to discuss charge renormalization, we have to write the form factors in
terms of the Dirac (electric) plus a Pauli (magnetic) term. This we may do with the
help of the Gordon identity

ū(p2)
iσμνqν

2m
u(p1) = ū(p2)

(
γμ − Pμ

2m

)
u(p1) .

Starting from our form factor decomposition, which is more convenient from a cal-
culational point of view, we obtain

iΓ μ(p2, p1) = −ie
{
γμ A10(q

2)+ Pμ

2m
A20(q

2)

}

= −ie
{
γμ (A10 + A20) (q2)− iσμα qα

2m
A20(q

2)
}

= −ie
{
γμδFE(q

2)+ iσμα qα

2m
FM(q2)

}
.

Charge renormalization, according to (2.115), is fixed by the condition that eren = e
at q2 = 0 (classical charge). We therefore have to require
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δFE ren(0) = A10(0)+ A20(0)+ δZe + 1

2
δZγ + δe

e
= 0 .

The complete Dirac form factor, including the tree level value is given by

FE ren(q
2) = 1+ δFE ren(q

2) (2.210)

and satisfies the charge renormalization condition

FE ren(0) = 1 . (2.211)

However, the electromagnetic Ward–Takahashi identity (2.201) infers

A10 + A20 + δZe = 0

such that, in agreement with (2.200), the charge renormalization condition fixes the
charge counter term to the wave function renormalization constant of the photon

δe

e
= −1

2
δZγ = 1

2
Π ′

γ(0) = −
α

2π

1

3
ln

m2

μ2
(2.212)

with the explicit result given in the MS scheme Reg = ln μ2.
As a result the renormalized one–loop virtual photon contributions to the lepton

electric (E) and magnetic (M) form factors read

δFE = (A10 + A20 + δZe)

= α

2π

{

ln
m2

m2
γ
− (2− y) G(y) ln

−q2

m2
γ
− 2+ (3− 2y)G(y)+

(
1− y

2

)
F(y)

}

FM = −A20 = α

2π
{−y G(y)} . (2.213)

In the scattering region q2 < 0 (y < 0) with 0 ≤ ξ ≤ 1 the form factors are real;
in the production region q2 > 4m2 (0 < y < 1) with −1 ≤ ξ ≤ 0 we have an
imaginary part (using ln(ξ) = ln(−ξ)+ iπ, ln(−q2/m2 − iε) = ln(q2/m2)− iπ)

1

π
Im FE = α

4π

1√
1− y

{

(2− y) ln
q2 − 4m2

m2
γ

− 3+ 2y

}

1

π
Im FM = α

4π

y√
1− y

(2.214)

The Dirac form factor for q2 �= 0 (on–shell electron, off–shell photon) at this stage is
still IR singular in the limit of vanishing photon mass and cannot be physical. Before
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we continue the discussion of the result we have to elaborate on the infrared problem
in massless QED and the difficulties to define scattering states for charged particles.

However, the Pauli form factor, of primary interest to us turns out to be IR save. It is
a perturbatively calculable quantity, which seems not to suffer from any of the usual
problems of gauge dependence, UV divergences and the related renormalization
scheme dependence. We thus are able to calculate the leading contribution to the
anomalous magnetic moment without problems. The anomalous magnetic moment
of a lepton is given by FM(0) where FM(q2) is given in (2.213). We hence have to
calculate −y G(y) for Q2 = −q2 > 0 and Q2 → 0 or y < 0 and |y| → ∞. Let
z = −y = |y| and z be large; the expansion yields

√
1− y = √z + 1 � √z

(
1+ 1

2z
+ · · ·

)

ln

√
1− y − 1√
1− y + 1

= ln

√
z + 1− 1√
z + 1+ 1

� − 2√
z
+ · · ·

and therefore

−y G(y)|−y→∞ = −
z

2
√

z + 1
ln

√
z + 1− 1√
z + 1+ 1

∣
∣∣∣∣
z→∞

� 1+ O

(
1√|y|

)
.

We thus arrive at

FM(0) = α

2π
� 0.0011614 · · · (2.215)

which is Schwinger’s classic result for the anomalous magnetic moment of the elec-
tron and which is universal for all charged leptons.

An important cross check of our calculation of FE is also possible at this stage.
Namely, we may check directly the WT identity (2.201), which now reads δFE(0) =
0. Taking the limit q2 → 0 for space–like momentum transfer q2 < 0, we may
use the expansion just presented for calculating FM(0) = α/2π. For y < 0 and
|y| → ∞ we have ξ ∼ 1 − 2/

√|y| and the somewhat involved expansion of F(y)

in (2.213) yields that yF(y) → 0 in this limit. Since−yG(y) → 1 we get precisely
the cancellations needed to prove δFE(q2) → 0 for q2 → 0.35 The leading term for
|q2| � 4m2 reads

35One also may check this directly on the level of the standard scalar integrals A0, B0 and C0.
Denoting by AA(m) = A0(m)/m2 we have

δFE(q2)
q2→0∼ ∝ ([−4m2C0 − 3B0(m, m; 0)+ 4B0(0, m;m2)− 2]A1

+[B0(m, m; 0)− B0(0, m;m2)]A2 + [1+ AA(m)+ 4m2 Ḃ0(mγ , m;m2)]δZe

)
.
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δFE(q
2) = α

3π

q2

m2

(
ln

m

mγ
− 3

8

)
+ O(q4/m4)

and is IR singular and hence non–physical without including soft real photon emis-
sion. The leading behavior of the form factors for large |q2| # m2 reads

δFE(q
2) ∼ − α

2π

(
1

2
ln2
|q2|
m2

+ 2 ln
m

mγ
ln
|q2|
m2

− 2 ln
m

mγ
− 3

2
ln
|q2|
m2

+ 2− π2

6

−Θ(q2 − 4m2)
π2

2

)
+Θ(q2 − 4m2) i

α

2

(

ln
q2

m2
γ

− 3

2

)

FM(q2) ∼ −α

π

m2

q2
ln
|q2|
m2

+Θ(q2 − 4m2) iα
m2

q2
.

As in the examples discussed so far, often we will need to know the behavior of
Feynman amplitudes for large momenta or equivalently for small masses. The tools
for estimating the asymptotic behavior of amplitudes are discussed next.

2.6.4 Dyson– and Weinberg–Power-Counting Theorems

Since, in momentum space, any amplitude may be obtained as a product of 1PI
building blocks, the vertex functions Γ (p1, · · · , pn), it is sufficient to know the
asymptotic behavior of the latter. This behavior may be obtained by considering
the contributions form individual Feynman integrals ΓG(p1, · · · , pn), the index G
denoting the corresponding Feynman graph. As we know already from Sect. 2.4.2,
power counting theorems play an important role for evaluating

1. the convergence of Feynman integrals (UV divergences),
2. the behavior of Feynman amplitudes for large momenta.

Weinberg’s power-counting theorem is an extension of Dyson’s power–counting
theorem, and describes the off–shell behavior of vertex functions (amputated n–
point functions with n ≥ 2)

(Footnote 35 continued)
Using the relations

C0(mγ , m, m;m2, 0, m2) = −1
4m2

(
B0(0, m;m2)− 1− AA(m)+ 2AA(mγ)

)

B0(m, m; 0) = −1− AA(m)

B0(0, m;m2) = 1− AA(m)

m2 Ḃ0(mγ , m;m2) = −1− 1
2 AA(mγ)+ 1

2 AA(m)

one easily finds that indeed δFE(q2)
q2→0∼ 0. This kind of approach is usually utilizedwhenworking

with computer algebra methods.
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Γ (p1, · · · , pn) =
∑

G
ΓG(p1, · · · , pn)

for large pi (i = 1, . . . , m) in a subspace of the momenta

Γ (λp1, · · · ,λpm, pm+1, · · · , pn)
λ→∞−→ ?

where (p1, · · · , pn) is a fixed set of momenta, 2 ≤ m ≤ n and λ a real positive
stretching (dilatation) factor, which we are taking to go to infinity. The sum is over
all possible Feynman graphs G which can contribute.

We first introduce some notions and notation. A set of external momenta (p1, · · · ,

pm) is called non-exceptional if no subsum of momenta vanishes, i.e., the set is
generic. The set of external lines which carry momenta going to infinity is denoted
by E∞. By appropriate relabeling of the momenta we may always achieve that the
first m of the momenta are the ones which go to infinity. Primarily the power count-
ing theorems hold in the Euclidean region (after Wick-rotation) or in the Minkowski
region for space–like momenta, which will be sufficient for our purpose. Also for
massless theories there may be additional complications [60].

Dyson’s power-counting theorem [61] states that

Theorem 2.9 For all non-exceptional sets of momenta when all momenta are going
to infinity a vertex function behaves as

Γ (λp1, · · · ,λpn) = O(λαΓ (ln λ)βΓ ) ; λ →∞ ,

where αΓ = max
G∈G

d(G) with d(G) the superficial degree of divergence of a diagram

G, and G the set of diagrams which contribute to Γ (p1, · · · , pn).

d(G) has been introduced in Sect. 2.4.2. The asymptotic coefficient βΓ giving the
leading power of the logarithm may also be characterized in terms of diagrams [62],
but will not be discussed here as we will need the asymptotic behavior modulo loga-
rithms only. For an individual 1PI diagramG theDyson power-counting theorem says
that provided all momenta go to infinity, and the set of momenta is non-exceptional
the behavior is determined by the superficial degree of divergence d(G) of the cor-
responding diagram. The crucial point is that in a renormalizable theory d(G) is
independent of the particular graph G and given by the dimension of the vertex func-
tion dimΓ which only depends on type and number of external legs as discussed
before in Sect. 2.4.2. In fact, in d = 4 dimensions,

Γ (λp1, · · · ,λpn) = O(λ4−b− 3
2 f (ln λ)�) .

with b = nB the number of boson lines and f = nF the number of fermion lines. � is
a non-negative integer depending on the order of perturbation theory. Its maximum
possible value � ≤ L is given by the number L of loops.
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Weinberg’s power-counting theorem [63] generalizes Dyson’s theorem and
answers the question what happens when a subset only of all momenta is scaled
to infinity. We first consider an individual Feynman integral G and 1PI subdiagrams
H ⊃ E∞ which include all lines E∞ tending to infinity. A subset H ⊂ G here is a
set of lines from G (external and internal) such that at each vertex there is either no
line or two or more lines.36 Then

ΓΓ (λp1, · · · ,λpm, pm+1, · · · , pn) = O(λd(H0) (ln λ)β(H0))

where H0 has maximal superficial degree of divergence d(H). For a characterization
of the logarithmic coefficient β(H) see [62]. The result simplifies considerably if
we consider the complete vertex function. When a non-exceptional set E∞ of exter-
nal lines have momenta tending to infinity, then the total vertex function has as its
asymptotic power a quantity α(E∞)

Γ (λp1, · · · ,λpm, pm+1, · · · , pn) = O(λα(E∞) (ln λ)�)

which depends only on the numbers and type of lines in E∞, and is given by

α(E∞) = 4− 3

2
f (E∞)− b(E∞)−min

E′

[
3

2
f (E′)+ b(E′)

]
. (2.216)

Here b(E), f (E) are the number of bosons or fermions in the set E. The minimum in
(2.216) is taken over all sets E′ of lines such that the virtual transitionE∞ ↔ E′ is not
forbidden by selection rules (charge, fermion number etc.). E′ is the set of external
lines of H which are not in E∞. Again, � ≤ L .

Besides the high energy expansion (UV behavior) equally important is the low
momentum expansion (IR behavior), which in a theory with massive particle fields
is equivalent to a large mass expansion. Interestingly, in QED as well as in QCD
(see below) masses are independent parameters of the theory, not related with the
coupling constants. It means that on the level of the bare theory, masses only appear
in propagators, which behave like 1/M2 for a heavy boson of mass M # p and

36The following example (electrons = full lines and photons = wavy lines) may illustrate this: fat
lines carry the flow of large momentum (subgraph H )

G : ; H : , , not

d(H) = −1 d(H) = −2 d(H) = −5

The first graph in the set H determines the leading behaviorO(λ−1 lnx λ). Note that all subgraphs H
are connected and have no dead end lines (like the last diagram above, which is not a subgraph in the
sense the term is used here). Thin lines attached to vertices of a subgraph H figure as external lines
E′, such that EH = E∞+E′ is the set of all external lines of H and d(H) = 4− 3

2 f (EH )−b(EH ).
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like 1/M for a heavy Dirac fermion of mass M # p. However, in loop integrals we
cannot simply interchange limits M →∞with p →∞ as the O(1/p2) behavior of
a boson propagator or a O(1/p) behavior of a fermion propagator are crucial for the
convergence of the loop integrals. Indeed masses in general affect renormalization
counterterms as we have seen in our one–loop renormalization calculations above.
However, these residual mass effects drop out after renormalization (subtraction of
the potentialUVsingularities). The property that very heavy particles do not affect the
physics atmuch lower scales is called “decoupling” (of the heavy states), which looks
to be a natural property of physics in general. Surprisingly, in the weak interaction
sector of the electroweak SM decoupling is no longer true as masses and couplings
are interrelated (mass generation via the Higgs mechanism, see below). Thus in the
broken phase of the SM decoupling only holds in the QCD and QED sectors, and
there is controlled by the Appelquist-Carazzone decoupling theorem [64].

Theorem 2.10 If all external momenta of a process or in the corresponding ampli-
tude are small relative to the mass M of a heavy state, then the “light fields only”
Green functions of the full theory differ from the theory which has no heavy fields at
all, only by finite renormalizations of couplings, masses and fields of the light theory,
up to terms which are suppressed by inverse powers of the heavy mass. Thus further
corrections are of the form (μ/M)x with x ≥ 1.

It means that only the renormalization subtraction constants are dependent on M
(logarithms) and this M–dependence gets renormalized away by physical subtraction
conditions. The decoupling theorem is the root of the famous δa� ∝ m2

�/M2 behavior
(1.9) of the lepton anomalies, and plays an important role in the classification of the
various types of contributions to ae and aμ, as we will see.

For useful refinements of asymptotic expansion theorems in momenta and masses
see e.g. [65] and references therein. Another tool to study the asymptotic behavior
of Green- or vertex-functions is the renormalization group which we will consider
next and in particular allows us to control effects due to the large UV logarithms.

2.6.5 The Running Charge and the Renormalization Group

Charge renormalization is governed by a renormalization group [66] (RG), which
controls the response of the theory with respect to a change of the renormalization
scale parameter μ in the MS scheme, like for example in the charge renormaliza-
tion according to (2.212). It gives rise to the definition of an effective or running
charge α(μ) and running mass m(μ) as a function of the renormalization scale μ.
However, the RG not only governs the dependence of a renormalized QFT on the
renormalization scale, it yields the behavior of the theory with respect to dilata-
tions, the simultaneous stretching of all momenta, and hence allows one to discuss
the asymptotic behavior for small and large momenta. The RG serves as a tool to
systematically include large logarithmic radiative corrections, in fact, it permits the
resummation to all orders of the perturbation expansion, of leading logarithms (LL),

http://dx.doi.org/10.1007/978-3-319-63577-4_1
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next to leading logarithms (NLL) etc. It thus allows us to estimate leading radiative
corrections of higher order without the need to actually perform elaborate calcula-
tions, under the condition that large scale changes are involved. Besides the all orders
Dyson summation of self–energy corrections and the soft photon exponentiation to
be discussed in the next section, the RG is a third method which allows us to predict
leading higher order corrections from low order calculations. The RG generalizes the
classical concept of dimensional analysis to QFT, where renormalization anomalies
of the dilatation current [67] lead to a breaking of dilatation invariance by quantum
effects (see Sect. 5.1.6 footnote on p. 375).

The RGmay be obtained by starting from the bare vertex functions (the amputated
Green functions) mentioned already briefly in Sect. 2.4.2. Note that the renormal-
ization scale parameter μ is entering in DR by the fact that in the d–dimensional
QFT the bare coupling constant ē0 must have a dimension 4−d

2 , i.e., ē0 = e0με/2 with
e0 dimensionless (see (2.118)). This gives rise to the factors μ4−d in the definitions
of the standard integrals in Sect. 2.5.6 when working with the dimensionless bare
coupling e0. As a result the μ dependence formally comes in via the UV regulator
term (2.145). Since μ only enters via the bare coupling ē0 all bare quantities, like the
vertex function Γ0, at fixed ē0 are independent of μ:

μ
dΓ0

dμ

∣
∣∣∣
ē0

≡ 0 . (2.217)

The bare vertex functions in d = 4− ε dimensions

Γ
(n A,2nψ)

0 ({p}; ē0, m0, ξ0)ε

are homogeneous under simultaneous dilatation of all momenta and all dimensionful
parameters including the scale μ. According to (2.119) we have

Γ
(n A,2nψ)

0

({κp}; e0 (κμ)ε/2,κm0, ξ0
) = κdimΓ Γ

(n A,2nψ)

0

({p}; e0 (μ)ε/2, m0, ξ0
)

(2.218)

with

dimΓ = d − n A
d − 2

2
− 2nψ

d − 1

2
.

The renormalized vertex functions are obtained by renormalizing parameters and
fields: A0 = √Z A Ar , ψ0 =

√
Zψψr , e0 = Zger and m0 = Zmmr and thus

Γ
(n A,2nψ)

0 ({p}; ē0, m0, ξ0)ε = (Z A)
− n A

2
ε

(
Zψ

)−nψ

ε
Γ

(n A,2nψ)
ren ({p}; er , mr , ξr ,μ)ε

http://dx.doi.org/10.1007/978-3-319-63577-4_5
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where the wave function renormalization factors have the property to make the limit
limε→0 Γren ({p}; er , mr , ξr ,μ)ε exist. The trivially looking bareRG (2.217) becomes
highly non–trivial if rewritten as an equation forΓren as a function of the renormalized
parameters. By applying the chain rule of differentiation we find the RG equation

{
μ

∂

∂μ
+ β

∂

∂er
+ ω

∂

∂ξr
+ γmmr

∂

∂mr
− n AγA − 2nψγψ

}
Γren = 0

(2.219)

where the coefficient functions are given by

β = Dμ,εer = er

(
−ε

2
+ ε

2
e0

∂

∂e0
ln Zg

)

γm mr = Dμ,ε mr = ε

2
m0 e0

∂

∂e0
ln Zm

γA = Dμ,ε ln Z A = −ε

4
e0

∂

∂e0
ln Z A

γψ = Dμ,ε ln Zψ = −ε

4
e0

∂

∂e0
ln Zψ

ω = Dμ,ε ξr = −ε

2
e0

∂

∂e0
ξr = −2ξr γA . (2.220)

We have used

μ
∂

∂μ
F(ē0 = e0 με/2)

∣∣
ē0
=
(

μ
∂

∂μ
− ε

2
e0

∂

∂e0

)
F(e0,μ)

.= Dμ,εF(e0,μ)

and F−1Dμ,εF(e0,μ) = Dμ,ε ln F(e0,μ)

and the relation ξ0 = Z A ξr , i.e., Zξ = Z A, which is a consequence of a WT
identity, and implies ω = −2ξr γA. Note that β = β(er ) and γm = γm(er ) are
gauge invariant. In the Landau gauge ξr = 0 the coefficient function ω ≡ 0 and
γi = γi (er ) (i = A,ψ). The right hand sides of (2.220) have to be rewritten in
terms of the renormalized parameters by inversion of the formal power series. The
renormalization factors Zi are of the form

Zi = 1+
∞∑

n=1

Zi,n(er , ξr )

εn
(2.221)

and applying the chain rule, we observe that the coefficient functions are uniquely
determined by Zi,1(er , ξr ) alone:
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β(e) = e

2
e

∂

∂e
Zg,1(e) = α

π

e

3
+ · · ·

γm(e) = 1

2
e

∂

∂e
Zm,1(e) = α

π

3

2
+ · · ·

γA(e, ξ) = 1

4
e

∂

∂e
Z A,1(e, ξ) = α

π

2

3
+ · · ·

γψ(e, ξ) = 1

4
e

∂

∂e
Zψ,1(e, ξ) = α

π

ξ

2
+ · · · (2.222)

These are the residues of the simple ε–poles of the renormalization counter terms. The
one–loop contributions we calculated above: Z A = Zγ (2.172), Zψ = Z f (2.197),
Zg = 1+ δe

e (2.212) and Zm = 1+ δm
m (2.195) with Reg = ln μ2 → 2

ε
(see (2.145)).

Note that in QED the WT identity (2.200) implies Zg = 1/
√

Zγ , which is very
important because it says that charge renormalization is governed by photon vacuum
polarization effects. The latter will play a crucial role in calculations of g − 2. The
UV singular parts of the counter terms read

Ze = 1+ e2

4π2
1
3
1
ε

, Zm = 1− e2

4π2
3
2
1
ε

,

Z A = 1+ e2

4π2
2
3
1
ε

, Zψ = 1+ e2

4π2
ξ
2
1
ε

,

from which the leading terms of the RG coefficient functions given in (2.222) may
be easily read off. The RG equation is a partial differential equation which is homo-
geneous and therefore can be solved easily along so called characteristic curves. Let
s parametrize such a curve, such that all quantities become functions of a the single
parameter s: e = e(s), m = m(s), μ = μ(s) and

dΓ

ds
({p}; e(s), m(s),μ(s)) = nγ Γ

with

dμ

ds
= μ ,

de

ds
= β(e) ,

dm

ds
= mγm(e) ,

which is a set of ordinary differential equations the solution of which is solving the
RG equation (2.220). For simplicity of notation and interpretation we have assumed
the Landau gauge ξ = 0 and we abbreviated n AγA + nψγψ = nγ. The successive
integration then yields
(1)

dμ

ds
= μ � ln μ = s + constant � μ = μ0 e

s = μ0 κ
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where κ = es is a scale dilatation parameter

(2)

de

ds
= β(e) � de

β(e)
= ds = dμ

μ
�

ln(μ/μ0) = ln κ =
e(κ)∫

e

de′

β(e′)
(2.223)

which is the implicit definition of the running coupling e(κ) with e = e(1) the
coupling at reference scale μ0 and e(κ) = e(μ/μ0) the coupling at scale μ.

(3)

dm

ds
= mγm � dm

m
= γm(e) ds = γm(e)

de

β(e)
�

m(κ) = m exp

e(κ)∫

e

γ(e′) de′

β(e′)
(2.224)

(4)

dΓ

ds
= nγ(e) ds = nγ(e)

dμ

μ
= nγ(e)

de

β(e)
�

Γ (κ) = Γ exp

⎧
⎨

⎩
n

e(κ)∫

e

γ(e′) de′

β(e′)

⎫
⎬

⎭
= Γ z A(e,κ)n A zψ(e,κ)2nψ (2.225)

with Γ = Γ (1), and

z A(e,κ) = exp

e(κ)∫

e

γA(e′) de′

β(e′)
, zψ(e,κ) = exp

e(κ)∫

e

γψ(e′) de′

β(e′)
.

Altogether, we may write this as an equation which describes the response of the
theory with respect to a change of the scale parameter μ:

Γ ({p}; e, m,μ/κ) = z A(e,κ)−n A zψ(e,κ)−2nψ Γ ({p}; e(κ), m(κ),μ)

(2.226)
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Thus a change of the scale parameter μ is equivalent to a finite renormalization
of the parameters and fields and together with the homogeneity relation we have
for the vertex functions with scaled momenta

Γ ({κp}; e, m,μ) = κdimΓ Γ ({p}; e(κ), m(κ)/κ,μ/κ)

= κdimΓ z A(e,κ)−n A zψ(e,κ)−2nψ Γ ({p}; e(κ), m(κ)/κ,μ)

(2.227)

which is the basic relation for a discussion of the asymptotic behavior.

Asymptotic Behavior

Two regimes are of interest, the high energy (ultraviolet) behavior and the low energy
(infrared) behavior. For the general discussion we consider a generic gauge coupling
g (in place of e in QED).

(1) UV behavior

The ultraviolet behavior, which determines the short distance properties, is obtained
by choosing κ|p| # m,μ thus

ln κ =
g(κ)∫

g

dg′

β(g′)
→+∞ ; κ →∞ .

However, the integral can only become divergent for finite g(κ) if β(g) has a zero at
limκ→∞ g(κ) = g∗: more precisely, in the limit κ →∞ the effective coupling has to
move to a fixed point g(κ) → g∗− if finite, and the fixed point coupling is characterized
by β(g∗−) = 0, β′(g∗−) < 0. Thus g∗− is an ultraviolet fixed point coupling. Note that
by dilatation of the momenta at fixed m and μ, the effective coupling is automatically
driven into a fixed point, a zero of the β–function with negative slope, if it exists.
If g∗− = 0 we have asymptotic freedom. This is how QCD behaves, which has a
β–function

βQCD(gs) = −gs

(

β0

(
g2

16π2

)
+ β1

(
g2

16π2

)2

+ · · ·
)

(2.228)

with β0 > 0 (see Fig. 2.10a). QCD will be considered in more detail later on.
A possible fixed point is accessible in perturbation theory provided g∗ is suffi-

ciently small, such that perturbation theory is sufficiently “convergent” as an asymp-
totic series. One may then expand about g∗:

β(g) = (g − g∗−) β′(g∗−)+ · · ·
γ(g) = γ∗ + (g − g∗−) γ′(g∗−)+ · · ·
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Fig. 2.10 RG fixed points
are zeros of the β–function:
a UV fixed points, b IR fixed
points

β(g)

g

g∗
−

→ ←

QCD

β(g)

gg∗
+

→ ←

QED

(a) (b)

and provided β′(g∗−) �= 0 we have

a(g,κ) = exp

g(κ)∫

g

γ(g′)
β(g′)

dg′ = exp

g(κ)∫

g

γ(g∗−)

β(g′)
dg′ · r(g,κ)

= κγ∗ r(g,κ)

where

r(g,κ) = exp

g(κ)∫

g

(γ(g′)− γ∗)
β(g′)

dg′

in the limit of large κ yields a finite scale independent wave function renormalization

lim
κ→∞ r(g,κ) = r(g,∞) .

We thus find the asymptotic from

Γ ({κp}; g, m,μ)
→∼ κd

(
κdA rA(g,∞)

)−n A
(
κdψ rψ(g,∞)

)−2nψ
Γ ({p}; g∗−, 0,μ)

(2.229)

which exhibits asymptotic scaling. As naively expected it is given by the vertex func-
tions of amassless theory. Indeed, at high energiesmassesmay be neglected, however
on the expense that another mass scale remains in the game, the scale parameter μ.
The first factor κd is trivial and is due to the d–momentum conservation which was
factored out. Then each field exhibits a homogeneous (power–like) behavior in the
dilatation factor κ, the exponent of which exhibits an anomalous dimension as a
consequence of the dynamics of the theory:

dA = d − 2

2
+ γ∗A , dψ = d − 1

2
+ γ∗ψ . (2.230)
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The first term is the naive or engineers dimension the second part is the anomalous
part which is a quantum effect, a relict of the breaking of scale invariance, when
g �= g∗. While naively we would expect that in d = 4 dimensions the massless
theory has scaling: for example a scalar two–point function, the only dimensionful
physical quantity being the momentum, one would expect G(p; g) ∼ 1/p2 as G has
dimension 2. However, if there would be a non–trivial UVfixed point onewould have
G(p, g,μ) ∼ (μ2)γ

∗
/(p2)1+γ∗ (γ∗ > 0) which shows the role and unavoidability of

the scale parameter μ, which has to eat up the extra dimension γ∗ induced by the
dynamics of the theory. Otherwise only truly free theories could have scaling, called
canonical scaling in this case. The discovery of asymptotic freedom of QCD [36] is
the prime example of a dynamical theory, nota bene of the theory of strong interac-
tions, exhibiting asymptotic canonical scaling (Bjorken scaling) of liberated quarks
(quark partonmodel) [68]. The latter was discovered before in the pioneering investi-
gations concerning Deep Inelastic Scattering (DIS) [69] of electrons on protons and
bound neutrons by Friedman, Kendall and Taylor (Nobel prize 1990). These exper-
iments have been of essential importance for the development of the quark model
and to the discovery of QCD as the theory of the strong interactions.

(2) IR behavior

The infrared behavior corresponds to the long distance properties of a system. Here
the regime of interest is κ|p| � m,μ and the discussion proceeds essentially as
before: now as κ → 0 the effective g(κ) → g∗+ where g∗+ is a zero of the β–function
with positive slope, see Fig. 2.10b, β(g∗+) = 0 and β′(g∗+) > 0. This is the typical
situation in the construction of low energy effective theories, particularly in the
discussion of critical phenomena of statistical systems (keywords: critical behavior,
critical exponents, scaling laws, universality). If g∗+ = 0 the effective theory is
infrared free (the opposite of asymptotic freedom), also called Gaussian (Gaussian
fixed point). Here the well known examples are QED

βQED(e) = e3

12π2

∑

f

Ncf Q2
f + · · · (2.231)

or the self–interacting scalar field φ4–theory

β(λ) = −ελ+ 3λ2

16π2
+ · · ·

in d = 4 dimensions. For QED the running coupling to leading order thus follows
from

ln κ =
e(κ)∫

e

1

β(e′)
de′ = 12π2

∑
f Ncf Q2

f

e(κ)∫

e

1

(e′)3
de′ = 24π2

∑
f Ncf Q2

f

(
1

e2
− 1

e(κ)2

)
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where the sum extends over all light flavors f : m f < μ.37 The running fine structure
constant thus at leading order is given by

α(μ) = α

1− 2α
3π

∑
f Ncf Q2

f ln μ/μ0
(2.232)

where μ0 is the scale where the lightest particle starts to contribute, which is the
electron μ0 = me. We then may identify α(μ0) = α the classical low energy value
of the fine structure constant, with the proviso that only logarithmic accuracy is taken
into account (see below). The running α is equivalent to the Dyson summation of
the transversal part of the photon self–energy to the extent that only the logs are
kept. The RG running takes into account the leading radiative corrections in the case
the logs are dominating over constant terms, i.e., provided large scale changes are
involved.

In the calculation of the contributions from electron loops in photon propagators
to the muon anomaly aμ, such large scale changes from me to mμ are involved and
indeed one may calculate such two–loop contributions starting from the lowest order
result

a(2)
μ = α

2π
via the substitution α → α(mμ) (2.233)

where

α(mμ) = α

1− 2
3

α
π
ln mμ

me

= α

(
1+ 2

3

α

π
ln

mμ

me
+ · · ·

)
(2.234)

such that we find

a(4) LL
μ (vap, e) = 1

3
ln

mμ

me

(α

π

)2

which indeed agrees with the leading log result obtained in [70] long time ago by a
direct calculation. Themethod has been further developed and refined byLautrup and
de Rafael [71]. In the calculation of aμ only the electron VP insertions are governed
by the RG and the corresponding one–flavor QED β–function has been calculated
to three loops

β(α) = 2

3

(α

π

)
+ 1

2

(α

π

)2 − 121

144

(α

π

)3 + · · · (2.235)

37This latter restriction takes into account the decoupling of heavy flavors, valid in QED and QCD.
Since in the MS scheme, i.e., renormalization by the substitution Reg → ln μ2, which we are
considering here, decoupling is not automatic, one has to impose it by hand. At a given scale one
is thus considering an effective theory, which includes only those particles with masses below the
scale μ.
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long time ago by [72], which thus allows us to calculate leading αn (lnmμ/me)
n ,

next–to–leading αn (lnmμ/me)
n−1 and next–to–next–to–leading αn (lnmμ/me)

n−2
log corrections. At present β(α) is known to five loops [73, 74] which allows one to
calculate leading log aμ contributions to six loops [75].

As α(μ) is increasing with μ, at some point this resummed effective coupling
(2.232) exhibits a pole, the so called Landau pole at which the coupling becomes
infinite: lim

μ
<→μL

α(μ) = ∞ . The “fixed point” very likely is an artifact of per-
turbation theory, which of course ceases to be valid when the one–loop correction
approaches 1. What this tells us is that we actually do not know what the high energy
asymptotic behavior of QED is. This is in contrast to QCD, which exhibits the high
energy asymptotic behavior of a free (non-interacting) field theory, which means that
perturbation theory gets the better the higher the energy,

α in the on–shell versus α in the MS scheme

In our discussion of renormalizing QEDwe were considering originally the on–shell
renormalization scheme, while the RG providesα in theMS scheme. Here we briefly
discuss the relationship between the OS and theMS fine structure constantsαOS = α
and αMS, respectively. Since the bare fine structure constant

α0 = αMS

(
1+ δα

α

∣∣∣
∣
MS

)
= αOS

(
1+ δα

α

∣∣∣
∣
OS

)
(2.236)

is independent of the renormalization scheme. The one–loop calculation in the SM
yields (including the charged W contribution for completeness)

δα

α

∣∣∣∣
MS

= α

3π

∑
Q2

f Ncf ln
μ2

m2
f

− α

3π

21

4
ln

μ2

M2
W

δα

α

∣∣∣∣
OS

= Π ′
γ(0)+

α

π
ln

M2
W

μ2

= δα

α

∣∣∣∣
MS

− α

6π

and thus

α−1
MS

(0) = α−1 + 1

6π
(2.237)

as a low energy matching condition. The α–shift in the MS scheme is very simple,
just the UV logs,

ΔαMS(μ) = α

3π

∑
Q2

f Ncf ln
μ2

m2
f

− α

3π

21

4
ln

μ2

M2
W

(2.238)
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such that

ΔαMS(μ) = ΔαOS(μ)+ α

3π

5

3

∑
Q2

f Ncf (2.239)

where the sum goes over all fermions f with Ncf = 1 for leptons and Ncf = 3 for
quarks.

In perturbation theory, the leading light fermion (m f � MW ,
√

s) contribution
in the OS scheme is given by

Δα(s) = α

3π

∑

f

Q2
f Ncf

(

ln
s

m2
f

− 5

3

)

. (2.240)

We distinguish the contributions from the leptons, for which the perturbative expres-
sion is appropriate, the five light quarks (u, d, s, c, b) and the top

Δα = Δαlep +Δαhad +Δαtop . (2.241)

Since the top quark is heavy we cannot use the light fermion approximation for it. A
very heavy top in fact decouples like

Δαtop � − α

3π

4

15

s

m2
t
→ 0

whenmt # s. Since pQCD does not apply at low energies,Δαhad has to be evaluated
via dispersion relations from e+e−–annihilation data.

Note that in d = 4 dimensions both for QCD and QED very likely there is no RG
fixed point at finite value of g except g = 0, which always is a fixed point, either a
UV one (QCD) or an IR one (QED). In QCD this could mean that αs(μ) →∞ for
μ → 0 (infrared slavery, confinement). In perturbation theory a Landau pole shows
up at finite scale ΛQCD when coming from higher energy scales, where αs →∞ for

μ
>→ ΛQCD. In QED likely α(μ) →∞ for μ →∞.
It is important to emphasize that the RG only accounts for the UV logarithms,

which in DR are related to the UV poles in d = 4 − ε dimensions. Large logs may
also be due to IR singular behavior, like the terms proportional to lnmγ which we
have regulated with an infinitesimally small photon mass in the on–shell lepton wave
function renormalization factor Zψ = Z f (2.197). In spite of the fact that this term
appears in the UV renormalization counter term, it has nothing to do with a UV sin-
gularity and does not contribute in the RG coefficients. In DR also IR singularities
may be regularized by analytic continuation in d, however, by dimensional contin-
uation to d = 4 + εIR, and corresponding IR poles at negative εUV. Also the terms
proportional to ln −q2

m2
γ
showing up in the electric form factor (2.213) is not covered

by the RG analysis. As will be explained in the next section, the IR singularities
have their origin in the attempt to define free charged particle states as simple iso-
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lated poles in the spectrum (by trying to impose an on–shell condition). In reality,
the Coulomb potential mediated by the massless photon has infinite range and the
charged states feel the interaction whatever the spatial separation in corresponding
scattering states is.

2.6.6 Bremsstrahlung and the Bloch–Nordsieck Prescription

Aswe have seen the on–shell form factor A1 is IR singular in the limit of physical zero
mass photons at the one–loop level and beyond. As alreadymentioned, the problem is
thatwe try toworkwith scattering stateswith a fixed number of free particles, while in
QEDdue to themasslessness of the photon and the related infinite interaction range of
the electromagnetic forces soft photons are emitted and eventually reabsorbed at any
distance from the “interaction region”, i.e. the latter extends to∞. The basic problem
in this case is the proper definition of a charged particle state as obviously the order
by order treatment of a given scattering amplitude breaks down. Fortunately, as Bloch
and Nordsieck [59] have observed, a simple prescription bring us back to a quasi
perturbative treatment. Thebasic observationwas that virtual and soft real photons are
not distinguishable beyond the resolution of the measuring apparatus. Thus besides
the virtual photons we have to include the soft real photons of energies below the
resolution threshold. For a given tree level process, the Bloch–Nordsieck prescription
requires to include photonic corrections at a given order O(en) irrespective ofwhether
the photons are virtual or real (soft). We thus are led back to a perturbative order by
order scheme, on the expense that, at the given order, all possible final states which
only differ by (soft) photons have to be summed over.

Thus in order to obtain a physics–wise meaningful observable quantity, in the
case of the electromagnetic form factor

e−(p1)+ γ(q) → e
′−(p2) ,

at one–loop order O(e2), we have to include the corresponding process

e−(p1)+ γ(q) → e
′−(p2)+ γ′(k) ,

with one additional real (soft) photon attached in all possible ways to the tree diagram
as shown in Fig. 2.11. The second photon is assumed to be soft, i.e. having energy
Eγ = |k| < ω, where ω is the threshold of detectability of the real photon. Since
the photon cannot be seen, the event looks like an “elastic” event, i.e. like one of

Fig. 2.11 Bremsstrahlung in
e(p1)+ γ(q) → e′(p2)

γ
γ′

e

e′

+
γ

γ′
e

e′
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the same final state as the tree level process. The soft photons thus factorize into
the Born term of the original process times a soft photon correction, with the soft
photons integrated out up to energy ω. The correction given by the bremsstrahlung
cross section is proportional to the square |Tbre|2 of the sum of the matrix elements
of the two diagrams which reads

Tbre = i3e2ū(p2)

{
γρ �p2+ �k + m

(p2 + k)2 − m2
γμ + γμ �p1− �k + m

(p1 − k)2 − m2
γρ

}
u(p1) ε∗ρ(k,λ) .

(2.242)

In the soft photon approximation k ∼ 0 and hence p1 + q = p2 + k � p2

we may neglect the � k terms in the numerator. Using the Dirac–algebra and the
Dirac equation we may write, in the first term, ū(p2) �ε∗( �p2 +m) = ū(p2) [2ε∗ p2 +
(− � p2 + m) � ε∗] = ū(p2)2ε∗ p2, in the second term, ( � p1 + m) � ε∗u(p1) =
[2ε∗ p1+ �ε∗(− �p1 + m)]u(p1) = 2ε∗ p1u(p1). Furthermore, in the bremsstrahlung
integral the scalar propagators take a very special form, which comes about due to
the on–shellness of the electrons and of the bremsstrahlung photon: (p2+k)2−m2 =
p2
2 + 2(kp2)+ k2 −m2 = 2(kp2) and (p1 − k)2 −m2 = p2

1 − 2(kp1)+ k2 −m2 =
−2(kp1) as p2

1 = p2
2 = m2 and k2 = 0. Therefore, the soft bremsstrahlung matrix

element factorizes into the Born term times a radiation factor

T soft
bre � −ieū(p2) γμ u(p1)

{
−2e

(
ε∗ p1

kp1
− ε∗ p2

kp2

)}

and one obtains

dσ = dσ0
4e2

(2π)3

∣
∣∣∣
εp1

kp1
− εp2

kp2

∣
∣∣∣

2 d3k

2ωk

where dσ0 denotes the lowest order cross section for the absorption of a virtual
photon by an electron. If we sum over the two photon polarizations λ indexing the
polarization vector and use the completeness relation (2.26) we find

dσ = −dσ0
4e2

(2π)3

(
p1

kp1
− p2

kp2

)2 d3k

2ωk
. (2.243)

Actually, the integral for massless photons does not exist as it is logarithmically IR
singular ∫

|k|<ω

d3k

|k|3 · · · = ∞ .

Again an IR regularization is required and we introduce a tiny photon mass such that

ωk =
√

k2 + m2
γ . As a correction to the cross section, we may write the inclusive

cross section for
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e−(p1)+ γ(q) → e
′−(p2) , e

′−(p2)+ γ′(k, soft)

as

dσinc = dσ0 (1+ Cbre)

which, for the vertex on the amplitude level reads

iΓ μ
inc = −ieγμ

(
1+ 1

2
Cbre + · · ·

)
� −ieγμ + iδΓ μ

bre

where

iδΓ μ
bre = −ieγμ 1

2
Cbre (2.244)

with

Cbre = e2

2π3

∫

|k|<ω

d3k

2ωk

{
2(p1 p2)

(kp1)(kp2)
− m2

(kp1)2
− m2

(kp2)2

}
(2.245)

is the O(α) contribution to the Dirac form factor due to bremsstrahlung. The first
term is the interference from the two diagrams, the second and third correspond to
the squares of the first and the second diagram, respectively. For a finite photon mass
the integral is finite and may be worked out (see e.g. [52] Sect. 7). The result may be
written in the form

Cbre = α

π

{
(1− y

2
)

(
4G ′(y) ln

2ω

mγ
− F ′(y)

)
− 2 ln

2ω

mγ
+ 2G ′(y)

}

with (ξ = (
√
1− y − 1)/(

√
1− y + 1) as defined in (2.182))

G ′(y) = − 1

4
√
1− y

ln(ξ2)

F ′(y) = 1

2
√
1− y

{
2π2

3
− 4Sp(−ξ)+ ln2(−ξ)− 4 ln(−ξ) ln(1+ ξ)

}

where, for simplicity, F ′ is given for the production channel

γ(q) → e−(−p1)+ e
′−(p2) , e−(−p1)+ e

′−(p2)+ γ′(k, soft)

where 0 < y < 1 (−1 < ξ < 0). In spite of the fact that the soft bremsstrahlung
factor (2.245) looks universal, the result of the evaluation of the integrals is process
dependent: apart from the universal terms, which in particular include the IR singular
ones, the function F ′(y) depends on the channel considered. Note that, in contrast to
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the form factors, like AE ren, which are analytic in q2, Cbre is not analytic in the same
variable, because it is the integral over the absolute square |T |2 of a transition matrix
element. It must be real and positive. Above, we have chosen to present F ′(y) for the
production channel as it allows us to discuss the main points of the Bloch–Nordsieck
prescription, keeping the notation substantially simpler.38 The leading behavior in
this case reads

Cbre = α

π

{
2 ln

q2

m2
ln

2ω

mγ
− 1

2
ln2

q2

m2
− 2 ln

2ω

mγ
+ ln

q2

m2
+ · · ·

}
.

Now, we are able to calculate the form factor for soft photon dressed electrons. The
real part of the Dirac form factor gets modified to

Re AE ren + 1

2
Cbre = α

2π

{
−2 ln 2ω

m
+ 4

(
1− y

2

)
G ′(y) ln

2ω
√

q2

+ 2
(
1− y

2

) π2

2
√
1− y

− 2+ (5− 2y) G ′(y)+
(
1− y

2

)
(Re F − F ′)(y)

}

(2.246)

where

(Re F − F ′)(y)= 1

2
√
1− y

{
−4π2

3
+ 8Sp(−ξ)+ 4 ln(−ξ) (2 ln(1+ ξ)− ln(1− ξ))

}
.

38In the scattering region the result is more complicated, because, there is one more kinematic
variable, the scattering angle Θ , or equivalently, the electron velocity βe. Considering, elastic
scattering |p1| = |p2|, E1 = E2 the finite function F ′(y), now for y < 0 (0 < ξ < 1), reads

F ′(y) = 1√
1− y

{
− Sp

(
1+ 2

1+ ξ

1

1− βe

)
− Sp

(
1+ 2

1+ ξ

1

1+ βe

)

+ Sp

(
1+ 2ξ

1+ ξ

1

1− βe

)
+ Sp

(
1+ 2ξ

1+ ξ

1

1+ βe

)}

where βe =
√
1− 4m2/s is the velocity of the electron. s and Q2 = −q2 > 0 are related

by Q2 = s 1−cosΘ
2 . The asymptotic behavior Q2 # m2 at fixed angle requires s # m2 with

r ≡ Q2/s = (1−cosΘ)/2fixed.The arguments of theSpence functions behave like 1+ 2
1+ξ

1
1−βe

�
s

m2 −r−1+· · · , 1+ 2
1+ξ

1
1+βe

� 2− m2

Q2 + m2

s +· · · , 1+ 2ξ
1+ξ

1
1−βe

� 1+r−1−(1+3r−1) m2

Q2 +· · · ,
and 1+ 2ξ

1+ξ
1

1+βe
� 1+ m2

Q2 + · · · . Utilizing the relations (2.207), one may work out the leading
behavior

Cscattering
bre = α

π

{
2 ln

Q2

m2 ln
2ω

mγ
− 1

2
ln2

s

m2 − 2 ln
2ω

mγ
+ ln

Q2

m2 + · · ·
}

which, with ln2 s/m2 = − ln2 Q2/m2 + 2 ln Q2/m2 ln s/m2 + ln2 s/Q2 and after neglecting the
last (sub leading) term, is in agreement with [2]. In the production channel with q2 = −Q2 > 0,
in the center of mass frame of the produced lepton pair, the leptons are back–to–back and hence
Θ = π, or cosΘ = −1, such that s may be identified as s = q2.
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This is the result for the time–like region (production or annihilation) where −1 ≤
ξ ≤ 0. Here the photon mass has dropped out and we have an IR finite result,
at the expense that the form factor is dependent on the experimental resolution ω,
the threshold detection energy for soft photons. This is the Bloch–Nordsieck [59]
solution of the IR problem. The Pauli form factor is not affected by real photon
radiation. In general, as a rule, soft and collinear real photon radiation is always
integral part of the radiative corrections.

When combining virtual and soft photon effects one typically observes the can-
cellations of large or potentially large radiative correction and the range of validity
of the perturbative results must be addressed. To be more specific, the calculation
has revealed terms of different type and size: typically IR sensitive soft photons
logarithms of the type ln(m/2ω), or collinear logarithms ln(q2/m2) show up. The
latter come from photons traveling in the direction of a lepton, which again cannot
be resolved in an experiment with arbitrary precision. This is the reason why the
limit m → 0, in which photon and lepton would travel in the same direction at the
same speed (the speed of light) is singular. These logarithms can be very large (high
resolution, high energy) and if the corrections α

π
ln(q2/m2) tend to be of O(1) one

cannot trust the perturbative expansion any longer. Even more dangerous are the
double logarithmic corrections like the so called Sudakov logarithms α

π
ln2(q2/m2)

or the mixed IR sensitive times collinear terms α
π
ln(m/2ω) ln(q2/m2). There are

several possibilities to deal with the large logs:

(a) the leading large terms are known also in higher orders and may thus be
resummed. The resummation leads to more reliable results. A typical example here
is the soft photon exponentiation according to Yennie–Frautschi–Suura [76].

(b) UV sensitive large logs may by resummed by the renormalization group, as
discussed above.

(c) Some observable quantities may have much better convergence properties in
a perturbative approach than others. A typical example is the attempt of an exclusive
measurement of a lepton, which because of the soft photon problematic per se is not a
good object to look for. In fact, increasing the exclusivity by choosing the IR cut–off
ω smaller and smaller, the correction becomes arbitrary large and the perturbative
result becomes meaningless. Somehow the experimental question in such a situation
is not well posed. In contrast, by choosing ω larger the correction gets smaller. The
possibility to increase ω in the formula given above is kinematically constraint by
the requirement of soft radiation factorization. Of course photons may be included
beyond that approximation. Indeed, there is a famous theorem, the Kinoshita–Lee–
Nauenberg theorem (KLN) [77] which infers the cancellations of mass singularities
and infrared divergences for observableswhich are defined to include summationover
all degenerate or quasi degenerate states:

Theorem 2.11 After a summation over all possible degenerate states has been per-
formed for the initial (i ) and the final ( f ) states, the squared transition amplitude

∑

i, f
|T f i |2 (2.247)
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and the corresponding cross section is free of all infrared singularities in the limit
of all masses vanishing.

Such observables typically are “all inclusive” cross–sections averaged over the initial
spin.

In our example, the inclusive cross section is obtained by adding the hard photons
of energy Eγ > ω up to the kinematic limit Eγ max =

√
q2 − 4m2/2. To illustrate the

point, let us consider the lepton pair creation channel γ∗(q) → �−(p−)+ �+(p+)+
γ(k), where the ∗ denote that the corresponding state is virtual, i.e. off–shell, with
an additional real bremsstrahlung photon γ(k) emitted from one of the final state
leptons. We thus include the so called final state radiation (FSR). The “heavy”
virtual photon γ∗ of momentum q = p− + p+ + k, we may think to have been
created previously in e+e−–annihilation, for example.39 The center of mass energy
is Ecm = E− + E+ + Eγ =

√
q2. Let λ = 2ω/Ecm and 1 − λ # y such that we

may work in the approximation up to terms of order O(α m2

q2 ), i.e., neglecting power

corrections in m2/q2. Relaxing from the soft photon approximation which defined
Cbre in Eq. (2.245), the hard bremsstrahlung integral of interest is

∫ Ecm/2

ω

dEγ · · ·

with the spectral density (integrand)

1

Γ0(γ∗ → ��̄)

d2Γ (γ∗ → ��̄γ)

dudv
= P(u, v)

= α

2π

{(
2

u

1− u
+ 1− u

) (
1

v
+ 1

1− u − v

)
a

2

(
1

v2
+ 1

(1− u − v)2

)
− 2

}

.

(2.248)

where a = 4m2/q2, u = (p− + p+)2/q2 and v = (q − p−)2/q2. In the rest
frame of the heavy photon we have u = 1 − 2Eγ/Mγ , v = 1 − 2E−/Mγ and
1− u − v = 1− 2E+/Mγ . In the center of mass frame of the lepton pair

v = 1

2
(1− u) (1−√

1− y cosΘ+) ; 1− u − v = 1

2
(1− u) (1−√

1− y cosΘ−)

39The factorization into e+e− → γ∗ production and subsequent decay γ∗ → �+�− only makes
sense at relatively low q2, when the one–photon exchange approximation can be used. In the SM the
γ∗ may also be a “heavy light” particle Z of mass about MZ � 91GeV which is unstable and thus
is described well by a Breit–Wigner resonance. Near the resonance energy again factorization is an
excellent approximation and the following discussion applies. In e+e−–annihilation, the radiation
of additional photons from the initial state electron or positron (Fig. 2.11 with e′ an incoming e+)
is called initial state radiation (ISR). In the soft approximation (2.243) still holds. For details see
(5.11) in Sect. 5.1.3.

http://dx.doi.org/10.1007/978-3-319-63577-4_5
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with y = a/u and Θ± the angle between the final state photon and the lepton with
momentum p± (Θ− = π−Θ+). We have to integrate the distribution over the angles
0 ≤ Θ± ≤ π/2 and over the hard photon Eγ ≥ ω = λ (Mγ/2) with 1− a > λ > 0
yields [78] up to O(αy) precision

ΔC>ω = α

2π

{(
4 ln

1

λ
− (1− λ)(3− λ)

)
ln

q2

m2
− 4 ln

1

λ

+4Sp(λ)− 2

3
π2 − (1− λ)(3− λ) ln(1− λ)+ 1

2
(1− λ)(11− 3λ)

}

or for ω � Ecm/2

ΔC>ω = α

2π

{(

4 ln

√
q2

2ω
− 3

)

ln
q2

m2
− 4 ln

√
q2

2ω
− 2

3
π2 + 11

2

}

.

(2.249)

In this approximation the complementary soft plus virtual part (see (2.246))

C<ω = Cvirtual
QED + C soft

ω

= α

2π

{
−
(

4 ln

√
q2

2ω
− 3

)

ln
q2

m2
+ 4 ln

√
q2

2ω
+ 2

3
π2 − 4

}

.

(2.250)

The total inclusive sum is

C total = C<ω +ΔC>ω = α

2π

3

2
� 1.74× 10−3 (2.251)

a truly small perturbative correction.No scale and no log involved, just a pure number.
This is the KLN theorem at work. It will play a crucial role later on in this book.

The two separate contributions become large when the cut energy ω is chosen
very small and in fact we get a negative cross section, which physics wise makes
no sense. The reason is that the correction gets large and one has to include other
relevant higher order terms. Fortunately, the multi soft γ emission can be calculated
to all orders. One can prove [76] that the IR sensitive soft photon exponentiates:
Thus,

1 + CIR + 1

2!C
2
IR + · · · = eCIR

= exp
α

2π

{
−4 ln

√
q2

2ω
ln

q2

m2
+ 4 ln

√
q2

2ω
+ · · ·

}
=
(

2ω
√

q2

) 2α
π

(
ln q2

m2 −1
)

and the result is

1+ C<ω + · · · = eCIR +ΔCv+s + · · · (2.252)
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with

ΔCv+s = C<ω − CIR = α

2π

{
3 ln

q2

m2
+ 2

3
π2 − 4

}

a correction which is small if q2/m2 is not too large. Otherwise higher order collinear
logs have to be considered as well. They do not simply exponentiate. By the resum-
mation of the leading IR sensitive terms we have obtained a result which is valid
much beyond the order by order perturbative result. Even the limit ω → 0 may be
taken now, with the correct result that the probability of finding a naked lepton of
mass m tends to zero. In contrast 1+ C<ω →−∞ as ω → 0, a nonsensical result.

For our consideration of soft photon dressed states the inspection of the com-
plementary hard photon part is important as far as the expression (2.249) tells us
which are the logs which have to be canceled for getting the log free inclusive result.
Namely, the IR sensitive log terms appear with the center of mass energy scale

√
q2

not with the lepton mass m. This observation allows us to write the virtual plus soft
result in a slightly different form than just adding up the results.

Another consideration may be instructive about the collinear mass singularities
(terms ∝ ln(q2/m2)), which are a result of integrating the propagators 2|k|(Ei −
|pi | cosΘi ))

−1 in the distribution (2.243) or (2.248). If we integrate the angular
distribution over a cone Θ1,Θ2 ≤ δ only, instead of over the full angular range and
add up the contributions

C<ω, <δ = Cvirtual
QED + C soft

ω +ΔChard,collinear
>ω, <δ (2.253)

the collinear singularities exactly cancel in the limit m → 0, provided δ > 0. The
result reads

Cm=0
<ω, <δ =

α

2π

{(
4 ln

1

λ
− (1− λ)(3− λ)

)
ln

1− ρ

1+ ρ

3

2
+ ρ (1− λ2)

}

with ρ = cos δ, λ = 2ω
Mγ

and we have assumed 1−ρ
2 # m2

M2
γ
. Thus, in addition to the

virtual plus soft photons we have included now the hard collinear photons traveling
with the leptons within a cone of opening angel δ. Here the collinear cone has been
defined in the c.m. frame of the lepton pair, where the two cones are directed back
to back and non overlapping for arbitrary cuts δ ≤ π/2. In an experiment one would
rather define the collinear cones in the c.m. frame of the incoming virtual photon.
In this case a slightly more complicated formula Eq.14 of Ref. [78] is valid, which
simplifies for small angles δ0 and λ = 2ε = 2ω/Mγ � 1 to

Cm=0
<ω, <δ0

= −α

π

{
(4 ln 2ε+ 3) ln

δ0

2
+ π2

3
− 5

2

}
(2.254)
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which is the QED analog of the famous Sterman-Weinberg (SW) formula [79]

CSW = −4

3

αs

π

{
(4 ln 2ε+ 3) ln

δ0

2
+ π2

3
− 5

2

}
(2.255)

for the two–jet event rate in QCD. The extra factor 4
3 is an SU(3) Casimir coefficient

and αs is the SU(3) strong interaction coupling constant. The physical interpretation
of this formula will be considered in Sect. 5.1.5.

Some final remarks are in order here: the IR problem of QED is a nice example
of how the “theory reacts” if one is not asking the right physical questions. The
degeneracy in the energy spectrum which manifests itself in particular kinematic
regions (soft and/or collinear photons), at first leads to ill–defined results in a naive
scattering picture approach, misleadingly assuming forces to be of finite range. At the
end one learns that in QED the S–matrix as defined by the Gell-Mann Low formula
does not exist, because the physical state spectrum is modified by the dynamics and
is not the one suggested by the free part of the Lagrangian. Fortunately, a perturbative
calculation of cross sections is still possible, by modifications of the naive approach
by accounting appropriately for the possible degeneracy of states.

As we have observed in the above discussion, the radiatively induced Pauli form
factor is not affected by the IR problem. The Pauli form factor is an example of a so
called infrared save quantity, which does not suffer from IR singularities in the naive
scattering picture approach. As the anomalous magnetic moment is measured with
extremely high accuracy, it nevertheless looks pretty much like a miracle how it is
possible to calculate the anomalous magnetic moment in the naive approach to high
orders (five loops at the moment) and confront it with an experimental result which
is also measured assuming such a picture to be valid. But the states with which one
formally is operating do not exist in nature. For a careful investigation of the problem
we refer to the article by Steinmann [80].

We have discussed the IR problem for the simplest case, the electromagnetic
form factor. In general the problem is more complicated, but the Bloch–Nordsieck
prescription works and provides an order by order rule to overcome infrared singu-
larities. The principle behind the “Bloch–Nordsieck solution” is the focus on “truly
observable quantities”, which take into account detection problems in the measuring
process, when state degeneracies in phase space come into play. One should ask the
right questions in order to get useful and testable answers. In contrast, over-idealized
formal quantities may be plagued by singularities. Let me sketch the procedure for
the simplest case of a two-to-two fermion reaction, the process e+e− → μ+μ−,
which exhibits the radiative corrections depicted in Fig. 2.12. The amplitudes are
considered to be the renormalized on–shell ones, which exist only after IR regular-
ization. Since off–shell amplitudes are IR finite, the off–shellness μ2

IR = m2− p2, p
the four-momentum of an external particle of mass m, can be used as an IR regula-
tor, in principle. Actually such a regularization may be the most physical choice.40

40The limits m2
γ → 0 for p2 = m2 and μ2 = m2 − p2 → 0 for m2

γ = 0 coincide upon identifying

μ2 = m mγ at least in one-loop calculations.

http://dx.doi.org/10.1007/978-3-319-63577-4_5
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A0 + A1 + A2 = + + +

+ + + +

+ +

+ + + · · ·

B1 + B2 = + + + +

+ + + · · ·

C2 = + + + +

+ · · ·

e+ μ+

e− μ−

γ
γ

γ

γ

γ

γ

γ

γ

Fig. 2.12 Diagrams for muon pair production in electron-positron annihilation at lowest order
O(α) (LO), next-to-leading order O(α2) (NLO) and next-to-next-to-leading order O(α3) (NNLO)
together with the relevant real photon corrections. For the O(α3) case only a sample of typi-
cal diagrams is shown. Corresponding amplitudes are denoted by A0 at LO, A1, B1 at NLO and
A2, B2, C2 at NNLO, where Ai , Bi and Ci (i = 0, 1, 2) refer to zero, one and two emitted real
photons, respectively

Practical aspects usually let it look easier to use a small photon mass as a regulator
or to apply dimensional regularization by going to d = 4 + ε dimensions with an
associated scale parameter μIR, which should be distinguished from the MS scale
parameter μ, standing for μUV, related to the d = 4− ε expansion.

A0 denotes the tree level amplitude, A1 is the corresponding 1–loop virtual photon
correction, which is IR singular unless we apply a soft photon infrared cutoff μIR,
which may be chosen to be a tiny photon mass. Tiny means smaller than any other
relevant physics scale, like the electron mass, for example. The crucial point is that
the μIR–dependent IR sensitive part of the IR regularized amplitude is proportional
to A0: A1 = A0 δ(1)

v (μIR) + δfin A1, i.e. the IR dangerous part is factorizable, while
the non-factorizable part is finite, independent of the IR regulator. The radiative
amplitude splits into B1 = Bsoft

1 (Eγ < ω) + δBhard
1 (Eγ ≥ ω) corresponding to the
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μμ(γ) and μμγ final states. The soft part includes the unresolved hidden photon
[(γ)] part, from photons too soft to be detectable, which indeed look like μμ “elastic
event”,41 and hence is factorizable Bsoft

1 = A0 ρsoft(k) with a soft photon radiation
density ρsoft(k) (k the photon momentum), which has to be integrated over and
yields the bremsstrahlung correction C (1)

bre(μIR,ω), where μIR � ω � Eγmax (see
(2.245) for the initial state part). The soft photon integral again only exists after IR
regularization, by a, relative to the virtual part, commensurate cutoff μIR. Again a
tiny photon mass provides such a cutoff. The soft photon integral should include the
soft photons of energy Eγ < ω � Eγ max, where ω has to be chosen such that the
factorization is within the numerical accuracy of the attempted calculation, ideally
it can be identified with the photon detection threshold of the detector utilized to
measure the cross section of the process.

In order to get the NLO correction, we have to evaluate

|A0 + A1|2 = |A0|2 + A0 A∗1 + A1 A∗0 + · · · � |A0|2 ·
(
1+ 2Re δ(1)

v (μIR)
)
+ A0 δA∗1 + δA1 A∗0 .

The omitted higher order terms are to be included in the NNLO correction. These
also exhibit further IR sensitive contributions, which will cancel against other NNLO
IR sensitive terms. Altogether, we then get the physical “soft photon dressed” Born
transition probability amplitude at NLO

|A0|2 dressed = |A0|2 ·
(
1+ 2Re δ(1)

v (μIR)+ C (1)
bre(μIR,ω)

)
,

inwhich the IR cutoffμIR cancels and the result depends onω only. Theω dependence
disappears if we include the hard photon part from |B1(Eγ ≥ ω)|2 as well. The total
inclusive cross section, which includes non-factorizable terms as well as hard photon
contributions, is a sum of a 2 to 2 and a 2 to 3 cross section, the explicit form of
which is beyond the scope of this discussion (see, however, the corresponding results
for the process e+e− → π+π− presented in Chap.5, Sect. 5.1.3).

AtNNLO, including the 2–loop correction A2 the procedure follows the same line.
We have to collect all Q(α2) contributions by including real photon radiation up to
two photons now. Starting from the IR regularized amplitude A = A0+ A1+ A2, we
have to include the 1–loop virtual correction to B = B1+B2 aswell as the double real
photon contribution e+e− → μ+μ−γγ from “undetectable” soft photons C = C2.
Beyond μμ factorizable soft photon effects in addition μμγ factorizable soft photon
effects come into play etc.

The ω–dependent virtual plus soft photon corrected Born cross section, gets neg-
ative if ω is taken too small and the order-by-order treatment breaks down as the
correction blows up. The limit ω → 0 only can be taken after infinite resummation
of the leading soft photon effects, the ω → 0 limit is then vanishing. The probability
to find just two naked muons in the final state is zero as a charged particle con-
stantly radiates soft photons. Here another point comes into consideration: we never
measure perturbative quantities, and whether a perturbatively calculated quantity

41i.e. particle number conserving, when looked at from the crossed t-channel e−μ+ → e−μ+.

http://dx.doi.org/10.1007/978-3-319-63577-4_5
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approximates a measured object well depends on the experimental conditions. For a
certain range ofω’s the predictionmaywell be perfect within experimental precision,
while going to smallerω’s convergence of the perturbative series breaks down. Quan-
tities sharing such behavior are called infrared unsafe. Good observables preferably
should be defined such that they are infrared save and collinear save. Infrared safe
means that the quantity, in order to be a true observable, should not change discon-
tinuously if one adds a soft particle to the final state. Similarly, collinear safe means
that the quantity should not change abruptly if one splits one final state particle into
two particles with equal momentum. A more concrete account will be presented in
Chap.5, Sect. 5.1.3 for the process e+e− → π+π−, which plays an important role in
evaluation the leading hadronic contribution to aμ.

Onmore aspect has to bementioned here: what is “detectable” is device dependent
and therefore not what is of primary theoretical interest. It is therefore common
practice to unfold experimental data from radiative effects. In our case, this amounts
to “undress” the physical cross section, by comparisonwith the theoretical prediction,
in order to recover the “bare” cross section as the quantity of interest. This in any case
allows to extract the relevant parameters like couplings and masses which enter the
undressed cross section. In many cases undressing attempts to separate for example
strong interaction effects from electromagnetic ones.

Concluding remarks: we note that the problem with the non-existence of elec-
trically charged one-particle states imply that the S-matrix in the naive LSZ sense
in QED does not exist. In perturbation theory the Bloch–Nordsieck approximation
and its Yennie–Frautschi–Suura improvement provides an acceptable perturbatively
improvable framework for making well defined predictions which can be confronted
with experimental data of a given precision. Interestingly, such infrared type problem
is absent for charged particles in atoms or molecules, because radiation in bound sys-
tems is subject to quantum mechanics with a discrete spectrum and soft or collinear
degeneracies of states are not an issue. For what concerns the non-Abelian part of the
SM: the physical state space exhibits no other massless particle besides the photon.
The weak SU(2) gauge bosons get masses via the Higgs mechanism and are actually
very heavy and therefore very unstable such that they never can show up as true LSZ
Wigner states, because the track they leave in a real world detector is by far too short
to ever be resolved as a particle track. Nevertheless the neutral Z boson shows up
as a very pronounced resonance as ΓZ/MZ � 0.0274, such that its quasi on–shell
properties can be investigated very precisely, and as performed at the LEP ring at
CERN at the beginning of the 90ies. This information, however is only accessible
via the decay products which are seen in the detector. Similarly for the W boson,
except that the W as a charged state in addition exhibits the same types of prob-
lems as the charged leptons in QED. In principle one could integrate out the W and
the Z fields, which however would result in a very complicated non-local effective
Lagrangian. Certainly one better sticks to the standard SM approach, treating the
weak gauge bosons as quasi LSZ states, in a production and decay chain, which can
be implemented order by order in perturbation theory. The strong interaction sector
solves its problems with the massless gluons in its own way: by confinement. All
fields in the QCD Lagrangian have no asymptotic states themselves but form color

http://dx.doi.org/10.1007/978-3-319-63577-4_5
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singlet hadrons of short ranged effective interactions. For the hadrons a S-matrix is
well defined, besides the issues connected with unstable particles (often due to weak
and electromagnetic decays) and the problem of the electrically charged states as
elaborated above.

2.7 Pions in Scalar QED and Vacuum Polarization
by Vector Mesons

The strong interaction effects in (g − 2) are dominated by the lightest hadrons, the
isospin SU(2) triplet (π+,π0,π−) of pions, pseudoscalar spin 0 mesons of masses:
mπ± = 139.75018(35)MeV, mπ0 = 134.9766(6)MeV. Pions are quark–antiquark
color singlet bound states (ud̄, 1√

2
[uū − dd̄], dū) and their electromagnetic inter-

action proceeds via the charged quarks. This is particularly pronounced in the case
of the neutral π0 which decays electromagnetically via π0 → γγ and has a much
shorter life time τπ0 = 8.4(6)×10−17 s than the charged partners which can decay by
weak interaction only according to π+ → μ+νμ and hence live longer by almost 10
orders of magnitude τπ± = 2.6033(5) × 10−8 s. However, at low energies, in many
respects the pions behave like point particles especially what concerns soft photon
emission and the Bloch–Nordsieck prescription. The effective Lagrangian for the
electromagnetic interaction of a charged point–like pion described by a complex
scalar field ϕ follows from the free Lagrangian

L(0)
π = (∂μϕ)(∂μϕ)∗ − m2

πϕϕ∗

via minimal substitution ∂μϕ → Dμϕ =
(
∂μ + ieAμ(x)

)
ϕ (also called covariant

derivative), which implies the scalar QED (sQED) Lagrangian

LsQED
π = L(0)

π − ie(ϕ∗∂μϕ− ϕ∂μϕ
∗)Aμ + e2gμνϕϕ∗Aμ Aν . (2.256)

Thus gauge invariance implies that the pions must couple via two different vertices to
the electromagnetic field, and the corresponding Feynman rules are given in Fig. 2.13.

(1) Pion propagator

: iΔπ(p) = i
p2−m2

π+iε

(2) Pion–photon vertices

: = − i e (p + p′)μ , : = 2 i e2 gμν

p

Aμ
ϕ+

ϕ−

p′

p

Aμ

Aν

ϕ+

ϕ−

Fig. 2.13 Feynman rules for sQED. p is incoming, p′ outgoing
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The bound state nature of the charged pion is taken care off by introducing a pion
form factor e → e Fπ(q2), e2 → e2 |Fπ(q2)|2.

In sQED the contribution of a pion loop to the photon VP is given by

The bare result for the transversal part defined by (2.160) reads

Π(π)
γ (q2) = e2

48π2

{
B0(m, m; q2)

(
q2 − 4m2

)− 4 A0(m)− 4m2 + 2

3
q2

}

(2.257)

with Πγ(0) = 0. We again calculate the renormalized transversal self–energy
Π

′
γ(q

2) = Πγ(q2)/q2 which is given by Π
′
γren(q

2) = Π
′
γ(q

2) − Π
′
γ(0). The sub-

traction term

Π
′(π)
γ (0) = −e2

48π2

{
A0(m)

m2
+ 1

}

is the π± contribution to the photon wavefunction renormalization and the renormal-
ized transversal photon self–energy reads

Π
′ (π)
γren (q

2) = α

6π

{
1

3
+ (1− y)− (1− y)2 G(y)

}
(2.258)

where y = 4m2/q2 and G(y) given by (2.174). For q2 > 4m2 there is an imaginary
or absorptive part given by substituting

G(y) → Im G(y) = − π

2
√
1− y

according to (2.175)

Im Π
′ (π)
γ (q2) = α

12
(1− y)3/2 (2.259)

and for large q2 is 1/4 of the corresponding value for a lepton (2.179). According
to the optical theorem the absorptive part may be written in terms of the e+e− →
γ∗ → π+π− production cross section σπ+π−(s) as

Im Π
′ had
γ (s) = s

4πα
σhad(s) (2.260)
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which hence we can read off to be

σπ+π−(s) = πα2

3s
β3

π (2.261)

with βπ =
√

(1− 4m2
π/s) the pion velocity in the CM frame. Often, one writes

hadronic cross sections as a ratio

R(s)
.= σhad(s)/

4πα2

3s
(2.262)

in units of the high energy asymptotic form of the cross section σ(e+e− → γ∗ →
μ+μ−) for muon pair production in e+e−–annihilation. Given the cross section or
imaginary part, conversely, the real part of the renormalized vacuum polarization
function may be obtained by integrating the appropriate dispersion relation (see
Sect. 3.7), which reads

Re Π
′ had
γren (s) = s

4π2α
P
∫ s2

s1

ds ′
σhad(s ′)
s ′ − s

= α

3π
P
∫ s2

s1

ds ′
{

1

s ′ − s
− 1

s ′

}
R(s ′) .

(2.263)

This is another way, the dispersive approach, to get the result (2.258) via the easier
to calculate imaginary part, which here is just given by the tree level cross section
for γ∗ → π+π−.

As already mentioned, sometimes one has to resort to sQED in particular in
connection with the soft photon radiation problem of charged particles, where sQED
provides a gooddescription of the problem.However, the photon vacuumpolarization
due to an elementary charged spin 0 pion, we just have been calculating, includes
hard photons in the region of interest above the π+π− production threshold to about
1GeV, say. As we will see sQED in this case gives a rather bad approximation.
In reality e+e− → γ∗ → π+π− is non–perturbative and exhibits a pronounced
resonance, the neutral spin 1 meson ρ0, and the hadron production cross section is
much better parametrized by a Breit–Wigner (BW) resonance shape. The relevant
parameters are MR the mass, Γ the width and Γe+e−/Γ the branching fraction for
ρ → e+e−. We briefly present the different possible parametrizations and how a
BW resonance contributes to the renormalized photon vacuum polarization when
integrated over a range (s1, s2) with 4m2

π ≤ s1 < s2 ≤ ∞ [81]:

• Narrow width resonance

The contribution from a zero width resonance

σNW(s) = 12π2

MR
Γe+e−δ(s − M2

R) (2.264)

http://dx.doi.org/10.1007/978-3-319-63577-4_3
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is given by

Π
′ NW
γren (s) = −3Γe+e−

αMR

s

s − M2
R

(2.265)

which in the limit |s| # M2
R becomes

Π
′ NW
γren (s) � −3Γe+e−

αMR
. (2.266)

• Breit–Wigner resonance

The contribution from a classical Breit–Wigner resonance

σBW (s) = 3π

s

Γ Γe+e−

(
√

s − MR)2 + Γ 2

4

(2.267)

is given by

Π
′ BW
γren (s) = −3Γ Γe+e−

4πα
{I (0)− I (W )} (2.268)

where

I (W ) = 1

2ic

{
1

W − MR − ic

(
ln

W2 −W

W1 −W
− ln

W2 − MR − ic

W1 − MR − ic

)

− 1

W + MR + ic

(
ln

W2 +W

W1 +W
− ln

W2 − MR − ic

W1 − MR − ic

)
− h.c.

}

with c = Γ/2. For W1 � MR � W2 and Γ � MR this may be approximated by

Π
′ BW
γren (s) � −3Γe+e−

αMR

s(s − M2
R + 3c2)

(s − M2
R + c2)2 + M2

RΓ 2
(2.269)

which agrees with (2.265) and (2.266) in the limits Γ 2 � |s − M2
R|, M2

R and |s| #
M2

R , respectively.

• Breit–Wigner resonance: field theory version

Finally, we consider a field theoretic form of a Breit–Wigner resonance obtained
by the Dyson summation of a massive spin 1 transversal part of the propagator in
the approximation that the imaginary part of the self–energy yields the width by
ImΠV (M2

V ) = MV ΓV near resonance.

σBW (s) = 12π

M2
R

Γe+e−

Γ

sΓ 2

(s − M2
R)2 + M2

RΓ 2
(2.270)
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which yields

Π
′ BW
γren (s) = −3Γe+e−

παMR

s(s − M2
R − Γ 2)

(s − M2
R)2 + M2

RΓ 2

{(

π − arctan
Γ MR

s2 − M2
R

(2.271)

− arctan
Γ MR

M2
R − s1

)

− Γ

MR

s

(s − M2
R − Γ 2)

(

ln | s2 − s

s1 − s
| − ln | s2 − M2

R − iMRΓ

s1 − M2
R − iMRΓ

|
)}

and reduces to

Π
′ BW
γren (s) � −3Γe+e−

αMR

s(s − M2
R − Γ 2)

(s − M2
R)2 + M2

RΓ 2
(2.272)

for s1 � M2
R � s2 and Γ � MR . Again we have the known limits for small Γ and

for large |s|.
For broad resonances the different parametrizations of the resonance in general

yield very different results. Therefore, it is important to know how a resonance was
parametrized to get the resonance parameters like MR andΓ . For narrow resonances,
which we will have to deal with later, results are not affected in a relevant way by
using different parametrizations. A finite width BW resonance is related to the NW
resonance via identity

δ(s − M2) = 1

π
lim
γ→0

γ

(s − M2)2 + γ2
(2.273)

with γ = Γ M . Note that for the broad non–relativistic ρ meson only the classical
BW parametrization works. In fact, due to isospin breaking of the strong interactions
(md − mu mass difference as well as electromagnetic effects Qu = 2/3 �= Qd =
−1/3) the ρ and ω mix and more sophisticated parametrizations must be applied,
like the Gounaris-Sakurai (GS) parametrization [82] based on the vector meson
dominance (VMD) model (see Sect. 5.2). Actually, the GS model is missing to take
into account ρ0 − γ mixing and it is not electromagnetically gauge invariant and
therefore should be replaced by a manifestly gauge invariant VMD (so called type
II) plus sQED Lagrangian approach [83]. For the strong interaction part (undressed
from electromagnetic effects) most appropriate is a parametrization which relies on
first principle concepts only, the description by unitarity, analyticity and constrained
by chiral perturbation theory (CHPT), which is the low energy effective form of QCD
(see [84] and references therein).

We will use the results presented here later for the evaluation of the contributions
to g−2 fromhadron–resonances. In e+e−–annihilation a large number of resonances,
like ρ, ω, φ, J/ψ series and the Υ series, show up and will have to be taken into
account.

http://dx.doi.org/10.1007/978-3-319-63577-4_5


148 2 Quantum Field Theory and Quantum Electrodynamics

2.8 Note on QCD: The Feynman Rules
and the Renormalization Group

Quantum Chromodynamics, the modern theory of the strong interactions, is a non–
Abelian gauge theory with gauge group SU(3)c consisting of unitary 3× 3 matrices
of determinant unity. The corresponding internal degrees of freedom are called color.
The generators are given by the basis of Hermitian traceless 3× 3 matrices Ti , i =
1, · · · 8. Quarks transform under the fundamental 3–dimensional representation 3
(quark triplets) antiquarks under the complex conjugate 3∗ (antiquark anti–triplets).
The requirement of local gauge invariance with respect to SU(3)c transformations
implies that quark fields ψi (x) must couple to an octet of gauge fields, the gluon
fields Gμ j , j = 1, · · · , 8, and together with the requirement of renormalizability
this fixes the form of the interactions of the quarks completely: in the free quark
Dirac–Lagrangian we have to replace the derivative by the covariant derivative

∂μψ(x) → Dμψ(x) , (Dμ)ik = ∂μδik − i gs

∑

j

(Tj )ik Gμ j (x) (2.274)

where gs is the SU(3)c gauge coupling constant. The dynamics of the gluon fields is
controlled by the non–Abelian field strength tensor

Gμνi = ∂μGνi − ∂νGμi + gsci jk Gμ j Gνk (2.275)

where ci jk are the SU(3) structure constants obtained from the commutator of the
generators

[
Ti , Tj

] = i ci jk Tk . The locally gauge invariant Lagrangian density is
then given by

Linv = −1

4

∑

i

Giμν Gμν
i + ψ̄ (iγμ Dμ − m) ψ . (2.276)

We split Linv into a free part L0 and an interaction part Lint which is taken into
account as a formal power series expansion in the gauge coupling gs . The perturbation
expansion is an expansion in terms of the free fields described by L0. The basic
problem of quantizing massless spin 1 fields is familiar from QED. Since LYM is
gauge invariant, the gauge potentials Giμ cannot be uniquely determined from the
gauge invariant field equations. Again one has to break the gauge invariance, now,
for a SU(n) gauge group, by a sum of r = n2 − 1 gauge fixing conditions

Ci (G) = 0 , i = 1, · · · , r .

It is known from QED that the only relativistically invariant condition linear in the
gauge potential which we can write is the Lorentz condition. Correspondingly we
require

Ci (G) = −∂μ Gμ
i (x) = 0 , i = 1, · · · , r . (2.277)
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It should be stressed that a covariant formulation ismandatory for calculations beyond
the tree level. We are thus lead to break the gauge invariance of the Lagrangian by
adding the gauge fixing term

LGF = − 1

2ξ

∑

i

(
∂μ Gμ

i (x)
)2

(2.278)

with ξ a free gauge parameter. Together with the term LG
0 from Linv we obtain for

the bilinear gauge field part

LG,ξ
0,i = −

1

4

(
∂μ Gi ν − ∂ν Gi μ

)2 − 1

2ξ

(
∂μ Gμ

i (x)
)2

(2.279)

which now uniquely determines a free gauge field propagator. Unlike in QED, how-
ever, LGF breaks local gauge invariance explicitly and one has to restore gauge
invariance by a compensating Faddeev-Popov term (Faddeev and Popov 1967).
The Faddeev-Popov trick consists in adding further charged ghost fields η̄i (x) and
ηi (x), the so called Faddeev-Popov ghosts, which conspire with the other ghosts
in such a way that physical matrix elements remain gauge invariant. Unitarity and
renormalizability are then restored. The FP–ghosts must be massless spin 0 fermi-
ons. For the unphysical ghosts this wrong spin–statistics assignment is no obstacle.
The Faddeev-Popov term must be of the form

LFP = η̄i (x)Mikηk(x)

where

Mik = ∂Ci (G)

∂G jμ(x)

(
Dμ

)
jk = −∂μ

(
∂μδik − gcik j G jμ(x)

)

= −�δik + gcik j G jμ(x) ∂μ + gcik j
(
∂μG jμ(x)

)
.

By partial integration of SF P =
∫
d4x LFP(x) we may write

LFP = ∂μη̄i∂
μηi − gcik j (∂μη̄i ) C jμηk (2.280)

which describes massless scalar fermions in interaction with the gauge fields. The
complete Lagrangian for a quantized Yang-Mills theory is

Leff = Linv +LGF +LFP . (2.281)

The free (bilinear) part

L0 = L0(G)+L0(ψ)+L0(η)
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with

L0(G) = 1

2
Giμ

[(
�gμν −

(
1− 1

ξ

)
∂μ∂ν

)
δik

]
Gkν

L0(ψ) = ψ̄αa
[(

(iγμ)αβ ∂μ − mδαβ

)
δab
]
ψβb

L0(η) = η̄i [(−�) δik] ηk

determines the free propagators, the differential operators in the square brackets
being the inverses of the propagators. By Fourier transformation the free propagators
are obtained in algebraic form (i.e. the differential operators are represented by c–
numbers) in momentum space. Inverting these c–number matrices we obtain the
results depicted in Fig. 2.14.

The interaction part of the Lagrangian is given by

Lint = gsψ̄γμTiψGiμ − 1

2
gscikl

(
∂μGν

i − ∂νGμ
i

)
GkμGlν

− 1

4
g2s ciklcik ′l ′G

μ
k Gν

l Gk ′μGl ′ν − gscik j (∂μη̄i ) G jμηk (2.282)

with a single coupling constant gs for the four different types of vertices.

While the formal argumentation which leads to the construction of local gauge
theories looks not too different for Abelian and non–Abelian gauge groups, the
physical consequences are very different and could not be more dramatic: in contrast
to Abelian theories where the gauge field is neutral and exhibits no self–interaction,
non–Abelian gauge fields necessarily carry non–Abelian charge and must be self–
interacting. TheseYang-Mills self–interactions are responsible for theanti–screening
of the non–Abelian charge, known as asymptotic freedom (AF) (see end of section).
It implies that the strong interaction force gets weaker the higher the energy, or
equivalently, the shorter the distance.While it appearsmost natural to us that particles
interact the less the farther apart they are, non–Abelian forces share the opposite
property, the forces get the stronger the farther away we try to separate the quarks. In
QCD this leads to the confinement of the constituents within hadrons. The latter being
quark bound states which can never be broken up into free constituents. This makes
QCD an intrinsically non–perturbative theory, the fields in the Lagrangian, quarks
and gluons, never appear in scattering states, which define the physical state space
and the S–matrix. QED is very different, it has a perturbative S-matrix, its proper
definition being complicated by the existence of the long range Coulomb forces (see
Sect. 2.6.6 above). Nevertheless, the fields in the QED Lagrangian as interpolating
fields are closely related to the physical states, the photons and leptons. This extends
to the electroweak SM, where the weak non–Abelian gauge bosons, the W± and
the Z particles, become massive as a consequence of the breakdown of the SU(2)L

gauge symmetry by the Higgs mechanism. Also the weak gauge bosons cannot be
seen as scattering states in a detector, but this time because of their very short lifetime.
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a). Quark propagator

: Δ̃ψ
F (p)αβ, ab =

(
1

/p−m+iε

)
αβ

δab

b). Massless gluon propagator

: Δ̃G
F (p, ξ)μν

ik = −
(
gμν − (1 − ξ)pμpν

p2

)
1

p2+iε δik

c). Massless FP–ghost propagator

: Δ̃η
F (p)ik = 1

p2+iε δik

d). Quark–gluon coupling

:= gs (γμ)αβ (Ti)ab

e). Triple gluon coupling

:= −igscijk {gμν (p2 − p1)ρ + gμρ (p1 − p3)ν + gνρ (p3 − p2)μ}

f). Quartic gluon coupling

:= −g2
s

⎧⎨
⎩

cnijcnkl (gμρgνσ − gμσgνρ)
+cnikcnjl (gμνgρσ − gμσgνρ)
+cnilcnjk (gμνgρσ − gμρgνσ)

g). FP–ghost gluon coupling

:= −igscijk (p3)
μ

p

α, a β, b

p

μ, i ν, k

p

i k

μ, i, p1

α, a, p3

β, b, p2

μ, i, p1
ρ, k, p3

ν, j, p2

μ, i ν, j

ρ, kσ, l

μ, i, p1
k, p3

j, p2

Fig. 2.14 Feynman rules for QCD. Momenta at vertices are chosen ingoing

Due to its non–perturbative nature, precise predictions in strong interaction physics
are often difficult, if not impossible. Fortunately, besides perturbative QCD which
applies to hard subprocesses, non–perturbative methods have been developed to a
high level of sophistication, like Chiral Perturbation Theory (CHPT) [85] and QCD
on a Euclidean space–time lattice (lattice QCD) [86].

The low lying QCD hadron spectrum

It is well-established that the theory of the strong interactions is QCD, a non-Abelian
gauge theory of quarks and gluons, which have never been seen in an experiment
as they are expected to be confined permanently inside hadrons. The latter are color
singlets made of colored quarks q = u, d, s glued together by a gluon cloud. Mesons
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are symmetric quark – antiquark states

M =
∑

ik

δik(qi q̄k) (2.283)

and have baryon number B = 0. Baryons (like proton (uud) and neutron (ddu)) are
antisymmetric three quark states

B =
∑

ikl

εikl(qi qkql) (2.284)

and have baryon number B = 1. Sums are over color indices. The quarks (u, d, s)
are in the fundamental representation 3, the antiquarks (ū, d̄, s̄) in the representation
3∗ of the color SU(3)c. First principles calculations of the spectrum and properties
of hadrons are possible only by non-perturbative methods as lattice QCD because
the theory is strongly coupled at low energies. Here we are interested primarily in
the spectrum of light hadrons, which is accessible to a different non-perturbative
approach: chiral perturbation theory, which exploits the symmetries of the QCD
Lagrangian. As the three light flavors the u, d and s quarks aremuch lighter than the c,
b and t quarks the chiral limit of vanishing light quarkmassesmu = md = ms = 0 is a
good approximation for setting up a perturbative chiral expansion, withmomenta and
light quark masses as expansion parameters. The QCD Hamiltonian then commutes
with the global chiral flavor group

of the left and right handed massless quark fields, i.e. QCD exhibits chiral symmetry
broken softly by small quarkmasses. The chiral group SU(3)L⊗SU(3)R is equivalent
to SU(3)V ⊗ SU(3)A of which the axial SU(N f )A subgroup turns out to be broken
spontaneously in nature. In the isospin limit N f = 2, mu = md = 0, this implies the
existence of a triplet of massless pions (Nambu-Goldstone bosons) and in the SU(3)
limit mu = md = ms = 0, the existence of an octet of massless pseudoscalars,
the pions, Kaons and the η meson [87]. The U (1)V symmetry is exact beyond the
chiral approximation and is responsible for baryon number conservation, which in
particular guarantees the stability of the proton, whereas in contrast U (1)A is always
broken by quantum corrections, the Adler-Bell-Jackiw anomaly (see p. 299 below).

A second approach to learn about the hadron spectrum is to consider QCD from
the point of view of the large–Nc limit, i.e. SU(Nc) non-Abelian gauge theory where
the number of colors goes to infinity as a starting point and use 1/Nc as an expansion
parameter. The 1/Nc expansion provides counting rules for hadronic processes. In
large–Nc QCD [88–90] all hadrons become infinitely narrow, since all widths are
suppressed by powers of 1/Nc, and the VMD model becomes exact with an infinite
number of narrow vector meson states, the lowest states corresponding to ρ, ω, φ . . .
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According to ’t Hooft 1974 a SU(Nc) generalization of QCD exhibits amplitudes

A ∝ (g20 Nc)
F
[
(g20 Nc)

−1Nc
]2−2H λ=g20 Nc f i xed========⇒ A ∝ N 2−2H

c

whereχE = 2−2H−B is the Euler characteristic and depends only on the topology
of the graph,with H the number of handles and B the number of boundaries (or holes).
A trick allows to visualize the topological genus of SU(Nc) Yang-Mills theory by
replacing a gluon line by a pair of quark anti-quark lines as illustrated in the figure:

∝ g6
0N

6 = λ3N2 ∝ g6
0N

3 = λ3

The first planar graph grows with N 2
c , the second non-planar one remains constant.

A closed quark loop is a boundary and brings a 1/Nc. Each vertex has a factor Nc,
each propagator a factor 1/Nc and each color index loop gives an extra factor Nc as
it represents a sum over Nc colored copies.

For finite and large Nc, planar diagrams dominate the dynamics. Each quark loop
is suppressed by one factor of 1/Nc and non-planar gluon exchange is suppressed
by two factors of 1/Nc.

Some consequences of the large–Nc counting rules:

• Only planar diagrams (H = 0) dominate in the large–Nc limit.
• Quark loop effects are suppressed by 1/Nc

• Phenomenology: theory of stable non-interacting mesons, the η′ meson mass, OZI
rule, etc. find simpler explanations

• Factorization for correlators of gauge invariant operators

〈O1 · · ·On〉 = 〈O1〉 · · · 〈On〉 + O(1/N 2
c )

follows from large–Nc counting rules order by order in perturbation theory:

=⇒

=⇒

The planar approximation contains no quark–anti-quark pair creation and anni-
hilation and thus has the symmetry U (1)qi ⊗ U (1)q̄i , which allows to transform
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φ → π+π−π0

OZI suppressed
ω → π+π−π0

OZI favored

Fig. 2.15 Quark flavor disconnected processes are suppressed relative to quark flavor connected
processes. As φ is essentially a pure ss̄ state and the final states is made of u and d quarks only the
process can only be mediated by gluon exchange. For the ω quark flavors are preserved. The gray
shading indicates gluonic dressing

locally each quark and each anti-quark separately, which implies the conservation
of each quark flavor and each anti-quark flavor light or heavy. Another important
consequence of the planar flavor symmetry include the Okubo-Zweig-Iizuka (OZI)
rule [91]42 (see Fig. 2.15 and the formation of ideally mixed meson nonets (in the
SU(3) flavor limit) at leading order in 1/Nc. The η′ is then the ninth pseudoscalar
which would be massless in the chiral limit. Planar flavor symmetry is often called
nonet symmetry.

The combined use of chiral perturbation theory and the 1/Nc expansion can
constrain the low–energy interactions of hadrons with the pion nonet π, K , η and η′
more effectively than either method alone. For later reference we remind the meson
composition here. They are the q̄q ′ bound states, differing by flavor composition and
spin. A q̄q ′ state with orbital angular momentum L has Parity P = (−1)L+1. For
q ′ = q we have a q̄q bound state which is also an eigenstate of charge conjugation C
with C = (−1)L+S , where S is the spin 0 or 1. The L = 0 states are the pseudoscalar
mesons, J P = 0−, and the vectors mesons, J P = 1−.

In the limit of exact SU(3) the pure states would read

π0 = (ūu − d̄d)/
√
2 ; η1 = (ūu + d̄d + s̄s)/

√
3 ; η8 = (ūu + d̄d − 2s̄s)/

√
6 ,

(2.285)

ρ0 = (ūu − d̄d)/
√
2 ; ω1 = (ūu + d̄d + s̄s)/

√
3 ; ω8 = (ūu + d̄d − 2s̄s)/

√
6 .

(2.286)

In fact SU(2)flavor breaking by the quark mass difference md − mu leads to ρ − ω–
mixing [mixing angle ∼ 10◦] (Glashow 1961) [92]:

42This basically says that diagrams that destroy the initial quark and antiquark are strongly sup-
pressed with respect to those that do not. As an example, while φ → π+π− is “Zweig” forbidden,
ρ0 → π+π− is allowed.
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ρ0 = cos θ ρ′ + sin θ ω′

ω = − sin θ ρ′ + cos θ ω′ (2.287)

Similarly, the substantially larger SU(3)flavor breaking by the quark masses, leads
to large ω − φ–mixing [mixing angle ∼ 36◦ close to so called ideal mixing where
φ ∼ is a pure s̄s state] (Okubo 1963) [93]:

φ = cos θ ω8 + sin θ ω1

ω = − sin θ ω8 + cos θ ω1 (2.288)

The angle in case of ideal mixing is given by tan θ = 1/
√
2 or θ = 35.3◦.

In the isospin limit and in absence of e.m. interaction the pion triplet (π+,π0,π−)

exhibits G–parity as a symmetry. It represents a generalization of charge conjugation
(C–parity) to strong interactions. The strong interaction does not distinguish the
charges of the pions, therefore a rotation by 180◦ about the 3rd axis in isospin space
G = exp iπ I3, which rotates π± ↔ π∓ up to a phase, does not change the triplet
field modulo a phase ηG = ±1. For particles (u,d mesons) of isospin I , the G–parity
number is given by G = (−1)I C , where C is the charge conjugation number of
the neutral member of the multiplet. As π0 has charge conjugation parity C = +1
the e.m. decay π0 → γγ requires Gπ0 = −1 and thus also G|π±〉 = −|π±〉 while
C |π±〉 = −|π∓〉. Therefore, non-electromagnetic decays of flavor SU(2) resonances
in the isospin limit can decay either into an even or an odd number of pions only:
ρ0(I = 1) → 2π, ω(I = 0) → 3π. As isospin is broken by the small quark mass
differencemd �= mu actually π± and π0 have different masses andG–parity is broken
accordingly, and ω → 2π is allowed with a small branching fraction.

The RG of QCD in Short

The renormalization group, introduced in Sect. 2.6.5, for QCD plays a particularly
important role for a quantitative understanding of AF as well as a tool for improving
the convergence of the perturbative expansion [36, 94]. For QCD the RG is given
by

μ
d

dμ
gs(μ) = β (gs(μ))

μ
d

dμ
mi (μ) = −γ (gs(μ)) mi (μ) (2.289)

with

β(g) = −β0
g3

16π2
− β1

g5

(16π2)2
+ O(g7)

γ(g) = γ0
g2

4π2
+ γ1

g4

(4π2)2
+ O(g6) (2.290)
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where, in the MS scheme (Sect. 2.5.6),

β0 = 11− 2
3 N f ; γ0 = 2

β1 = 102− 38
3 N f ; γ1 = 101

12 − 5
18 N f

(2.291)

and N f is the number of quark flavors. The RG for QCD is known to 5 loops
[95–97]. It allows one to define effective parameters in QCD, which incorporate the
summation of leading logarithmic (1–loop), next–to–leading logarithmic (2–loop),
· · · corrections (RG improved perturbation theory). The solution of (2.289) for the
running coupling constant αs(μ) = g2s (μ)/(4π) yields (see (2.223))

4π

β0αs(μ)
− β1

β2
0

ln

(
4π

β0αs(μ)
+ β1

β2
0

)
=

ln μ2/μ2
0 +

4π

β0αs(μ0)
− β1

β2
0

ln

(
4π

β0αs(μ0)
+ β1

β2
0

)
≡ ln μ2/Λ2 (2.292)

with reference scale (integration constant)

ΛQCD = Λ
(N f )

MS
= μ exp

{

− 4π

2β0αs(μ)

(

1+ αs(μ)

4π

β1

β0
ln

β0αs(μ)

4π + β1

β0
αs(μ)

)}

(2.293)

which can be shown easily to be independent of the reference scale μ. It is RG
invariant

μ
d

dμ
ΛQCD = 0 ,

and thus QCD has its own intrinsic scale ΛQCD which is related directly to the
coupling strength (dimensional transmutation). This is most obvious at the one–loop
level where we have the simple relation

αs(μ) = 1
β0

4π ln μ2

Λ2

. (2.294)

Thus ΛQCD incorporates the reference coupling αs(μ0) measured at scale μ0 in a
scale invariant manner, i.e., each experiment measures the same ΛQCD irrespective
of the reference energy μ0 at which the measurement of αs(μ0) is performed.

The solution of (2.289) for the effective masses mi (μ) reads (see (2.224))

mi (μ) = mi (μ0)
r(μ)

r(μ0)
≡ m̄ir(μ) (2.295)
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with

r(μ) = exp−2
{

γ0

β0
ln

4π

β0αs(μ)
+
(

γ0

β0
− 4γ1

β1

)
ln(1+ β1

β0

αs(μ)

4π
)

}
. (2.296)

Note that also the m̄i are RG invariant masses (integration constants) and for the
masses play a role similar toΛQCD for the coupling. The solution of the RG equation

may be expanded in the large log L ≡ ln μ2

Λ2 , which of course only makes sense if L
is large (μ # Λ),

αs(μ) = 4π

β0 L

⎛

⎝1− β1

β2
0

ln(L + β1

β2
0
)

L
+ · · ·

⎞

⎠

mi (μ) = m̄i

(
L

2

)− γ0
β0
(
1− 2β1γ0

β3
0

ln L + 1

L
+ 8γ1

β2
0 L
+ · · ·

)
. (2.297)

If L is not large one should solve (2.292) or its higher order version numerically
by iteration for αs(μ). For the experimental proof of the running of the strong cou-
pling constant [98] see Fig. 3.3 in Sect. 3.2.1 and the most actual update presented in
Fig. 9.3 in [99]. The non-perturbative calculations in lattice QCD are able to demon-
strate a surprisingly good agreement with perturbative results (see [100–103] and
references therein). Most interestingly the non-perturbative strong coupling persists
being monotonically increasing at very low scales, in clear contrast to speculations
about a possible IR freezing limμ→0 αs(μ) → const .

Note on the RG of the SM

The electroweak sector of the SM will be introduced in Sect. 4.2. But a comment
on the RG of the full SM is in order here. After the discovery of the Higgs boson
all SM couplings are known via the mass–coupling relations (4.46) and so are the
β–functions. The main couplings are the gauge couplings of the SM local gauge
group SU(3)c⊗ SU(2)L ⊗U (1)Y : g1, g2 and g3 and the top quark Yukawa coupling
yt and the Higgs boson self–coupling λ. The SM renormalization group in the MS
scheme is known to three loops. The key point concerning the behavior of the effective
parameters wemay understand when we look at the leading terms of the β-functions.
At the Z boson mass scale the couplings are given by g1 � 0.350, g2 � 0.653,
g3 � 1.220, yt � 0.935 and λ � 0.807. While the gauge couplings behave as
expected, g1 is infrared (IR) free, g2 and g3 are asymptotically (ultraviolet) free
(AF), with leading coefficients exhibiting the related coupling only,

β1 = 41

6
g31 c � 0.00185 ; β2 = −19

6
g22 c � −0.00558 ; β3 = −7 g33 c � −0.08049 ,

with c = 1
16π2 , the leading top Yukawa β-function given by

http://dx.doi.org/10.1007/978-3-319-63577-4_3
http://dx.doi.org/10.1007/978-3-319-63577-4_4
http://dx.doi.org/10.1007/978-3-319-63577-4_4
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βyt =
(
9

2
y3t −

17

12
g21 yt − 9

4
g22 yt − 8 g23 yt

)
c

� 0.02327− 0.00103− 0.00568− 0.07048

� −0.05391

not only depends on yt , but also onmixed termswith the gauge couplings which have
a negative sign. In fact the QCD correction is the leading contribution and determines
the behavior. Notice the critical balance between the dominant strong and the top
Yukawa couplings: QCD dominance requires g3 > 3

4 yt in the “gaugeless” limit
g1 = g2 = 0.

Similarly, the β-function of the Higgs self-coupling, given by

βλ = (4λ2 − 3 g21 λ− 9λ g22 + 12 y2t λ+ 9

4
g41 +

9

2
g21 g22 +

27

4
g42 − 36 y4t ) c

� 0.01650− 0.00187− 0.01961+ 0.05358+ 0.00021+ 0.00149+ 0.00777

−0.17401 � −0.11595

is dominated by the top Yukawa contribution and not by the λ coupling itself. At
leading order it is not subject to QCD corrections. Here, the yt dominance condition

reads λ < 3 (
√
5−1)
2 y2t in the gaugeless limit. The top Yukawa coupling is turned

from an intrinsically IR free to an AF coupling by the QCD term and similarly the
Higgs self–coupling is transmuted from IR free to AF by the dominating top Yukawa
term. Including known higher order terms, except from βλ, which exhibits a zero at
about μλ ∼ 1017 GeV, all other β-functions do not exhibit a zero in the range from
μ = MZ to μ = MPlanck. So, apart form the U (1)Y coupling g1, which increases
moderately only, all other couplings decrease and perturbation theory works well
up to the Planck scale. Actually, at μ = MPlanck gauge couplings are all close to
gi ∼ 0.5, while yt ∼ 0.35 and

√
λ ∼ 0.36 (see [104] and references therein).
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