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Abstract. The research presented in this paper is focused on the
scheduling problem with alternative process plans where the goal is to
minimise the sum of all the performed setup times in the schedule. The
setup times play an important role in scheduling problems, yet they are,
in most cases, considered only as an additional constraint, not as a part
of the objective function. We propose a model, based on the resource
constrained project scheduling problem with alternative process plans,
release times and deadlines, that includes the setup times in the schedul-
ing criterion. Both the exact mathematical model and the new heuristic
algorithm are proposed to solve the problem. The effectiveness of the
proposed two-phase heuristic algorithm, designed with the intention to
solve the large instances of the problem, is evaluated on a wide set of
instances.

1 Introduction

This article is dedicated to the resource constrained project scheduling problem
with alternative process plans while the total setup time is minimised. Up to our
knowledge, there is no existing solution approach for such a problem and there-
fore, a new model and a new heuristic algorithm is proposed for the considered
problem with the intention to solve large instances with up to 1000 activities.
Sequence dependent setup times (also called changeovers) are crucial for the
problems where the resources are very expensive in terms of wasting their time
by unnecessary setups. Setup times represent the time necessary to reconfigure
the resource or to change its functionality. During this time period, no work on
the resources can be performed, which can cause the entire process flow to be
inefficient. The problem in minimisation of the total setup time is a part of many
manufacturing processes (we “sell the machinery time”) as well as it is often a
crucial constraint in the optimisation of algorithms for the field-programmable
gate arrays (FPGAs) where the reconfiguration of the available resources is very
time consuming. In other words, the minimisation of the time and the costs
related to setting up the resources is a natural demand that can be applied in
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many different optimisation problems. Yet the setup times are almost always
considered only as a problem constraint, not as a part of the criterion. One of
the main goals of this research is to fill the gap in this area, i.e. to propose a
generic approach to deal with the minimisation of the total setup time.

In this article, we consider shared resources and precedence constraints
among activities. The classification of the resource constraint project scheduling
problem (RCPSP) is used for the problem representation. Furthermore, alterna-
tive process plans are considered in the scheduling model to cover the flexibility
of the studied processes. The alternative process plans allow one to define more
possible ways how to finish the process, differing in the required resources, time
constraints or even in the number of activities and precedence relations among
them. As a result, not all of the given activities will be present in the final
schedule. The considered problem can be classified as the resource constrained
project scheduling problem with alternative process plans (RCPSP-APP) where
the goal is to minimise the total setup time (TST), equal to the sum of the
overall performed setup time (TST) in the schedule.

2 Literature Review

The resource constrained project scheduling problem (RCPSP), which is used
in this article, is a well-known problem with many applications. According to
[18], RCPSP can be defined as a set of activities with specific requirements
that have to be processed on a particular work centre with limited capacity.
[5,7] proposed a formal notation and categorisation for the RCPSP problems
as well as for their extensions. Other reviews of the models and the solution
methods can be found e.g. in [6,8,9,13,15,16,20,21,25]. The multi-mode resource
constrained project scheduling problem (MRCPSP), which is an extension of
RCPSP with more execution modes for each activity, has been studied in [12, 25,
26,28,29]. Apart from the non-renewable resources, each MRCPSP problem can
be represented as the RCPSP-APP problem: each activity with multiple modes
is to be transformed into the appropriate number of single-mode activities while
only one is always selected in the schedule.

Therefore, the formalism of the alternative process plans is a generalisation
of the multi-mode behaviour of activities in the MRCPS problem. It allows
us to model how to complete projects more than one way, while not only the
resource demands, but also the number of activities, the precedence relations,
etc. can differ among the alternative process plans. [2,3] defined a structure
called Nested temporal network with alternatives (NTNA) to model alternative
process plans. [4] formulated a constraint-based representation of the alternative
activities. [11] dealt with the RCPSP extended by the alternative process plans
and the sequence dependent setup times. The authors presented a mixed integer
linear programming (MILP) model for the exact solution of small instances and a
heuristic called iterative resource scheduling with alternatives (IRSA) for larger
ones. [19] proposed three algorithms for the jobshop problem with processing
alternatives. [22,23] focused on RCPSP with alternatives that is close to the
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jobshop problem and proposed agent based metaheuristic algorithms to min-
imise the makespan. [27] presented an integration model of process planning and
scheduling problems which are carried out simultaneously. The authors devel-
oped a genetic algorithm to minimise the schedule length.

Allahverdi et al. [1] dealt with the setup times in general and published a sur-
vey in which many different problems related to the setup times are summarised.
The authors also reported on solution approaches and proposed a notation for all
of these problems. [31] published a study for a metal casting company concerning
the minimisation of the total setup costs in which the authors demonstrate the
importance of setup times by calculating the savings to the company. [14] dealt
with the general shop problem with the sequence dependent setup times. The
authors proposed a two phase Pareto heuristic to minimise the makespan and
the total setup costs. In the first phase, the makespan is minimised and, in the
second phase, the total setup costs are minimised, while the makespan is not
allowed to get worse. [30] focused on a single machine earliness tardiness prob-
lem with sequence dependent setup times. The objective function is to minimise
the total setup time, earliness and tardiness. [24] proposed a hybrid simulated
annealing algorithm for the single machine problem with sequence dependent
setup times. The objective function is given by the sum of the setup costs, delay
costs and holding costs.

3 Paper Contribution and Outline

The main contribution of this paper is the formulation of novel problem, incor-
porating the alternative process plans and a criterion based on the performed
setup times into the area of the resource constrained project scheduling prob-
lems. The strength of the proposed model, formulated using the mixed integer
linear programming, is in the combination of the well known RCPSP formalism
with the additional flexibility gained by the alternative process plans and the
total setup time minimisation. Such a problem has not been studied before in
this range. There were only a few attempts to deal with the scheduling problems
where the criterion reflects the setup times. The closest problem that can be
found in the literature, when compared to the approach studied in this article,
was published by [14] who focused on the job shop problem with the alternative
machines while the makespan and the total setup time is minimised. Compared
to the problem studied in [14], the model proposed in this paper is developed for
more general problems, namely for non-unary resources, deadlines of activities
and more complex precedence rules including alternative process plans.

The second contribution lies in the newly developed algorithm able to solve
the instances of the RCPSP-APP problem with up to 1000 activities. The effec-
tiveness of the algorithm is evaluated using the datasets published in [10] while
the proposed algorithm outperforms the results presented in [14]. Moreover, the
algorithm presented in this paper is able to solve instances with 1000 activities
within dozens of seconds.

The rest of the paper is organised as follows: Sect. 4 provides a definition of
the considered problem for which the mathematical model is presented in Sect. 5.
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A new heuristic algorithm is proposed in Sect.6. Section 7 presents the results
of the performance evaluation of the developed algorithm and Sect. 8 concludes
the work.

4 Problem Statement

The problem considered in this paper is defined by a set of activities, a set of
resources, a set of constraints and an optimality criterion. Let A = {1...n} be
the set of n activities representing the project to be scheduled. Furthermore, let
Ag = AU{0,n + 1} be the extended set of activities, where dummy activities
0 and n + 1 with zero processing time restrict the whole project. Activity 0
represents the start and activity n+1 the end of the project. There are m resource
types R = {Ry ... R,,} where each resource type R, € R has a discrete capacity
0, > 1, i.e. there are 6, resource units available for resource type R,. Each
activity i € Ag has the following parameters: processing time p; > 0, release time
r; > 0, deadline JZ > 0 and the resource demand Rf > 0 for one resource type
Ry, € R. In this article, only mono-resource activities are considered, meaning
that each activity demands for only one resource type. Additional constraints of
the problem are defined by the alternative process plans, the non-negative start
to start time-lags and the sequence dependent setup times.

The alternative process plans are defined using the nested temporal network
with alternatives (NTNA) presented by [3]. NTNA is a directed acyclic graph
G = (V, E) where each node i € V' corresponds to activity i € Ag and each edge
e = (i,j) € E represents one temporal constraint in the form of a non-negative
start to start time-lag s; +1;; < s; (where [;; € Ré‘), i.e. a minimal amount
of time between the start times of activities ¢ and j. Furthermore, each node i
of the graph has an input label in; € {0,1} and an output label out; € {0,1},
denoting the type of input and output branching, which can be either parallel
or alternative. Based on the NTNA instance, some of the activities, called the
selected activities, will be present in the schedule and the rest, called the rejected
activities, will not be. When there is a parallel branching at the input/output of
the selected activity ¢ (in; = 0/out; = 0), all its direct predecessors/successors
have to be selected. If activity i is rejected, all its direct predecessors/successors
have to be rejected as well. On the contrary, when there is an alternative branch-
ing at the input/output of the selected activity i (in; = 1/out; = 1), exactly one
of its direct predecessors/successors has to be selected. If activity 4 is rejected,
all its direct predecessors/successors have to be rejected.

Both parallel and alternative branchings can be further nested one in another.
An example of the NTNA instance is shown in Fig. 1 where the parallel branch-
ings are denoted as PAR and the alternative branchings are denoted as ALT.
Several time-lags are used to demonstrate how the temporal constraints are
defined, see e.g. time-lag [;7 = 8 that forces activity 7 to start at least 8 time
units after the start time of activity 1. All the parameters related to the activi-
ties are also included; res determines the resource type required by each activity.
The setup times are depicted for each resource separately.
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p=10,3,2,1,3,2,1,7,2,3,2,3,2,3,2,0]
r=[0,0,0,6,6,6,6,5,0,0,2,5,5,5, 0, 0]
d=[5,9,9,9, 15, 15, 20,9, 25,9, 11, 15, 13, 16, 20, 30]
res=[4,2,1,2,2,3,1,3,3,1,2,3,3,3,2,4|
R=[0,2,2,1,2,3,2,1,1,2,2,3,2,2,1,0]
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Fig. 1. Nested temporal network with alternatives - example

The sequence dependent setup times st;; > 0 are given for all pairs of
the activities assigned to the same resource type, i.e. for all (i,j) € A2
(Hk : Rf >0A R;? > 0). The term setup time (in our case sequence dependent
setup time) st;; denotes the minimal time between the completion time of activ-
ity 7 and the start time of activity j, if activities ¢ and j are scheduled subse-
quently on the same resource type and they share at least one resource unit.
The setup time can be different for each pair of the activities and therefore the
actual values are determined based on the sequence of the activities. For more
details, the reader is referred to [6].

The goal of the scheduling process is to select one process plan and to schedule
the corresponding activities to the available resources with respect to both the
temporal and the resource constraints. A process plan is a subset of all activities
such that the constraints for the selection defined for the corresponding NTNA
instance are satisfied. The objective function is the minimisation of the total
setup time (TST), given by the sum of all setup times performed in the schedule.
To represent a schedule, the following variables are used: s; € Rar, v; € {0,1}
and z,, € {0,1}. Variable s; denotes the start time of activity ¢ € Ag, v;
determines whether activity ¢ is selected (v; = 1) or rejected (v; = 0). Finally,
if z;pr = 1 then activity ¢ is scheduled on resource unit v of resource type
k; ziwx = 0 otherwise. For the purpose of the objective function evaluation,
variable f;; € {0,1} is defined as follows: If activities ¢ and j are scheduled
subsequently on the same resource type and they share at least one unit of its
resource capacity, then f;; = 1; f;; = 0 otherwise. The objective function is then

formulated as TST = > > fi; - styj.
Vic AVjEA
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The setup time from activity 7 to activity j is always considered only once in
the objective function, regardless the actual number of the resource units which
are shared by both activities. Lets assume that activity ¢ requires three units
of a certain resource type and activity j also requires three units of the same
resource types. Furthermore, lets assume that activity ¢ is assigned to resource
units {1,2,4} and activity j is assigned to resource units {2,3,4}. Although the
activities share two resource units, the setup time from ¢ to j will be added to
the value of the objective function only once.

Our problem can be classified as PS|nestedAlt, 17", STsp, 5, d} |T'ST using

s Yig
the extended notation of [7] or as ml|nestedAlt,min, STsp,;,d;|TST using
the extended notation proposed by [17]. Both notations are extended by terms
nestedAlt to denote the alternative process plans (see [11]), STsp to denote
the sequence dependent setup times and T'ST to define the total setup time
as the objective function according to [1]. The term PS stands for the project
scheduling, m1 for m renewable resources, lfj”” and min for the minimal start
to start time-lags, r; for the release times and finally d~j for the deadlines.

5 Mathematical Formulation

The mathematical formulation using the mixed integer linear programming
(MILP) for the problem defined in the previous section is formulated below.
For a higher efficiency of the model, variable z;,; is substituted by variable z;,,,
i.e. only one index u is used to reference the assigned resource units of a certain
resource type. The mutual conversion between (v, k) and w is given as follows:

k—1 k k=1
u= 3y 0,+vand k=argminq > 6, >up;v=u— ) 6,

q=1 k q=1 q=1

In addition to variables s;, v;, fi; and zik (2in) defined in the previous
section, auxiliary binary variables gijx, zijr and y;;, are used. Variable g;;x
determines whether activities ¢ and j are selected and assigned to the same
resource unit k such that ¢ is a direct predecessor of j on such resource unit.
Similarly, variable x;;, determines whether activities ¢ and j are selected and
assigned to the same resource unit k such that ¢ is an arbitrary (direct or prop-
agated) predecessor of j on such resource unit. Finally, variable y;,; determines
whether both activities ¢ and j are assigned to resource unit k.

min Z Z fij . Stij

VieAVjeA
subject to:
V; = Z Vj Vi € Ag : O’UJti =1 (1)
Vj:(i,5)€EE
v; = Z vj Vie Ag :in; =1 (2)

Vj:(j,i)EE
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v = v; V(i,j) € E:out;=0Ain; =0 (3)
Zle (4)
i€Ag

si>ri—(1—wv)-UB Vi e Ag (5)
si+pi<di+(1—v)-UB Vi € Ag (6)
si+1li; <s;+UB-(2—v; —vj) V(i,j)e E (7)

sj+pj+styi <s;+UB-(ziju +1—Yiju) +UB- (2 —v; —v;)
V(i,j)e A i£jVue{l...K}  (8)
si+pi+sti; <s;+UB-(2— iy — Yiju) TUB- (2 —v; —v;)
V(i,j) e A i jiYue{l...K}  (9)

C+04 q—1
> ziu=r! v Vie AiVge{l..m}C =)0 (10)
u=C+1 j=1
Zou =1 Vue{l...K} (11)
Zn+1u:1 VUE{lK} (12)
Yiju > Ziu + 2ju — N(i,7) € A% 1i# j;Yu e {1...K} (13)
Yiju < Ziu V(i,j) € A% i # j;Vue{l...K} (14)
Ziju < Yiju V(i,j) € Az i # j;Vu e {1... K} (15)
n+1
> Giju = ziu Vie Aivue{l.. K} (16)
j=1
> Giju = Zju Vi€ AVue{l.. K} (17)
i=0
Giju < Tiju Y(i,7) € A?;Vu e{l...K} (18)
firUB> > giju V(i,j) € A2 (19)
vue{l...K}
where:
i € REs iy figs Ziws Gigus Tijus Yiju € {0,1}; (20)
K= ;9,1; UB > V; max (pi + v?leéi)\(gs%’v?le%i{glij)
= iCAg

There are three types of constraints in the model - constraints for the selec-
tion of activities, temporal constraints and resource constraints. The goal is to
minimise the sum of all the performed setup times in the schedule, i.e. the total
setup time.

First, the constraints for the selection of the activities are stated. Equation (1)
and (2) define the rules for the selection of activities in alternative branchings,
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Eq. (3) defines the rule for the selection of the activities in parallel branchings
and Eq. (4) forces the schedule to have at least one selected activity (empty
schedule has no relevant significance).

Second, the temporal constraints are given in three formulas. The start time
of each activity is constrained by the release time and the deadline - (5) and (6).
Both constraints are applied for the selected activities only. The non-negative
start to start time-lags are defined in Formula (7).

The rest of the formulas then serve to define the resource constraints, includ-
ing the determination of the performed setup times in the schedule. Formulas (8)
and (9) prevent more activities (from overlapping) on one resource unit in one
moment. Equation (10) ensures that the number of the assigned resource units is
equal to the resource demand for each activity. Equations (11) and (12) are used
to assign dummy activities 0 and n + 1 to each resource unit of each resource
type, which then ease the definition of the constraints related to the setup times.
Formulas (13) and (14) constrain the value of variable y; ;1 - if both activities are
scheduled on the same resource unit, then y;;1 is equal to 1; 0 otherwise. Formula
(15) determines the value of variable ;i - if both activities ¢ and j are assigned
to the same resource unit k, they must be scheduled sequentially. Equation (16)
forces each activity to have only one direct successor on each assigned resource
unit. Similarly, Eq. (17) forces each activity to have only one direct predecessor
on each resource unit. Formula (18) prevents the cycles in values of variable
gijk for each resource unit. Finally, Formula (19) determines whether a particu-
lar setup time has to be taken into consideration in the objective function, i.e.
whether activities ¢ and j are scheduled subsequently on the same resource unit.

6 Heuristic Algorithm

This section is dedicated to the description of the heuristic algorithm designed
to solve the large instances of the problem defined in Sect. 4. The goal is to find a
schedule determined by the selection of activities (variable v;), their start times
(variable s;) and their assignment to resources (variable z;,) such that all the
constraints are satisfied and the total setup time (TST) value is minimised.

The basic scheme of the proposed heuristic algorithm, called STOAL (Setup
Time Optimization ALgorithm), consists of two phases - the initial phase to find
any feasible solution and the local search for the improvement of the objective
value. The initial phase is inspired by the IRSA algorithm published in [11] and
the local search, based on a time separation technique, is inspired by the work
of [14]. If a feasible solution is not found (due to the presence of deadlines)
in the initial phase, the local search is not started at all and the algorithm is
terminated. Detailed description of the STOAL algorithm is available from the
authors upon request.

7 Performance Evaluation

Two sources of instances have been used for the performance evaluation of the
algorithm proposed in Sect. 6, designed to solve the problems with alternative
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process plans. First, the STOAL algorithm is evaluated on randomly generated
instances and compared with the IRSA algorithm proposed by [11]. Second, the
standard benchmarks of [10] are used and the results of the STOAL algorithm
are compared with the results reported in [14]. Furthermore, various settings
of the STOAL algorithm are discussed and tested on large instances of the
problem (up to 1000 activities). The STOAL algorithm was implemented in the
C# language and the experiments were performed on a PC with an Intel Core 2
Quad CPU at 2.83 GHz with 8 GB of RAM.

7.1 Comparison with IRSA Algorithm on Random Instances

Random instances of the problem defined in Sect.4 are generated to compare
the STOAL algorithm with the existing IRSA algorithm, designed for the min-
imisation of the schedule length for the RCPSP with alternative process plans
and positive and negative time-lags. As reported in [11], the IRSA algorithm was
originally implemented in the Matlab environment, but for the purpose of this
article, we have re-implemented the algorithm in the C# language to get a fair
comparison. Since IRSA does not consider resources with non-unary capacities,
all the instances contain only unary resources and all activities have resource
demand equal to 1. There are three different sets of generated instances: loose,
medium and tight which differ in the specification of release times and deadlines.
Each set further contains 100 instances for each of 20, 50, 100 and 200 activities
per instance.

The instances were generated with the following settings: the parameters
for each activity ¢ were randomly selected from the intervals p; € (2,10), r; €
(0,k1 -n), d; € (ky - 5, k2 - n) where n is the number of activities in a particular
instance and k; and ko are constants depending on the type of the instance
(loose/medium/tight); namely k1 = 5 and ke = 15 for the loose instances,
ki1 = 7 and ko = 13 for the medium instances and k; = 10 and ko = 10 for
the tight instances. For each instance, the release times and deadlines are sorted
in non-decreasing order and assigned to the activities based on the precedence
relations from activity 0 towards activity n + 1. Each activity has the resource
demand equal to one, i.e. R} = 1, for one resource type g. The number of resource
types m is randomly chosen from interval (1,2) for 20 and 50 activities per
instance and from interval (1,5) for 100 and 200 activities per instance. The
setup times st;; are generated in the interval (5,10) and the non-negative start
to start time-lags l;; in the interval (0,20). The structural properties of the
generated NTNA instances are as follows: If node ¢ starts the parallel branching,
the number of successive nodes lies in interval (5,10). Similarly, if node 4 starts
the alternative branching, the number of direct successors lies in interval (2, 4).

Table 1 shows the comparison of the results obtained by the IRSA algorithm
and by the STOAL algorithm. Column feas determines the percentage ratio of
feasible solutions found by each algorithm. Column T'ST contains an arithmetic
average value of the objective function for instances that were successfully solved
by both algorithms. Column time determines the average computational time
(in milliseconds) to solve a single instance regardless of whether a solution was
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found or not. Finally, column T.ST*™P" states the improvement of the STOAL
algorithm over the IRSA algorithm in terms of the T'ST value.

Table 1. Comparison with IRSA algorithm using new random instances

IRSA STOAL
n | Type Feas (%] | TST | Time [ms] | Feas %] | TST | Time [ms] | TST*™P" (%]
20 | Loose 100 102 5 100 76 3 25.50
50 | Loose 100 254 36 100 215 12 15.35
100 | Loose 100 494 | 112 100 427 s 13.56
200 | Loose 94 942 | 322 100 824 | 141 12.53
20 | Medium | 62 7 4 69 76 2 1.01
50 | Medium | 58 226 29 60 221 14 2.10
100 | Medium | 69 386 98 64 371 57 3.92
200 | Medium | 72 707 | 293 68 662 | 112 6.37
20 | Tight 44 65 4 41 63 2 1.03
50 | Tight 31 183 25 32 183 15 0.00
100 | Tight 26 302 86 33 295 48 2.30
200 | Tight 37 597 | 266 42 592 | 119 0.92

The number of feasible solutions found is almost the same for both tested
algorithms, but the STOAL algorithm outperforms the IRSA algorithm in both
the T'ST value and the solution time. The fact that the success rate in finding
feasible solutions is equal proves that the STOAL algorithm is very effective for
the considered temporal constraints, since the IRSA algorithm was developed
with the main aim to find any feasible solution. The most significant difference
in terms of the objective value can be observed for the loose instances where
the flexibility of the activities is higher and, therefore, the optimisation can be
performed in a wider scope.

7.2 Comparison with Algorithm of Focacci [14]

For a further evaluation of the STOAL algorithm, the instances of the general
job shop problem proposed by [10] are used. As a reference, the results for such
instances reported in [14] are considered. The problem studied in [10] is a sub-
problem of the problem defined in Sect.4 since there are no release times or
deadlines, no alternative process plans and the resources are considered to be
unary. The objective function reported in [14] is twofold, first the makespan in
minimised and then the total setup time is being minimised without a deterio-
ration of the makespan value.

Focacci Table 2 shows the comparison of the STOAL algorithm with the one
published by [14]. Compared with the algorithm described by [14], the STOAL
algorithm improved the value of the total setup time by more than 16% in
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average. The price for the better value of the TST is the higher value of the
makespan, by almost 19% in average. Such a trade-off between the makespan
and the total setup time shows the good efficiency of the STOAL algorithm
proposed in terms of the total setup time criterion.

The big trade-off between TST and makespan is probably incurred by the
alternative process plans. The two criteria should be more linked in the classical
problems without alternatives. The makespan criterion probably makes more
sense, since it includes the setup time as well. On the other hand the sole TST
criterion may be useful when the setup is costly (e.g. including the waste of the
material).

Table 2. Comparison with [14] using instances of [10]

Focacci STOAL
Set TST | Coaw | TST | Crnaw | TST™" (%] | OOt (%)
t2-ps12 |1 530 1445 1010 1920 33.99 32.87
t2-ps13 | 1430 1658 1330 1872 7.00 18.93
t2-pss12 1220|1362 | 950 |1 599 |22.13 17.4
t2-pss13 1140 15221140 1610 0 5.78
Average | 1330|1497 | 1110 1825 16.54 18.74

8 Conclusion

This paper fills the gap in the literature, where only very few pieces of work have
been dedicated to scheduling problems with setup times as a part of the crite-
rion. The setup times are usually considered only as a constraint. The proposed
innovative model combines the RCPSP problem with the alternative process
plans and the criterion to minimise the total setup time in the schedule. Fur-
thermore, the model includes the release time and deadline for each activity and
the non-negative start to start time-lags for precedence constrained activities.
For such a model, of the studied problem, the mathematical formulation, using
the mixed integer linear programming (MILP), is proposed.

The two-phase heuristic algorithm is then developed to solve the large
instances of the considered problem. The goal of the algorithm first phase is
to find any feasible solution and the second phase, based on the time separation
of the schedule, is dedicated to improve the existing schedule in terms of the total
setup time. The STOAL algorithm is compared with two reference algorithms.
The experiments show a very good performance of the STOAL algorithm in both
the quality of the solutions and the running time.

In the future research, we want to concentrate on situations where tasks are
owned by agents representing, e.g. departments of a company. In this case, the
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resources are shared by the agents, and the problem becomes a multiobjective
optimization problem. This extension requires a realistic definition of a fair use
of resources with respect to the objective of the individual agents.
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