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Abstract  The strongest evidence that pictorial cues contribute to stere-
opsis is the fact that the visual system appears to integrate both pictorial 
cues (such as perspective and shading) and optical cues (such as binocu-
lar disparity) into a single coherent percept. Indeed, when these sources 
of information are slightly in conflict the visual system appears to con-
struct an entirely new object that is not specified by any of the individual 
sources of information. But in this chapter I question whether what we 
experience in this context is really an integrated percept, as opposed to 
an integrated judgment, and I suggest experimental strategies that might 
enable us to distinguish between these two interpretations.
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In Chap. 1, we saw how one of the strongest arguments against a purely 
optical account of stereopsis was the fact that pictorial cues appear to be 
able to modify the depth specified by binocular disparity. This effect was 
well documented in the mid-twentieth century by Ames (1951, 1955) 
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and Ogle (1959), and in the 1970s–1980s by Gregory’s (1970) hollow-
face illusion and Hughes’ Reverspectives. But in the mid-1990s the ability 
of the visual system to reconcile conflicting sources of information into 
a single coherent percept became the organising principle of perception 
(see Landy et al. 1995; Knill and Richards 1996). You might reasonably 
wonder why? After all, the human visual system evolved in response to a 
cue-consistent real world rather than the artificially induced cue conflicts 
of the laboratory. But as Hillis et al. (2002) explain, contemporary articu-
lations of Cue Integration start from the premise that every depth cue 
is subject to two sources of potential error, namely bias (inaccuracy) and 
random noise (imprecision), and this explains why estimates of the same 
property from different cues are liable to differ.

Furthermore, whilst some authors have explored potential bias (see 
Domini and Caudek 2011; Scarfe and Hibbard 2011), the majority of 
the Cue Integration literature proceeds on the basis that random noise 
is the most egregious concern. Hillis et al. (2002) are therefore typical 
when they assume that the visual system is well calibrated, so that sig-
nals will on average agree with one another. Instead, they assume that the 
source of any discrepancy is the random error that all measurements are 
subject to and which can be modelled by a Gaussian distribution. And it 
is upon this basis that Cue Integration has generally embraced a Bayesian 
weighted average as the most appropriate model of cue combination.

This Bayesian model of Cue Integration is typically evaluated by intro-
ducing conflicts between various depth cues and seeing if the visual sys-
tem responds as expected. But one might reasonably question whether 
the cue conflicts employed in these experimental studies actually reflect a 
concern for random noise? For instance, it is hard to maintain that Ernst 
et al. (2000) (where 0° texture was pitted against 30° binocular dispar-
ity, and vice versa) or Hillis et al. (2002) (where +20° texture was pit-
ted against −20° binocular disparity, and vice versa) merely modelled 
random noise in the visual system. Indeed, as Hillis et al. (2002) read-
ily admit ‘such combinations rarely occur in the natural environment’; a 
point that Landy et al. (2011) reiterate: ‘one might argue that the artifi-
cial stimuli create cue conflicts that exceed those experienced under natu-
ral conditions…’.

Nonetheless, even in the context of these artificially accentuated cue 
conflicts, the visual system often appears to integrate depth cues in a lin-
ear fashion. So even if the Bayesian justification for these studies begins 
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to look questionable, their empirical findings, and especially the method 
used to procure them (the ‘perturbation analysis’ of inducing small 
cue conflicts: see Maloney and Landy 1989; Landy et al. 1991; Young 
et al. 1993), have become standard in the literature. Indeed criticism of 
Bayesian Cue Integration typically comes from those whose empirical 
findings in cue-conflict experiments are not consistent with a weighted 
average: see Domini and Caudek (2011) for an overview; and in particu-
lar Todd and Norman (2003), Likova and Tyler (2003), Vishwanath and 
Domini (2013), Vishwanath and Hibbard (2013), and Chen and Tyler 
(2015) for our present purposes.

But underlying this debate is the common assumption that the 
cue-conflict stimuli in these experiments really are integrated into a 
single coherent percept. This is true for those who advance a Bayesian 
account of Cue Integration, those who embrace an alternative con-
ception of Cue Integration (see Domini and Caudek 2011; Tyler 
2004), and even those who reject Cue Integration altogether (see 
Vishwanath 2005; Albertazzi et al. 2010; Koenderink 2010). For 
instance, although Vishwanath (2005) rejects Cue Integration, he 
nonetheless maintains that ‘cue-conflict stimuli are ideal for study-
ing how co-calibration across sensory measurements is maintained: a 
calibration process that is designed to remove detected conflicts when 
possible.’ By contrast, the purpose of this chapter is to challenge the 
assumption that cue-conflicts are really eradicated at the level of per-
ception. So whilst critics of Bayesian Cue Integration may challenge 
how these sources of information are perceptually integrated, I am ask-
ing the logically prior question of if they are perceptually integrated 
in the first place? But if they are not perceptually integrated, then what 
is the alternative? Well, the literature appears to draw a false dichot-
omy between (a) a single integrated percept and (b) strategic decision-
making. For instance, in the context of vision and touch, Gepshtein 
et al. (2005) find evidence of subjects relying upon both sources of 
information, and ask: ‘Do the results manifest a unified multi-modal 
percept?’ And they admit that their results are silent between two 
competing interpretations:

The improvement in precision observed in the inter-modality experiment 
could in principle result from a perceptual process or a decision strategy.
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And Gepshtein et al. clarify what each interpretation would entail

By the former, we mean that the observer’s judgements are based on a uni-
fied multi-modal estimate resulting from the weighted combination of vis-
ual and haptic signals (Hillis, Ernst, Banks, & Landy‚ 2002).

By the latter, we mean that the observer’s decision is based solely on com-
paring (and weighting appropriately) the two unimodal signals without 
actually combining them into a unified percept. That is, the information 
could still be used optimally, but without the percept of a single object.

Ultimately Gepshtein et al. conclude

Our study cannot distinguish between these two possibilities…

Similarly, when Todd and Norman (2003) observed that their subjects 
gave inconsistent evaluations of the stimuli depending upon how the 
stimuli were presented, they concluded that a strategic element must be 
at play:

The incompatibility of the objective data with the observers’ phenom-
enal impressions provide strong evidence that there was a strategic com-
ponent of their responses that was not based entirely on their conscious 
perceptions.

But I would argue that there is a third possibility, namely (as I outlined in 
Chap. 1) that rather than engaging in conscious deliberation, the subjects 
in Todd and Norman (2003) might simply be influenced by an automatic 
and involuntary cognitive process that operates after perception but prior 
to conscious deliberation. For instance, the attribution of meaning to 
words is not a perceptual process (it does not affect the visual appearance 
of the words themselves) and yet clearly operates preconsciously (we do 
not have to consciously attribute meaning to the words). But if a pre-
conscious cognitive process can account for the attribution of meaning 
to words, why not the attribution of meaning to depth cues? Under this 
account the subjects’ evaluations in Todd & Norman (2003) are not stra-
tegic but based upon an integrated evaluative judgement that had already 
occurred earlier in the cognitive chain. So the question we need to ask is 
whether cue-conflict stimuli really provide evidence for an integrated per-
cept or merely an unconscious post-perceptual integrated judgement?

http://dx.doi.org/10.1007/978-3-319-66293-0_1
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1    Does Cue Integration Claim Perceptual Fusion?
One commentator has suggested that I have misinterpreted Cue 
Integration theory: they argue that Cue Integration is solely concerned 
with performance, rather than the basis of that performance, and so 
remains agnostic between these three different interpretations (percep-
tion, unconscious judgement, conscious decision strategy). I disagree for 
the following four reasons:

1. First, Cue Integration theorists are clearly cognisant of this argu-
ment. For instance, Held et al. (2012b) admit that in depth perception 
studies a conscious decision strategy based on a 2D interpretation of the 
cues is essentially always available, but generally unacknowledged. But 
what is interesting is that in their study of depth from defocus blur, Held 
et al. (2012b) reject this 2D interpretation by appealing to their subjects’ 
visual experience: ‘An important clue is subjects’ phenomenology’. They 
asked their subjects whether they were relying on perceived depth or 
merely (as might be possible for defocus blur) a 2D inference and found 
that only one out of their four subjects relied on a 2D strategy, and even 
then only rarely. Consequently, they concluded that their findings must 
reflect perception.

Indeed, appeals to the subjects’ own visual experience are made not 
only to confirm data that appear to be consistent with Cue Integration 
(such as Held et al. 2012b) but also, more controversially, to discount 
data that appear to contradict Cue Integration. For instance, when the 
subjects in Hillis et al. (2002) were able to discriminate stimuli that 
ought to be indiscriminable so far as Cue Integration is concerned: 
‘The participants’ phenomenology was informative.’ The subjects 
reported that the stimulus introduced 2D texture distortions that ena-
bled them to discriminate between the stimuli, enabling Hillis et al. to 
maintain that the 3D cues to slant were truly fused, and that subjects 
only had access to a single depth percept, in spite of their contradictory 
performance.

2. Second, the very rationale of Cue Integration suggests that integra-
tion must perceptual: if the purpose of Cue Integration is to reduce the 
impact of random system noise by averaging across various noisy cues, 
why would the visual system give us direct access (via perception) to one 
of these noisy cues? The implication, as Hillis et al. (2002) explain, is 
that Cue Integration must not only have a positive dimension (improved 
performance when reliance on two or more cues would be beneficial), 
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but also a negative dimension (reduced performance when reliance on 
one cue alone would be beneficial). Hillis et al. (2002) term this nega-
tive dimension of Cue Integration mandatory fusion; specifically, a loss 
of access to individual depth cues: the visual system specifies a single 
depth estimate, which is beneficial from an evolutionary perspective (in 
a cue-consistent world, discrepancies are more likely to come from the 
visual system’s inconsistent measurements), but which leads to detrimen-
tal performance in response to artificially contrived cue conflicts in the 
laboratory.

3. Third, mandatory fusion is an inevitable consequence of Cue 
Integration for another, more immediate, reason; namely, how Cue 
Integration conceives of the depth estimates from individual cues: It 
doesn’t treat the sensory data as a specific estimate of depth, but rather 
as the basis for a probability distribution (a ‘likelihood function’) which 
plots the probability of receiving this sensory data from a variety of dif-
ferent potential depth values whose signal has been corrupted by noise. 
Consequently, there is no possibility that perception reflects the estimate 
from one specific cue, since there is no one specific estimate, only a set of 
probabilities.

4. Fourth, the final reason that we know Cue Integration is com-
mitted to perceptual integration is that many of its most startling 
claims are articulated as claims about visual experience rather than per-
formance. Consider, for instance, Ernst et al.’s (2000) paper: ‘Touch 
Can Change Visual Slant Perception’. Ernst et al. went beyond 
merely an observation about performance, namely that touch feed-
back can affect the weight given to various sources of visual infor-
mation, to an observation about visual experience, namely that touch 
can change the slant that is seen. Indeed, as the title of their paper 
illustrates, it was this claim about visual experience, rather than the 
improved cross-modal performance, that proved to be the central 
message of their paper.

The claim that touch can influence the slant that is seen has been 
thrown into doubt by the subsequent literature. For instance, as 
the title of their paper suggests, Hillis et al. (2002) found ‘man-
datory fusion within, but not between, senses’. Nonetheless, even 
if we stick to Cue Integration within vision itself, mandatory fusion 
has quite profound implications for our visual experience: as Hillis 
et al. explain, an appropriately calibrated high-texture-low-disparity 



2  STEREOPSIS IN THE PRESENCE OF BINOCULAR DISPARITY   41

stimulus and low-texture-high-disparity stimulus should be perceptu-
ally indistinguishable.

Indeed, Hillis et al. develop this point with an analogy from the colour 
literature, namely metamers: ‘composite stimuli that cannot be discrimi-
nated even though their constituents can be’. So just as red and green 
light added together is subjectively indistinguishable from yellow light, 
cue-conflict stimuli can be subjectively indistinguishable even though had 
their disparity or texture been presented in isolation you would be able 
to differentiate them. Indeed, Hillis et al.’s metamer analysis had such a 
profound effect on the literature that within two years, it was legitimate 
for Ernst and Bülthoff (2004) to simply assume mandatory fusion as an 
initial premise rather than a conclusion that had to be argued for.

2    Does Cue Integration Demonstrate Perceptual 
Fusion?

But how do Hillis et al. (2002) justify their claim that Cue Integration 
produces metamers? I.e. that an appropriately calibrated high-texture-
low-disparity stimulus and a low-texture-high-disparity stimulus are per-
ceptually indistinguishable?

First, Hillis et al. take a cue-consistent stimulus (with the same slant 
specified by texture and disparity) and introduce a cue conflict by vary-
ing the stimulus along one of two dimensions until the subject is able 
to identify the altered stimulus (by picking the odd-one-out when the 
altered stimulus and two unaltered stimuli are shown in succession). 
The results of this preliminary study were then used to mark out each 
subject’s subjective thresholds for changes in texture and disparity (the 
parallel lines in Fig. 1, left), and the question was whether altering the 
stimulus along both dimensions at the same time could improve perfor-
mance (with subjects noticing two complementary sub-threshold changes 
in disparity and texture: the positive dimension of Cue Integration), or 
even worsen performance (with subjects failing to notice an above-thresh-
old change in the one cue if a change in the opposite direction is made 
in the other: the negative dimension of Cue Integration), as predicted by 
Hillis et al.’s (2002) model of mandatory fusion?

Figure 2 provides an illustration of the subjects’ performance in Hillis 
et al. (2002). It is unclear how representative these results are, but they 
suffice for the purposes of our discussion. They do tend to show the 
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predicted improvement in performance, but evidence for the predicted 
deficit in performance seems patchy: certainly subject JH seems to be 
performing close to threshold, as does subject AH on occasion.

Hillis et al. take those instances where there was a performance deficit 
as evidence of mandatory fusion. But they recognise that mandatory fusion 
should not be partial, and so try to explain why the predicted deficit wasn’t 
always present. As mentioned above, they suggest that the texture of the 
stimulus was subject to distortions as disparity was increased, and it was on 
this basis (rather than 3D slant) that subjects were able to identify the odd-
one-out. But there are two concerns with this explanation: The first is that 
this psychophysical task was chosen as one that would establish mandatory 
fusion via performance without the need to evaluate experience, so it is 
concerning to see Hillis et al. using subjective experience to explain away 
performance that is contrary to their hypothesis. The second is that it is 
unclear to what extent their explanation maps their results: First, why did it 
not affect those trials where the predicted performance deficit was found? 
Second, why does performance from texture distortion (i) coincide almost 
exactly with the subject’s own single-cue thresholds, and (ii) not appear to 
change significantly as disparity is increased?

Still, we have to explain those instances where the performance deficit 
predicted by mandatory fusion was present. Is this the clear evidence of 
mandatory fusion that Hillis et al. suggest?

Fig. 1  Hillis et al.’s (2002) predictions if subjects a use single-cue estimates (no 
Cue Integration), b only have access to a combined estimate (mandatory fusion), 
or c experience the benefits of Cue Integration without the costs of mandatory 
fusion (selective fusion)
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Fig. 2  Illustrative results from two participants in Hillis et al. (2002): The 
two sets of parallel lines represent the subject’s single-cue thresholds. Any point 
within the rectangle demarcated by the parallel lines represents an improvement 
over single-cue performance, whilst any point outside the rectangle demarcated 
by the parallel lines represents a performance deficit relative to single-cue per-
formance. The curves represent Hillis et al.’s model of the optimal combined 
estimator (Fig. 1, middle) taking into account how the weights assigned vary 
with texture-specified slant. From Hillis et al. (2002). Combining sensory infor-
mation: mandatory fusion within, but not between, senses. Science, 298, 1627–
1630. © The American Association for the Advancement of Science
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1. Direct Comparison: My primary concern with Hillis et al. isn’t the 
partial nature of their results, but what their results are evidence for. The 
problem is that in evaluating perception Hillis et al. introduce a memory 
component: their three stimuli are presented sequentially for 1.5 s with a 
0.3 s interval between them. So rather than claiming that their data pro-
vide a clear demonstration of single fused percept, I would suggest that 
their results are only evidence of a single fused memory.

That our memory of the slant of a percept is based on a single over-
all estimate or impression is entirely plausible. As Cavanagh (2011) 
observes:

Clearly, the description of visual scene cannot be sent in its entirety, like 
a picture or a movie, to other centers as that would require that each of 
them have their own visual system to decode the description. Some very 
compressed, annotated, or labelled version must be constructed that can 
be passed on in a format and that other centers – memory, language, plan-
ning – can understand.

But equally, as this quotation illustrates, we cannot simply presume that 
just because memory operates in this way, that so too must perception.

But what is the alternative? Well, it might be that sequential tasks 
(asking subjects to make a comparison between stimuli over time) are 
simply an inappropriate basis upon which to evaluate perception rather 
than memory. And we should not shy away from this conclusion if that 
is what the logic of the distinction between perception and memory 
requires. That being said, I do think that we can legitimately question 
why Hillis et al. introduce a 0.3 s interval between their stimuli? If the 
various stimuli really are metamers in the strong sense that Hillis et al. 
suggest, and is implied by mandatory fusion, then we have to question 
why this 0.3 s interval is required: for instance, if we wanted to demon-
strate that two shades of yellow were subjectively indistinguishable, we 
would simply alternate between them without an interval, so why should 
3D depth be any different?

One response, suggested to me by a commentator, is that motion 
might be processed separately from 3D form: so whilst 3D form might 
be indistinguishable, motion detectors may alert the subject that some-
thing has changed in the stimulus, even though the subject cannot iden-
tify what this change was. In one sense, this problem is caused by Hillis 
et al.’s reliance on performance to determine mandatory fusion, leaving 
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subjects free to rely on any means possible to pick the odd-one-out. But 
do concerns about motion detection from removing the inter-stimulus 
interval concede too much?

First, the whole point of Cue Integration is that we give meaning to 
noisy cues. If it would be unwise for the visual system to give subjects 
access to individual noisy cues in the context of 3D form perception (the 
mandatory fusion thesis), then why would it make any more sense in 
the context of motion? After all, according to the perturbation analysis, 
we are meant to be modelling random noise in the visual system. And if 
motion detectors were triggered every time random noise in the visual 
system fluctuated, this would be a recipe for evolutionary disaster.

Second, even if subjects could tell the difference between the two 
stimuli with the interval removed, it could still be a good test so long 
as we reintroduce an evaluative component and asked subjects whether 
the impression of depth between the two stimuli was qualitatively simi-
lar? Even if subjects judge the two stimuli to have the same quantity of 
depth, do they really lose nothing (so far as perceptual depth is con-
cerned) as we alternate between them?

In conclusion, we want to avoid reducing our evaluation of visual 
depth into a change-blindness paradigm, so the choice seems clear: either 
we test the sequential paradigm without an artificially induced interval, or 
we avoid the sequential paradigm altogether.

2. Subjective Evaluation: At the same time, Hillis et al. (2002) were 
clearly onto something when they sought to eradicate an evaluative ele-
ment from their task. Asking people whether a stimulus looks flat, looks 
slanted, or looks bulged, is as much an evaluative judgement as asking 
someone if a stimulus looks square or looks symmetrical. So how do we 
know that pictorial cues contribute to our perception, rather than merely 
biasing our evaluation?

Indeed, under my account (where the 3D form of a cue-conflict stimulus 
is specified solely by its binocular disparity), there are good evolution-
ary reasons for divorcing our evaluation of the scene from our perception 
of it: binocular disparity reduces with distance, but the physical geometry 
of the scene does not. Consequently, if we wish to use our evaluations as 
the basis for our interactions with the invariant physical world, we can-
not rely too heavily upon our perceptual impression of stereopsis. Indeed, 
this concern continues to apply (albeit with less force) in the context of 
linear Cue Integration, where the reduction of binocular disparity with 
distance still affects the perceived depth of the scene. Nor should we be  
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surprised that our perception and evaluation of the depth in a scene can 
come apart: we are quite capable of watching TV at close quarters (e.g. 
on a laptop screen: 40–50 cm, or even a phone: 30 cm) without the flat-
ness specified by binocular disparity significantly impeding our enjoyment, 
and this might explain the indifference that the general public has recently 
shown towards 3D movies.

Like Hillis et al. (2002), the purpose of this chapter is to try and iden-
tify ‘a true test for the existence of cue fusion.’ And like Hillis et al., I 
am sceptical that relying on subject’s evaluative judgements provides that 
evidence. To see why, consider Ernst et al. (2000). The subjects were 
shown cue-conflict stimuli with inconsistent slants specified by texture 
and disparity (Fig. 3). The subjects received touch feedback that was 
consistent with texture or disparity, and this touch feedback influenced 
the estimate of slant. But none of the subjects in the experiment noticed 
that either (a) the slants specified by texture or disparity were different, 
or (b) that the touch feedback was consistent with one but not the other. 
So if we were to determine mandatory fusion simply by asking subjects 
for their subjective impressions we would have at least one false positive 
in this case: as Hillis et al. (2002) have convincingly demonstrated, there 
is no mandatory fusion in the cross-modal context of vision and touch. 
So the cross-modal integration in Ernst et al. (2000) must simply reflect 
the subjects’ post-perceptual evaluation of the stimulus. But in which 
case, what makes us any more confident that the integration of texture 
and disparity in the unimodal case of vision is any more perceptual? As we 
learnt from the cross-modal context, the fact that they might seem inte-
grated is not enough.

More evidence that we cannot simply delegate this question to sub-
jects’ own subjective evaluations comes from Todd and Norman (2003). 
Todd and Norman asked their subjects to evaluate the depth from  
(a) a monocular motion display, (b) a static binocular disparity display, 
and (c) a binocular disparity plus motion display, and found that depth 
was judged to be highest in the monocular motion display and lowest 
in the static binocular disparity display, with the binocular disparity plus 
motion display falling midway between the two. Indeed, all subjects 
judged the binocular disparity plus motion display to have at least 15% 
less depth than the monocular motion display. But Todd and Norman 
asked their subjects to close one eye as they watched the binocular dis-
parity plus motion display, and report whether they saw an increase or a 
decrease in depth? All the observers reported a significant reduction in 
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the perceived depth, even though closing one eye converts the binocular 
disparity plus motion display into the monocular motion display that had 
earlier been evaluated as having 15% more depth.

Todd and Norman correctly conclude that, out of the two results, 
the direct and immediate comparison of closing one eye gives us a truer 
impression of actual perception than the subjects’ own evaluations. In 
short, if subjective evaluations are liable to reverse the depth order of 
stimuli from ‘monocular < binocular’ to ‘monocular > binocular’ then 
we have good reason to be sceptical of them.

But we still have to explain why the subjective evaluations of depth 
reversed the depth order? As we have already discussed, Todd and 
Norman suggest that the subjective evaluations had a strategic compo-
nent. Specifically, they claim that their subjects had to consciously con-
vert their perceived depth into physical depth by comparing it to the 
height and width of the displays. But the problem with this explanation 
is that this concern equally applies to both the monocular motion and 
the binocular disparity plus motion displays, so it doesn’t explain why the 
translation of perceived depth into physical depth should have reversed 
the depth order between the monocular motion and binocular disparity 
plus motion displays.

Instead, I would argue that the subjects simply misjudged their own 
visual experience in the monocular motion display: they thought they 
saw more depth than they actually did. This is because their evaluation 
of own their perceptual experience is, like any cognitive process, open to 
being biased or prejudiced by the depth depicted by the monocular cues. 
As I explain in Chap. 3, we can only know how much depth a non-dis-
parity display produces by viewing it synoptically (sending an identical 
image to both eyes) and then introducing various points with binocular 
disparity into the scene. And this is essentially what Todd and Norman 
got their subjects to do in reverse by closing one eye, with the depth 
from disparity throwing the comparative flatness of the pictorial cues into 
sharp contrast.

Indeed, Todd and Norman (2003) provide us with a valuable illus-
tration of the dilemma facing the Cue Integration literature: either we  
(a) rely on subjective evaluations, in which case there is no guaran-
tee that the subjects’ evaluations of their own perceptual experience is 
accurate (and, following Ernst et al. 2000; Todd and Norman 2003, 
significant evidence that it is not), or (b) we attempt to make a direct 
comparison between the stimuli, which may work in some contexts (e.g. 

http://dx.doi.org/10.1007/978-3-319-66293-0_3
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Todd and Norman 2003), but which may raise apparent motion con-
cerns others (e.g. Hillis et al. 2002).

3. Indirect Comparison: But what we are studying is not merely the 
mechanisms that underpin depth perception in the laboratory, but also 
the mechanisms that explain our perception of the real world. And in the 
real world, we rarely get a chance to view and evaluate objects in isola-
tion; we have no choice but to gauge their geometry in the presence of 
other objects. So although there is evidence that proximity (Gogel 1956) 
and framing (Eby and Braunstein 1995) may influence our evaluations 
when objects are not viewed in isolation, these influences cannot be so 
pervasive that they render any such evaluation completely redundant. 
Which opens up the possibility of a third strategy:

Instead of asking subjects to (a) directly compare Stimulus A with 
Stimulus B, or (b) subjectively evaluate Stimulus A in isolation, and then 
Stimulus B in isolation, and then compare these evaluations, we might 
attempt to (c) indirectly compare Stimulus A to Stimulus B, by first com-
paring Stimulus A to Stimulus C and then Stimulus B to Stimulus C. 
Indeed, Stimulus C might well be a second object or visual element 
that persists at the same time as both Stimulus A and Stimulus B. Nor 
should proximity or framing overly concern us; to the extent these con-
cerns are brought into play they ought to equally affect the comparison 
between Stimulus A and Stimulus C on the one hand and Stimulus B 
and Stimulus C on the other.

But what would be a suitable comparator? Well, given binocular dis-
parity is a cue to depth off the fronto-parallel plane, it would be useful to 
have an object or cue that marked out the location of the fronto-parallel 
plane, against which we could judge the degree of stereopsis in the scene 
with a simple comparison. Ironically enough, just such a cue was intro-
duced by Ernst et al. (2000) in Fig. 3. Notice the black crosses in the 
centre of the stimuli: these black crosses were not present in the original 
experiment, but were added to the published version of the stimuli to 
help readers cross-fuse. But in the context of our discussion these black 
crosses take on another role: since they lack disparity or perspective, they 
demarcate the fronto-parallel plane. Nor should the presence of these 
black crosses overly affect the cue-conflict stimuli themselves: both the 
crosses and the cue-conflict stimuli ought to be regarded as freestanding 
objects defined by their own perspective and disparity cues. Nor should 
the crosses affect one cue-conflict stimulus more than the other: if Cue 
Integration really does occur prior to form perception, it shouldn’t 
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Fig. 3  Two examples of the cue-conflict stimuli from Ernst et al. (2000): a 
Texture specifies a slant of 0° whilst disparity specifies a slant of about 30° (at a 
viewing distance of 20 cm). b Texture specifies a slant of about 30° whilst dispar-
ity specifies a slant of 0°. From Ernst et al. (2000). Touch can change visual slant 
perception. Nature Neuroscience, 3(1), 69–73. © Nature Publishing Group
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matter whether the perceived slant is primarily a product perspective or 
disparity; the only thing that matters is the overall all-things-considered 
determination.

And yet, even with all these provisos in place, this isn’t how we expe-
rience the stimuli: in Fig. 3a, the cross is clearly slanted in stereoscopic 
space against the stimulus, whilst in Fig. 3b the cross is clearly flat against 
the stimulus. Indeed, this observation is only accentuated when we 
elongate the horizontal bars of the cross in (Fig. 4). So according to the 
quick and easy comparison that the black crosses and the horizontal bars 
afford us, the binocular disparity in Fig. 3a contributes positive stereo-
scopic slant, but the perspective cue in Fig. 3b does not. Nor do I think 
that this is an artefact of introducing the black crosses or horizontal 
bars: admittedly the fact that we have to read the stimulus as transparent 
in order to reconcile the slant of the cross with the slant of the stimu-
lus might introduce some complexity, but this interpretation is readily 
adopted in Fig. 3a, so why not Fig. 3b?

As we have already observed, if Cue Integration is truly a perceptual 
phenomenon then we would expect it to be robust enough to survive 
interaction with other objects. But if, as appears to be the case, the depth 
specified by Cue Integration evaporates as soon as it comes into contact 
with another object, we have to seriously question whether it was really 
there in the first place. Ernst et al. (2000) suggest that Cue Integration 
occurs in Fig. 3b because ‘most viewers perceive a slant between 0° and 
30°, because both signals contribute to the perceived slant’. But we 
could just as easily imagine the perspective cues in Fig. 3b biasing the 
subjects’ evaluation of the depth they perceive, but not their actual 
perception.

Finally, Fig. 3a illustrates another concern for Ernst et al.’s (2000) 
method of subjective evaluation: Glennerster et al. (2002), Glennerster 
and McKee (2004) observe that when subjects infer a frame of reference 
for their stereoscopic judgements it is rarely the fronto-parallel plane. 
This is demonstrated by Fig. 3a, where it is the cross that looks slanted 
relative to the stimulus, and not the other way round, further demon-
strating just how poor our ability to evaluate stereoscopic depth really is.

To return to the question of pictorial cues biasing our subjective evalu-
ation of stereoscopic depth, I would argue that the very same effect is 
evident not only when subjects (a) attribute depth to pictorial cues in 
the absence of binocular disparity (as in Ernst et al. 2000), but also (b) 
when subjects fail to attribute depth to small but otherwise discriminable 
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Fig. 4  Fig. 3 with a horizontal bar added. Amended from Ernst et al. (2000). 
Touch can change visual slant perception. Nature Neuroscience, 3(1), 69–73. © 
Nature Publishing Group
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binocular disparities when conflicting pictorial cues are present, such 
as in Likova and Tyler (2003). Now there are two distinct questions in 
Likova and Tyler (2003) that I want to keep separate:

The first is how good we are at filling in on the basis of sparse infor-
mation? For instance, if I give you the following sequence: 1, 2, 3, …, 
5, …, 7, …, you might immediately see that the missing numbers are 
4, 6, and 8. And if I asked you to pick the highest value in the sequence 
you would point to the last …, even though its value is not explicitly 
specified. Now according to Likova and Tyler (2003), it turns out that 
we are much better at inferring 3D form from sparse information (e.g. 
Gregory’s dalmatian: see Fig. 4 in Chap. 3) than we are at inferring 
changes in surface luminance from sparse information (e.g. Hume 1748’s 
‘missing shade of blue’ in a sequence of blue patches of increasing lumi-
nance); and Likova and Tyler demonstrate this fact with Fig. 5:

Consider the 14 vertical bars with varying luminance in the two (iden-
tical) images in Fig. 5a. We could interpret them as 14 individual vertical 
bars, or we could interpret them as part of a single continuous horizontal 
black-and-white surface. Even as a horizontal surface, Fig. 5a is open to 
two interpretations: a flat 2D surface with a change in luminance or a 
convex 3D surface cast in shadow.

First, Likova and Tyler found that in spite of the absence of foreshort-
ening (see Hartle and Wilcox 2016), subjects automatically adopted the 
latter (3D) interpretation: the luminance profile evoked ‘an unambigu-
ous depth percept of the brighter bars appearing closer for all observers’. 
Second, Likova and Tyler found that subjects were actually quite good 
at interpolating the location of the surface bulge when it was interpreted 
as a bulge in 3D shape. Third, however, when this 3D interpretation was 
barred by a competing disparity profile, and subjects were left trying to 
interpolate the bulge as a change in the luminance of a 2D surface, they 
were unable to perform the task: ‘Once the depth interpretation is nulled 

Fig. 5  Stimuli from Likova and Tyler (2003): sparsely sampled Gaussian pro-
files defined by a luminance only, b disparity only, and c ‘a combination of both 
cues at the level that produced a cancellation to flat plane under the experimental 
conditions’. From Likova and Tyler (2003). Peak localization of sparsely sampled 
luminance patterns is based on interpolated 3D object representations. Vision 
Research, 43, 2649–2657. © Elsevier



http://dx.doi.org/10.1007/978-3-319-66293-0_3
http://dx.doi.org/10.1007/978-3-319-66293-0_3
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by the disparity signal, the luminance information does not support posi-
tion discrimination at all’.

Now the second question that Likova and Tyler explore, and the one 
that concerns us, is their use of disparity to cancel or null the 3D inter-
pretation of the luminance profile, leaving a surface with otherwise dis-
criminable luminance and disparity cues looking flat. Likova and Tyler 
confirm this cancellation effect by testing the disparity at which the lumi-
nance profile looked flat, and found that this did not occur at zero dis-
parity, but at a small negative disparity of between −0.3 and −0.4 arc 
min. For Likova and Tyler, this observation confirms the fact that ‘the 
perceived depth from the luminance profile lies in the same qualita-
tive dimension as the perceived depth from disparity cues (i.e. that it 
is a ‘true’ depth percept rather than just a cognitive inference of some 
kind)’. Now if by a ‘cognitive inference’ Likova and Tyler mean that sub-
jects consciously subtract the depth from disparity from the depth from 
luminance (for instance, Likova and Tyler allude to the possibility that 
‘the luminance patterns might be interpreted as an object during locali-
zation’), then I quite agree. But as I have continually emphasised in this 
chapter, between the perceptual bias that Likova and Tyler argue for, and 
the conscious decision-making that Likova and Tyler reject, there is a third 
possibility, namely a cognitive bias: the idea that our evaluation of our 
own visual experience can be biased by the presence of confounding cues.

Such an interpretation is entirely consistent with Likova and Tyler’s 
cancellation paradigm, especially since (a) the disparity that is cancelled is 
small (0.3–0.4 arc min), and (b) the determination of the null-point itself 
relies upon a cognitive judgement of comparative depth: as Likova and 
Tyler explain, the null-point is only approximate, and required subjects to 
judge whether the centre of the bulge appeared to be at the same depth 
as the bars on the far left and far right, even if some ‘minor wrinkles’ 
could be seen in the transition regions. But as I constantly emphasise, the 
judgement that something ‘looks flat’ or ‘looks bulged’ is exactly that: a 
judgement; and, as with all judgements, we need to ask what confidence 
we have in our ability to make these judgements without bias?

My interpretation would also be consistent with the results of Likova 
and Tyler’s main study where the luminance profile introduced a small 
but consistent bias in favour of concave depth, but left depth from dis-
parity otherwise intact (Fig. 6): As the curves fitted through the points in 
Fig. 6 (a) and (b) demonstrate, the effect of luminance is to shift the 
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whole psychometric function to the left by 0.3–0.4 arc min. As Likova 
and Tyler observe, this is the only change that luminance makes: ‘all 
other aspects of the position task fell on the same curve with no change 
in parameter values’. So the results clearly demonstrate a fixed bias in 
extracting depth from disparity. But they don’t determine whether this 
bias is perceptual or cognitive.

Third, there is one basis upon which we might try to determine 
whether the bias in Likova and Tyler is perceptual or cognitive. According 
to Likova and Tyler, the long-rage interpolation process that forms 

Fig. 6  The results of the position localisation task for the two principal observ-
ers in Likova and Tyler (2003): VJB and LTL, with key conditions verified with 
another two observers: CCC and CWT. The white circles are the thresholds 
for the disparity only condition, and the black circles are the thresholds for the 
disparity plus luminance condition. From Likova and Tyler (2003). Peak localiza-
tion of sparsely sampled luminance patterns is based on interpolated 3D object 
representations. Vision Research, 43, 2649–2657. © Elsevier
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the basis of their study is the only means by which we can see everyday 
objects: they argue that since everyday objects are typically defined by 
local features separated by extended featureless regions the visual system 
has to engage in long-range interpolation to extract their 3D form. But 
if the integration of disparity and shading is really how we see everyday 
objects, then we would expect Likova and Tyler’s stimuli to behave like 
ordinary visual objects: bringing an independent object into the vicinity of 
the surfaces shouldn’t turn a convex surface flat and a flat surface concave.

And yet this is exactly what appears to happen when we place their 
stimuli alongside a reference point or alongside one another. In their 
actual experiment, Likova and Tyler offset the disparity of the refer-
ence point as a way of ensuring that subjects were interpolating the left-
right location of the bulge. By contrast, the question that concerns us is 
whether luminance nulls depth from disparity? I.e. whether there is a 3D 
bulge in the first place. And in this context, there is no harm in setting 
the reference point at zero disparity as a test of true flatness: rather than 
engaging in what is, by Likova and Tyler’s own admission, a long-range 
evaluative judgement in order to judge the presence or absence of flat-
ness (by comparing the depth of the central bar against the bars on the 
far left and far right), what harm could it do to afford subjects a closer 
reference point in order to make their determinations?

But, as soon as we do, the concavity specified in Fig. 5c by binocular 
disparity (0.4 arc min) becomes fully apparent (Fig. 7).

Fig. 7  Fig. 5c with disparity removed from the reference point, and the refer-
ence point brought closer to the stimulus. Amended from Likova and Tyler 
(2003). Peak localization of sparsely sampled luminance patterns is based on inter-
polated 3D object representations. Vision Research, 43, 2649–2657. © Elsevier
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Furthermore, the flatness specified in Fig. 5a by the absence of binoc-
ular disparity also becomes immediately apparent when it is added (upper 
stimulus) (Fig. 8).

None of the stimuli are occluded, so each ought to persist in its 
own depth defined by its own depth cues. So why, once we afford sub-
jects a more accurate reference point by which to judge the presence 
or absence of stereoscopic depth, does depth from shading appear to 
evaporate?

3    Illusions

Having altered the cue-conflict stimuli in Ernst et al. (2000) and Likova 
and Tyler (2003) in order to better understand their perceived rather 
than merely conceived depth, we might wonder how a similar technique 
would affect the real-world cue conflicts encountered in Reverspectives 
(Fig. 4 in Chap. 1) and the hollow-face illusion? For instance, if we add 

Fig. 8  Fig. 5a (top) added to Fig. 5c (bottom) with disparity removed from 
the reference point, and the reference and the stimuli brought closer together. 
Amended from Likova and Tyler (2003). Peak localization of sparsely sampled 
luminance patterns is based on interpolated 3D object representations. Vision 
Research, 43, 2649–2657. © Elsevier

http://dx.doi.org/10.1007/978-3-319-66293-0_1
http://dx.doi.org/10.1007/978-3-319-66293-0_1
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horizontal and/or vertical bars to these illusions, what happens? Do the 
bars cut through the illusory depth? Or do they break the illusion alto-
gether? (Figs. 9, 10)

In fact, neither occurs. Instead, the illusion persists but the inverted 
depth is located behind the horizontal and vertical bars: the inverted depth 
does not protrude beyond the bars even though as an inverted depth 
percept it ought to. It is as if the inverted percept and stereoscopic space 
are simply talking past one another. And I would argue that the only 
way to make sense of disconnect is to recognise that the inverted depth 
percept is, in fact, a false judgement that we apply to a veridical percept 
of the hollow face or Reverspective. In which case, the hollow Face and 
Reverspectives are better thought of as delusions rather than illusions: 
misinterpretations of what we see, rather than false percepts.

This observation opens up a whole new experimental strategy in try-
ing to understand Reverspectives and hollow-face illusion. Indeed, 
we can place objects not just in front, but also at various points inside, 
the Reverspective and the hollow face, in space that ought not to exist 
according to the illusory percept. Does this destroy the illusion? Again, it 
doesn’t appear to: swaying back and forth, we still get the ‘illusory per-
cept’, in spite of the fact that we are also aware that we are viewing a 
hollow filled with objects. Indeed, we might distribute points within the 
hollow space, or place an object with an identifiable slant, in order to see 
how, if at all, our ordinal depth judgements are affected? For instance, if 
we place a pen at a slant in the hollow of the Reverspective, my experi-
ence is that we continue to see it as slanted in the right direction even 
though the ‘illusory percept’ persists (Fig. 11).

This effect would have to be confirmed experimentally, and perhaps 
the best test would be a giant (1.5–2 m) Reverspective or hollow face: on 
the one hand, the binocular disparity of the structure will be reduced, so 
we should be able to get closer whilst still maintaining the global inverted 
depth illusion, but on the other hand, if we use markers distributed in 
space the depth separation between these points will be increased, 
thereby accentuating the ordinal depth we have to judge.

Admittedly, we might see the pen move in Fig. 11, so do we at least 
get an illusory percept of motion, if not an illusory percept of depth? I 
would resist this conclusion not only because illusory depth and illusory 
motion appear to be two sides of the same coin (if one is a judgement, 
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Fig. 9  Reverspective with horizontal bar attached. Reverspective courtesy of 
http://www.offthewallartprints.com. © Off The Wall Art Prints

Fig. 10  Hollow-face illusion with vertical and horizontal bars attached. Hollow-
face illusion courtesy of http://www.grand-illusions.com. © Grand Illusions

http://www.offthewallartprints.com
http://www.grand-illusions.com


60   P. Linton

Fig. 11  Pen placed in the recess of a Reverspective. Reverspective courtesy of 
http://www.offthewallartprints.com. © Off The Wall Art Prints

Fig. 12  Müller-Lyer illusion

http://www.offthewallartprints.com
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then it would appear to follow that the other must be as well), but also 
because I am unconvinced that we truly see motion, as opposed to merely 
judge it, in the first place. This is not just a thesis about illusory motion, 
but motion altogether, and will have to be developed and defended in 
later work. But to give an illustrative example, consider the motion in the 
rotating dancer illusion: The literature tends to focus on the fact that it 
is bistable, i.e. that it is liable to switch from clockwise to counterclock-
wise. But the deeper point is this: we have a 3D rotation in a 2D image; 
we don’t see the dancer as moving laterally, but as rotating. But we also 
don’t get an impression of the dancer’s leg extending beyond the com-
puter screen: there is no stereopsis, it remains a 2D impression. So we 
paradoxically ‘see’ motion in a dimension that we do not literally see. A 
more satisfactory explanation, and one that coheres with my model of 
pictorial images (see Chap. 3), is that the motion of the dancer is also a 
post-perceptual unconscious inference rather than something that we see.

Returning to the question of illusory depth, another way of testing 
my hypothesis is to view the Reverspective monocularly whilst swaying 
back and forth. Certainly, I can get within 10 cm of the cardboard ver-
sion I have before the illusion breaks. But at that distance, something 
weird begins to happen: as I focus on a recess in the Reverspective (that 
is painted as a protruding building) I get the illusory percept, but I also 
get the impression of the two physical peaks (that should be the furthest 
away according to the illusory percept) looming in and out of my vision 
as I sway back and forth. This is new observation so far as the literature is 
concerned.

One commentator has suggested to me that this might be an indica-
tion that at close distances we experience a mixed percept where both the 
real peaks of the Reverspective and the illusory peaks (or real troughs) of 
the Reverspective are now seen as peaks; leaving the perceived troughs 
midway down the inverted pyramid, halfway between the real peak and 
the real trough. But I don’t think that this is the correct interpretation. 
After all, we can place an object (like a pencil) where this illusory trough 
ought to be and it becomes immediately apparent that the pencil is mid-
way in depth between the real peak and the real trough; just as we would 
expect from a veridical percept.

But how are we to make sense of the suggestion that it is our cogni-
tion rather than our perception that is being misled by Reverspectives and 
the hollow-face illusion? Well, consider the question that Wittgenstein 
posed to Anscombe (recounted in Anscombe 1959):

http://dx.doi.org/10.1007/978-3-319-66293-0_3
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He once greeted me with the question: ‘Why do people say that it was nat-
ural to think that the sun went round the earth rather than that the earth 
turned on its axis?’ I replied: ‘I suppose, because it looked as if the sun 
went round the earth.’ ‘Well,’ he asked, ‘what would it have looked like if 
it had looked as if the earth turned on its axis?

The point being that we don’t persist in thinking there is an illusion 
of the sun going round the earth. Instead, we have come to recognise 
that the same percept can have two interpretations, one of which may 
seem more natural but ultimately turns out to be false. Similarly, recall 
Gregory’s (1970) classic demonstration of the hollow-face illusion of a 
mask rotating on a stick. I would argue the hollow mask turning from 
right-to-left looks exactly as it would if it looked like a hollow mask turn-
ing from right-to-left; the only difference is that we judge it to be a 
protruding mask turning from left-to-right. We might come to this con-
clusion in two steps: First, I would argue that our visual experience of 
a 2D video of the hollow-face illusion is entirely consistent with both 
interpretations, and that we merely judge (rather than perceive) the mask 
to have illusory depth and motion. Second, in the case of a real mask, 
this principle is taken one step further: we judge the mask to have an 
illusory depth and motion in spite of the fact that, to the extent that ste-
reopsis is present, it points us towards a veridical interpretation. This is 
just another instance of our cognition of a scene or object outstripping 
our perception of it (which, as we have already discussed, may be artefact 
of our evolutionary need to interpret the visual scene as invariant, even 
though our perception of stereopsis falls-off with distance).

But what about the case where we sway back and forth in front of 
the object: when we have a veridical percept the Reverspective or hol-
low face appears to remain fixed, but when we have an illusory inverted 
percept, the Reverspective or hollow face appears to follow us around the 
room. But again, I would argue that whether something appears fixed 
or appears to move is not seen, but a post-perceptual inference applied to 
what we see. Take the classic case of illusory self-motion: a neighbour-
ing train pulls away from the station, and you mistakenly believe that it 
is your train that is in motion: the veridical interpretation is an equally 
permissible interpretation of what we see; there is nothing in our visual 
experience that identifies the illusory interpretation over the veridical one.

In conclusion, Gregory (1997) observed that: ‘To maintain that 
perception is direct, without need of inference or knowledge, Gibson 
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generally denied the phenomena of illusion’. But in this section I have 
argued that the denial of illusions (as opposed to delusions) is not driven 
by ideological commitments, but by our actual experience: how can 
we be experiencing an illusory percept if, to the extent we are able to 
measure the ordinal depth of various points on the Reverspective or the 
hollow face, they all turn out to be veridical? This account is quite a 
departure from the contemporary literature where even a purely cogni-
tive explanation of the Müller-Lyer illusion (Fig. 12) is not only assumed 
to be false, but obviously or self-evidently false: see Morgan et al. (2012), 
Witt et al. (2015), and in the Philosophical context Phillips (2016). 
These articles argue that the tails of the lines in the Müller-Lyer illusion 
bias our perception of their length, whilst I would argue that they merely 
bias our post-perceptual evaluation of their length.

Gregory’s work on illusions was influenced by his encounter with 
Sidney Bradford, a man born blind whose sight was restored follow-
ing an operation (see Gregory and Wallace 1963; Gregory 2004). 
Faced with the apparent ineffectiveness of illusions on Sidney Bradford, 
Gregory concluded that many illusions were acquired over time and 
must be cognitive in nature. Gregory could have drawn one of two 
implications from this conclusion: either (a) that these illusions were 
merely cognitive rather than perceptual, or (b) that since these illusions 
were perceptual, perception itself must be cognitive. We all know that 
Gregory chose the latter interpretation, but is the former really that 
unsustainable?

4  A  typical Responses to Cue Integration

But Sidney Bradford’s is not the only atypical response to cue-conflict 
stimuli:

1. Binocular Depth Inversion Illusion (BDII): If we take a stereogram 
of a human face and reverse the images, the resulting face will not ordi-
narily be seen as a hollow face by normal observers. This failure of pseu-
doscopy is often interpreted as pictorial cues vetoing an unlikely percept 
from binocular disparity. By contrast, I would be reluctant to embrace 
this interpretation before first confirming that the inverted binocular dis-
parity specified a coherent depth percept (for instance, simply switching 
stereo photographs of a real human face—which is the usual stimulus in 
this context—is liable to introduce discontinuities whenever there is an 
overhang, and so any ‘vetoing’ in this context could simply reflect the 
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fact that no coherent 3D surface can be constructed out of the dispar-
ity information). Similarly, there is a question of the extent to which we 
are merely tracking a failure of pseudoscopy (with the eventual percept 
appearing flat, or at best merely pictorial), rather than a positive inversion 
of depth (as we experience with the hollow-face illusion).

Nonetheless, it has been demonstrated that subjects have a more accu-
rate (and less illusory) percept of BDII stimuli in the context of (a) schiz-
ophrenia (Emrich 1989; Schneider et al. 1996a; Schneider et al. 2002; 
Koethe et al. 2006, 2009; Dima et al. 2009; Keane et al. 2013, 2016; 
Gupta et al. 2016), (b) cannabis (Emrich et al. 1991; Leweke et al. 
2000; Semple et al. 2003; Koethe et al. 2006), (c) alcohol (Schneider 
et al. 1998), (d) alcohol withdrawal (Schneider et al. 1996b, 1998), (e) 
anxiety (Passie et al. 2013), and even (f) sleep deprivation (Schneider 
et al. 1996a; Sternemann et al. 1997). (Keane et al. 2013, 2016; Gupta 
et al. 2016 utilise a hollow mask, with which I have no methodologi-
cal complaint). By contrast, no statistically significant effect was found 
in the presence of (g) bipolar (Koethe et al. 2009, 2016), (h) dementia 
(Koethe et al. 2009), (i) depression (Schneider et al. 2002; Koethe et al. 
2009), or (j) ketamine (Passie et al. 2003).

But these results appear to pose the following question: just how 
often in our daily lives would it be detrimental to see the world more 
accurately? For instance, Keane et al.’s (2016) central contention is that 
those with schizophrenia are able to see the world ‘more clearly through 
psychosis’. But it is difficult to see why this perceptual advantage (spe-
cifically, being able to ‘more accurately perceive object depth structure’) 
should be problematic? By contrast, being unable to attribute proper 
context or meaning to whatever we see (my cognitive rather than percep-
tual explanation for the failure of depth inversion in this context) would 
be problematic; leaving those subject to schizophrenia unable to rely on 
past experience and reliant on ad-hoc rationalisations as they try to make 
sense of what they see.

2. Child Development: As the case of Sidney Bradford demonstrates, 
the ability to interpret pictorial cues has to be acquired by experience. 
For children, this appears to occur around 5–7 months; as Arterberry 
(2008) explains, by this age children are typically able to rely upon shad-
ing, linear perspective, occlusion, texture gradients, familiar size, and 
surface contours to guide their reaching responses. Depth from dispar-
ity also emerges during early child development (around 3–5 months, 
according to Fox et al. 1980; Held et al. 1980; and Birch et al. 1982). 
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But as Hong and Park (2008) demonstrate, depth from disparity is rela-
tively coarse for the first 3–4 years (0.68 arc min), and only matures to 
adult levels of stereoacuity (0.23 arc min) at year 5. Consequently, the 
early years of child development represent a prime opportunity for Cue 
Integration to compensate for poor stereoacuity using pictorial cues.

And yet, as Nardini et al. (2010) demonstrate, what is startling is just 
how late Cue Integration emerges in children. Nardini et al. estimate 
that Cue Integration of texture and disparity only begins to emerge at 
around 12 years of age. Certainly, the 6 year olds that they tested did 
not experience Cue Integration when presented with the cue-conflict 
stimuli from Hillis et al. (2002). Indeed, the children were able to out-
perform adults when the sources of information were in conflict, due to 
an absence of mandatory fusion. (And it is worth noting that even for 
the adults mandatory fusion was not complete). So the question is why 
adults lose access to the single cues relative to children? Given that this 
loss occurs so late, it doesn’t seem plausible that at 12 years of age the 
processes that govern stereopsis suddenly switches from binocular dispar-
ity to Cue Integration. More plausible is the suggestion that experience 
biases our ability to accurately evaluate the various components of our 
perception, which would explain the adults’ underperformance.

3. Autistic Adolescents: Building on their work with 6 year olds, 
Bedford et al. (2016) applied the same test to autistic adolescents (12–
15 year olds), and found that adolescents with autism integrate cues 
when it is to their advantage (for instance, two sub-threshold changes in 
the same direction), but not when it would lead to a reduction in perfor-
mance (e.g. two opposing changes could be discriminated, rather than 
cancelling each other out). Bedford et al. suggest that this is a new pat-
tern of behaviour, which they term ‘selective fusion’, but we’ve seen this 
pattern before:

4. Cross-Modal (Vision and Touch): Whilst Hillis et al. (2002) 
reported mandatory fusion in the context of visual depth cues such as 
texture and disparity, they came to the apparently paradoxical conclusion 
that we both have and do not have perceptual fusion in the cross-modal 
context of vision and touch:

We also have evidence for a single, fused percept for shape information from 
haptics and vision, but in this intermodal case information from single-cue 
estimates is not lost. (emphasis added)
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What is going on here? Well, as with Bedford et al., Hillis et al. distin-
guish between cases where (a) cue combination is likely to lead to an 
improved performance (e.g. two sub-threshold changes in the same direc-
tion), and (b) cases where cue combination is likely to lead to a worse 
performance (e.g. two above-threshold changes in opposite directions), 
and suggest that subjects only experience Cue Integration when it is to 
their benefit: i.e. in (a) but not (b).

So, in at least two contexts (autistic adolescents and cross-modal per-
ception), mandatory fusion begins to look somewhat less than manda-
tory. But remember that mandatory fusion (the idea that there are costs 
as well as benefits to Cue Integration) was introduced by Hillis et al. 
(2002) as a means of convincing us that Cue Integration must be oper-
ating at the level of perception rather than cognition. By contrast, the 
absence of mandatory fusion in (a) autistic adolescents and (b) cross-
modal perception appears to suggest that when information is integrated 
in these contexts it is by virtue of an integrated judgement rather than 
an integrated percept. After all, you cannot choose to see something as a 
single, fused percept when it is to your benefit, but as disparate sources 
of information when it is not. But, and this is the important point, if an 
integrated judgement can explain Cue Integration in the context of (a) 
autistic adolescents, and (b) cross-modal perception, what makes us so 
confident that it doesn’t explain Cue Integration more broadly?

5. Are we all Atypical? As Oruç et al. (2003) observe, ‘large individual 
differences are the rule in depth perception studies’. But these individual 
differences are often passed over in the literature without comment: e.g. 
Hillis et al. (2002), Knill (2007). By contrast, two papers that did make 
these individual differences a central component were Oruç et al. (2003) 
and Zalevski et al. (2007). Indeed, the individual differences in Zalevski 
et al. were so pervasive that: ‘No definite conclusion could be drawn … 
because of the large variability associated with the estimated weights’. 
And so, in an ironic twist, the individual differences themselves became 
the major finding of that study:

The large individual differences we found in cue-combination studies sug-
gest that human observers differ in their cue-weighting strategies and it 
may be that there is no single model to account for all behaviour, especially 
when cues to depth are few and in conflict.
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Similarly, Oruç et al. (2003) found that although the performance of 6 
out of their 8 subjects was consistent with optimal Cue Integration, 2 
out of their 8 subjects were positively inconsistent with it. Indeed, these 
2 subjects did not even appear to benefit from having two cues rather 
than one. And it was in light of this, and similar findings in the literature, 
that Oruç et al. concluded that ‘individual differences abound in depth 
perception studies (such as the widely ranging cue reliabilities across 
subjects found by Hillis et al. 2002…)’. What this observation demon-
strates is that even the most fervent advocates of Cue Integration (such 
as Landy and Maloney) recognise that individual differences pose a real 
concern for their account.

The only alternative is to argue that these individual differences are 
predicted by Cue Integration itself: for instance, Marty Banks has sug-
gested that Ernst and Banks (2002), Hillis et al. (2004), and Girshick 
and Banks (2009) demonstrate that different subjects attach differ-
ent weights to cues based upon the different reliabilities of these cues 
for them. The implication being that although the subjects behave dif-
ferently, they were all, in fact, exhibiting optimal Cue Integration given 
the different reliabilities of each individual cue for each individual subject. 
But this raises the question as to why the reliability of each individual 
cue should vary so drastically between individual subjects (in the way 
that would be required to account for the results in Oruç et al. 2003; 
Zalevski et al. 2007)?

But my primary concern is not to pose problems for optimal Cue 
Integration, but to question the level at which Cue Integration occurs in 
the first place? If Cue Integration really does occur at the level of percep-
tion then, in light of these pervasive individual differences, we necessarily 
commit ourselves to the suggestion that even ‘normal’ subjects perceive 
substantially different slants and angles from one another, with the same 
scene presented to each observer with an idiosyncratic geometry. By 
contrast, if Cue Integration merely occurs at the level of cognition, then 
all we have to maintain is that subjects are liable to have idiosyncratic 
interpretations of the very same perceived geometry. The former really is 
quite a radical conclusion to have to come to in order to accommodate 
the pervasive individual differences in the literature. By contrast, the lat-
ter is exactly what we would expect; namely, that subjects are liable to 
interpret what they see in a variety of different ways.
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