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Abstract. With the growth of machine learning and other computationally
intensive techniques for analyzing data, new opportunities emerge to repurpose
organizational information sources. In this study, we explore the effectiveness of
unstructured data entry formats in repurposing organizational data in solving
new tasks and drawing novel business insights. Unstructured data accounts for
more than 80% of the organizational data. Our research analyzes the implica-
tions of using unstructured data entry formats for propagation of organizational
styles. We study this phenomenon in the context of case management in foster
care. Using natural language processing and machine learning, we show that
unstructured data formats foster entrenchment and propagation of individual
organizational styles and deviations from the industry norms. Our findings have
important implications both to theory and practice of business analytics, con-
ceptual modeling, organizational theory and general data management.

Keywords: Systems analysis and design : Text mining - Stylometry -
Unstructured data - Institutional theory - Case management

1 Introduction

Organizational data becomes a strategic resource for organizations. Effectively, these data
can be aggregated to provide trends, plan, improve processes, support decision-making,
or solve additional tasks by repurposing it. While some of these data are in structured and
consistent form, organizational reports are often in unstructured format. IDC estimates
that more than 80% of the enterprise data generated is unstructured [1].

Here, we define unstructured data as any document - clinical documentation, personal
message, progress note, business report - that comprises primarily of unstructured text —
with little or no predefined structure or meta data describing the content of the document.
It is common to contrast unstructured data with structured data - such as information
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stored in a spreadsheet or a database that follows a predefined structure or contains
metadata describing the content of the stored information. Naturally, unstructured content
does have internal structure, but it’s semantics needs to be discovered through additional
processing (e.g., natural language processing) by a computer.

Despite the pervasiveness of unstructured data in organizations, traditional IS
research offers limited guidance in understanding the implications of unstructured
data-entry formats in decision-making — the alignment between the information needs
of data consumers and that of data contributors. Data-entry refers to how these data is
entered into a system (e.g., forms, templates or free-text fields).

One of the challenges of unstructured data formats is the inherent flexibility it gives
to users when entering data into an information system—this may partially explain its
popularity among data users. Users may deviate from the deep structure (“the mean-
ing”) of the system by capturing different information in a field that was not originally
intended for [2-5]. For example, in a study of an electronic patient record, physicians
complained that the system was too “rigid” to capture the core reason of the patient’s
visit. To overcome this perceived limitation physicians started to use a text field labeled
as “conclusion” to enter such information and regarded it as a central field for sub-
sequent patient’s visits [6, 7]. This is consistent with recent findings from the context of
social media that suggest that imposing rigid structure when collecting information
may result in users attempting to circumvent the structure by guessing or abandoning
data entry entirely [8-11].

Despite the obvious benefits of unstructured information collection and its growing
prevalence for organizational data capture and in social media environments, traditional
research on conceptual modeling, systems analysis and information use mainly
examined information collection in structured settings [12—14]. This creates a major
gap in understanding of the limitations and benefits of the unstructured data collection,
the gap where attempting to address in this and future work.

A better understanding of unstructured data collection is becoming increasingly
important. Among other factors motivating our work is the on-going practice whereby
organizations are repurposing data for business insight. This is possible due to increasing
computational power and the availability of sophisticated analytical tools. For example,
Tremblay, Berndt, Luther, Foulis and French [15] analyzed unstructured progress notes
to predict falls in the elderly. Serlie, Perou, Tibshirani, Aas, Geisler, Johnsen, Hastie,
Eisen, van de Rijn and Jeffrey [16] classified breast carcinomas based on variations
in gene expression patterns and then correlate tumor characteristics to clinical outcome.
Larsen and Bong [17] identified intellectual communities in the field of information
systems and detected discordant naming practices of constructs (e.g., same term to refer to
different phenomena or using different terms to refer to the same phenomena).

We focus on the effect of inferential utility in repurposing data. Our premise is that
as people specialize they are more comfortable using domain-specific language. We
demonstrate the relationship between inferential utility when repurposing unstructured
electronic documentation and how institutionalization of practices need to be accounted
for when designing more effective systems. Our goal is to demonstrate the implications
of unstructured data entry on the ability of organizations to repurpose their existing
tactical reports for strategic insight. We study this phenomenon in the context of case
management in foster care (e.g., identifying cases of psychotropic drug use).



Understanding Benefits and Limitations 15

2 SafeKids

Our research is based on the triangulation of qualitative and quantitative evidence.
Specifically, we draw on own experiences with the case of foster care in the United
States. This setting allowed us to examine the issues related to unstructured data
formats in a concrete and real scenario. This enabled us to produce qualitative insights
into the nature of organizational reporting and the role of data formats. At the same
time, we undertook systematic data collection from the foster care organizations we
were observing to provide systematic analysis of the data and draw statistical infer-
ences. We then returned to our qualitative understanding of the setting for additional
corroboration and support of the quantitative evidence provided.

The organization that supplied the data for this paper is called SafeKids (name is
anonymized) — an American non-profit corporation created by advocacy communities
to oversee several Full-Case Management Agencies (FCMAs) that provide full case
management services. Many of these cases include children at-risk of abuse and/or
neglect. Failure to identify at-risk clients is highly problematic, because adverse out-
comes can include serious adverse events—including death. Since data are often
encoded in free-text form (e.g., reports, encounter notes, case notes, progress notes), we
study the impact of different data-entry formats, in particular, when the goal is to
repurpose these notes and use them for solving a different tactical need. We do so with
a case study in which the tactical need is to identify children that are taking psy-
chotropic medicines by analyzing the child’s case notes—as reported by caseworkers
when visiting their homes.

In previous research Castillo et al. [18] hypothesized that by using these home-visit
notes, which contained the child’s record and behavior (e.g. has signs of abuse and
neglect, aggressive behavior), they could identify children taking psychotropic medi-
cation by training Statistical Text Mining (STM) classification models [19]. An
interesting result was that models trained on individual FCMAs data had varying levels
of classifications accuracy. This led us to ponder, if all agencies are not equal, did the
writing style of each FCMA have an effect in improving the accuracy of our classi-
fication model? We turn to organizational theory and psychology theory to understand
the underpinnings of flexibility in data-entry tasks.

3 Proposition Development

Institutions are organized and established by procedures that guide the actions of
individuals [20]. Organizational activity (social and non-social) can become a pattern
that is repeated by individuals in the organization. The rules, norms, and meanings arise
in interaction and are preserved and modified by the behavior of individuals over time
[21, 22]. In the absence of contextual change, actors are more likely to replicate
scripted behavior, making these institutions persistent [23, 24]. Yet, behavior can
evolve over time as a result of changing regulations and norms (e.g., solving an
emergent tactical purpose or when solving wicked problems). The process of stan-
dardizing procedures among members of a population from these pillars is referred to
as institutional isomorphism, which is triggered by coercive, normative, and mimetic
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forces—constraining the ways in which individuals perform their activities [25]. This
institutional isomorphism constrains the ways in which individuals perform their daily
activities and cultivates expectations regarding the style of knowledge representations
and production [25]. The concept of institutional isomorphism in organizational
behavior theory leads to our first proposition:

Proposition 1 (homogeneity): Data collected using unstructured-data-entry formats
become homogenous within organizational units. This homogeneity is more prominent
within the same organizational unit.

The effectiveness on their decision-making is tied to the information at hand to
solve such tactical purpose. This data homogeneity would suggest the potential for
organizations to adopt standard practices in how they collect and use the information to
solve a tactical need. Institutional features of organizational environments, however,
can shape the actions actors take (e.g., the level of detail —specificity or focus— at which
they input the information into the IS). Moreover, because of institutionalization of
practice, notes from one organizational unit are similar to one another and less similar
than notes from different organizational units. More importantly for the organization, is
to find a way to assess the effectiveness of these unstructured notes in solving a task.

Free-text data collection’s flexibility implies that the level of detail of case notes
can vary across individuals across organizational units. We turn to theories from
psychology to discuss the tradeoff between generalization and specification in data
collection. According to psychology, categories support vital functions of an organism
via cognitive economy and inductive inference [26-30]. Cognitive economy is achieved
by maximally abstracting from individual differences among objects and then grouping
objects in categories of larger scope [28, 31, 32]. These categories improve the ability
of a person to accurately predict features of instances of a category. The trade-off
between these competing functions is considered one of the defining mechanisms of
human cognition and behavior [27, 33]. According to cognitive theories and theories of
classification, categories (which can be represented as a class in the IS) provide cog-
nitive economy and inferential utility, enabling humans to efficiently store and retrieve
information about phenomena of interest [27, 30]. In a free-text interface these cate-
gories are not fixed and are chosen by the individual entering the data into the system.

Lukyanenko, Parsons and Wiersma [9] suggests that in a free-form data entry task,
non-experts will classify more accurately at a general level than at a more specific level.
When we collect structured data the level of specificity is fixed at the time of system
design. Users entering unstructured data, on the other hand, can adjust to their level of
specificity—by being more or less detailed [34]. Since specificity results from exper-
tise, unstructured data collection can capture expertise better, which in turn may lead to
better performance by having relevant information to support decision-making (e.g.,
repurposing existing data). We suggest that organizations can foster effective
unstructured-data-entry practices that could result in richer data collection. We do so
through the following propositions:

Proposition 2 (Inferential utility and repurposing): Unstructured-data-entry formats
can help shape effective data-entry practices in solving well-defined needs.
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Proposition 2a: Higher levels of specificity in the unstructured data collected leads to
increased inferential utility.

Proposition 2b: Higher levels of specificity in the unstructured data collected facilitate
repurposing data for other tasks.

The goal of the proposed design propositions is to understand the subtleties of
unstructured-data-entry electronic documentation to design more effective information
systems [35, 36]. The propositions enable designers to reflect on the effect of institu-
tional practices in user generated electronic documentation. In the following sections
we evaluate the propositions and provide a discussion, conclusions, and areas for future
research.

4 Evaluation of Propositions

To evaluate Proposition 1 we use Stylometry, a particular application of text mining.
To evaluate Proposition 2, we use text-mining techniques to analyze differences in the
text authored by different case workers.

Proposition 1: Homogeneity of Data

Some researchers have argued that an author’s style is comprised of a limited number of
distinctive features inherent to the author, neglecting the content/context-dependency of
the writing [37]. Stylometric analysis is an application of text mining that uncovers
metadata from the documents and allows for statistical comparisons of these metadata as
a proxy for “style”. We use SAS Text Miner 9.4 to predict, based on the text in the case
note, to which FCMA a particular case note belongs.

Our training set consists of all the case notes from 795 children from three agencies
assigned to a mutually exclusive train and test set. We train a classification model that
has the case note text and our target variable—the FCMA from which that note is
coming from (e.g., FCMA A — 336 children in total, FCMA B — 213 children in total,
and FCMA C — 246 children in total).

We create individual models for each FCMA and we evaluate the performance of
the predictive models using commonly accepted metrics: recall, precision, and
F-measure (see Table 1). Our results show that despite organizations having estab-
lished guidelines of reporting, employees adopt new guidelines that become norms
over time. This is reflected in how different organizational units are consistent in the
way they encode home-visit notes. We also introduce the idea of organizational sty-
lometry. To our knowledge, the use of stylometry at the population level (where many
contributors to a body of text) has yet to be explored.

The results of the analysis show that by analyzing a particular case note we can
predict, with a high degree of certainty, the authoring FCMA of that case note (see
Table 2). These results show that each organization has its unique style, which is con-
sistently used by its caseworkers. Based on these results we can confirm Proposition 1 that
institutional factors establish data entry practices that result in data that is similar within
organizational units.



18 A. Castellanos et al.

Table 1. Evaluation metrics

Precision (P) Recall (R) F-measure
e XE re TP _2(P*R)
" TP +FP " TP+FN T P+R

Table 2. Evaluation metrics across agencies

Agency Precision (%) | Recall (%) | F-measure (%)
Agency A | 76.99 75.65 76.31
Agency B | 79.81 76.15 77.94
Agency C | 76.74 81.15 78.88

Proposition 2: Inferential Utility and Repurposing

To evaluate Proposition 2, we use an inductive (classification) text mining technique.
First, an expert case manager provides a gold standard with labeled instances. Case
notes are labeled “Yes” (uses psychotropic medication) or “No” (no use of psy-
chotropic medication), depending on whether the child is taking psychotropic medi-
cation or not. We create individual models for each FCMA (A, B, and C) and we
evaluate each within its own organizational unit (intra) and across organizational units
(inter) (see Fig. 1). For each organizational unit, we assign a random sample into a
training set containing 70% of the cases and a test set containing the remaining 30% of
the data [15, 18]. We use SAS Text Miner 9.4 to evaluate the performance of each of
the models and all the permutation comparisons across organizational units.

Train on: Evaluate on:

Agency A Agency A

Corpus

Agency AB,C?
E—D Filter ———){ Agency B Agency B

Agency C Agency C

Classification:
Psychotropic?

Evaluation

Fig. 1. Intra and Inter-agency data mining process

There is no standard definition of what a substantial difference in F-measure
improvement should be. In the field of information retrieval a 5% performance
improvement is considered a substantial improvement [38, 39]. The z-test for pro-
portions evaluates the statistical difference between two population proportions p; and
p2 [40, 41]. To test the difference between proportions we compute the following:
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P1— D2
Zproportions = (1)
\/13(1 —p)(E+ 1)

We evaluated each FCMA by comparing the performance when tested with data
from the same organizational unit (intra-FCMA) and compared to models that use data
from other organizational units (inter-FCMA). We highlight in bold any statistically
significant differences for precision and recall using a z-test for proportions (two-tailed
test at the 95% confidence level). We consider the difference in F-measure as sub-
stantial if the difference between F-measures is more than 0.05 and the difference in
precision or recall is statistically significant (determined using the z-test for proportions
and highlighted in bold and with a * symbol) [38].

Table 3 shows that the differences in F-measure are substantial in five out of the six
pairs. The results show that two of the agencies (FCMA A and FCMA C) consistently
perform better in classifying cases of psychotropic drug use. This shows that unstruc-
tured data entry formats may result in differences in how information is collected across
different organizational units in the organization. Institutional theory helps explain how
institutional factors shape practices by individuals in different organizational units, and
how these practices can become stable over time and adopted by other individuals,
making practices persistent. This validates our first proposition that data collected using
unstructured-data-entry formats become homogeneous within organizational units.

Common NLP tools include document tokenizing, stemming, parts-of-speech tag-
ging, noun group extraction, applying stop lists, entity identification, and multiword
terms handling [42]. The document is parsed and tagged based on the syntactical rela-
tionship between terms —based on the position in a sentence and rules of grammar [43].

Table 3. Difference between proportions for precision (P) and Recall (R)

Train Evaluation Precision Recall | F-Measure
FCMA A 7857 70.97 74.58
FCMA B 65 52.7 58.21
FCMAC 31.94 30.67 31.29*
FCMAA [ZValue
(FCMA A-FCMA B) 1.2858 | 1.7303
Z-Value 42082 | 3.9911
(FCMA A-FCMA ©) (p<0.01) | (p<0.01)
FCMA B 46.15 54.54 50
FCMA A 45.59 30.69 36.69*
FCMA C 32 21.33 25.6*
FCMAB [Z-Value 21261
(FCMA B-FCMA A) 0.1377 | (p<0.05)
Z-Value 3.0229
(FCMA B-FCMA C) 1.1864 | (p<0.01)
FCMA C 64.71 50 56.41
FCMA A 33.33 16.83 22.37*
FCMAB 59.26 21.62 31.68*
FCMAC [Z-Value 22762 | 33621
(FCMA C-FCMA A) (p<0.05) | (p<0.01)
Z-Value 2.5992
(FCMA C-FCMA B) 0.3613 | (p<0.01)
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The aim is to convert human language into formal representations computers can
manipulate, including part-of-speech tagging (POS), POS sequences, or n-gram models
[42, 44, 45]. Because authors do not always follow grammatical rules, the complexity of
multiple meanings for words, and the domain specific use of vocabulary may require
some additional considerations.

Results show that there is no statistical significant difference between the full model
and the model that has no Part-of-Speech and Noun Group features but does have a
term weighting scheme (Term Frequency, Term Weight). Consistent with previous
research, the terms used are a more salient factor of prediction compared to the lan-
guage structure of a case note. Human language is subtle, with many unquantifiable yet
salient qualities. Users with different levels of expertise tend to produce information
that differs in quality and level of abstraction. For example, within the category “taking
medication”, a conceptual hierarchy can be the following: (a) medication (b) psy-
chotropic medication (c) Lisdexamfetamine (d) Vyvanse, which goes from the most
general (a) to the most specific (d). Knowing a child is taking Vyvanse (d) gives more
information than just knowing a child is taking medication (a).

We assess language use (in terms of structure and meaning of the case notes) by
including/excluding natural language processing (NLP) features.

A case note authored by Agency A “Takes mg of vyvanse by mouth once a day
[...] she has to call the doctor to schedule for a refill” has a confidence of 0.953 of
being psychotropic drug use case. Whereas the following case note authored by
Agency C “child has an immune system medical condition that requires many medi-
cations to keep her healthy” has a confidence of 0.594 of being a case of psychotropic
drug use —as measured by the singular vector decomposition scores. The results of the
analysis show that higher levels of specificity in the data collected leads to increased
inferential utility, which can ultimately help the organization solve unanticipated tasks
using these data. This validates Proposition 2 that higher levels of specificity in the
unstructured data collected leads to increased inferential utility, which can in turn be
leveraged to repurpose data for a different task it was originally designed for.

In the final section we discuss the implications of our findings for theory and
practice.

5 Implications for Research and Practice

Our findings have important implications both to theory and practice of conceptual
modeling, unstructured information collection, text mining and business analytics, and
general organizational data management.

We believe our work is timely. Traditional information systems research has been
concerned with finding similar elements in highly structured data sets [46] and the
study of unstructured data sources is a relatively recent active stream of work. At the
same time, unstructured data sources continue to grow in prominence fueled by the
explosive growth in social media and online content production which tends to be
text-based. Our work aims to provide both theoretical and practical insight into the
nature of unstructured information. The arguments and findings of our work are thus
applicable to user generated content settings and as we as our context of corporate
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unstructured data [13]. Indeed, researchers continue to call for novel approaches to
structure user generated content to make it more consistent and usable in organizational
analysis [11]. Our work has strong potential to contribute to the efforts to make user
generated content more usable by increasing its potential for reuse. In the future, we
hope to extend our work to the area of user generated content (specifically, crowd-
sourcing) to address the issue of repurposing it for unanticipated insights.

In our paper, we show that we can reliably detect organizational styles. This insight
can be used to improve organizational processes and foster more effective data reuse.
First, our research suggests that the data-entry formats of the information system can
highlight the existence of different organizational styles across organizational units.
Second, our research suggests that the flexibility of free-form data entry motivates
individuals to stay truthful to their organizational unit’s reporting expectations. This
highlights the trade-off between different data-entry formats and the data collected by
the organization.

Our results demonstrate the role of the level of specificity in enabling unanticipated
insights. The results of this study can be generalized to other domains and can provide
insight to effective system design—the effect of particular designs (that are more/less
flexible). In a fully structured scenario, the user is guided by the interface on what
needs to be reported. In a semi-structured scenario, pre-established templates guide data
entry but allows for some deviation by the user to input something not related to a
particular template. In an unstructured scenario (e.g., free-form), the individual has the
liberty to enter data, which is typically defined by the organization (e.g., business
processes, training).

Our research encourages experts to be as specific as they can while allowing
non-experts to input information at a more general level. Higher specificity, however,
requires higher expertise. Thus, it may hinder collaboration from non-experts. Future
work should focus on how these different data-entry formats may preclude the col-
lection of valuable information (leading to information loss) when both novices and
experts contribute to the system. Previous research have shown that limiting data-entry
to experts can preclude the input of valuable information from non-experts and can lead
to data accuracy problems [9].

Our results are consistent with psychology research in that the level of specificity of
the information limits the applications for which that data can be used. In an envi-
ronment where individuals have a similar level of expertise based on their background
and training, it is preferable for them to be more specific when they enter the data into
the system (e.g., the child is taking 5 mg of Adderall provides more information than
just saying the child is taking medication). A practical implication to this is that
depending on whether the individuals looking at the text are a non-experts vs. experts,
the individual writing the text can choose to contribute beyond what he believes is the
information required for the reader. This allows for increased inferential utility that can
prove beneficial when dealing with unanticipated uses of the data.

Our study also provides guidance of the implications of choosing how data entry
formats of a system are designed—and what is it that they would like to capture from
their users. To the best of our knowledge, Authorship Analysis had only been done at
the individual level. We extend this analysis for authorship identification at the group
level (e.g., identifying the authoring organizational unit of a body of text). This can be
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used by organizations to assess the consistency of data-entry practices in an organi-
zation and can be extended by using analytical techniques to create dimensions of
categories these documents fall into or metrics that relate to reliability of the data.

The tension between data collection at different levels of granularity further sug-
gests exciting new opportunities at the intersection of conceptual modeling and data
analytics. Conceptual modeling research has long studied the nature of content
aggregation, part — whole relationships and the general ontological assumptions behind
data collection [47-49]. These can become valuable sources of guidance for innovative
analytics approaches aiming at drawing inferences from data collected at different
levels of analysis. We hope to pursue this work in the future.

6 Limitations

This study is not without limitations. There is a threshold for the classification models
accuracy that is directly related to the quality of the data in the gold standard. For
instance, psychotropic medication was attributed to the foster home and not the child. If
a foster home has multiple children and one was taking psychotropic medication, all of
these children would appear as taking psychotropic medication and vice-versa. This is a
limitation that introduces biases in the classification models. Moreover, we did not take
into account time windows (e.g., a kid that was prescribed psychotropic medication is
no longer taking that medication). However, this does not undermine the goal of our
work, which is to understand the relationship of data-entry practices in repurposing
data. Future work should focus in providing a method to evaluate when using data in
the aggregate is justified as opposed to highlighting meaningful segments for separate
analysis.
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