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Abstract. Among all existing identity-based encryption (IBE) schemes
in the bilinear group, Wat-IBE proposed by Waters [CRYPTO, 2009] and
JR-IBE proposed by Jutla and Roy [AsiaCrypt, 2013] are quite special. A
secret key and/or ciphertext in these two schemes consist of several group
elements and an integer which is usually called tag. A series of prior work
was devoted to extending them towards more advanced attribute-based
encryption (ABE) including inner-product encryption (IPE), hierarchi-
cal IBE (HIBE). Recently, Kim et al. [SCN, 2016] introduced the notion
of tag-based encoding and presented a generic framework for extending
Wat-IBE. We may call these ABE schemes ABE with tag or tag-based
ABE. Typically, a tag-based ABE construction is more efficient than
its counterpart without tag. However the research on tag-based ABE
severely lags—We do not know how to extend JR-IBE in a systematic
way and there is no tag-based ABE for boolean span program even with
Kim et al.’s generic framework.

In this work, we proposed a generic framework for tag-based ABE
which is based on JR-IBE and compatible with Chen et al.’s (attribute-
hiding) predicate encoding [EuroCrypt, 2015]. The adaptive security in
the standard model relies on the k-linear assumption in the asymmet-
ric prime-order bilinear group. This is the first framework showing how
to extend JR-IBE systematically. In fact our framework and its simple
extension are able to cover most concrete tag-based ABE constructions
in previous literature. Furthermore, since Chen et al.’s predicate encod-
ing supports a large number of predicates including boolean span pro-
gram, we can now give the first (both key-policy and ciphertext-policy)
tag-based ABE for boolean span program in the standard model. Tech-
nically our framework is based on a simplified version of JR-IBE. Both
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the description and its proof are quite similar to the prime-order IBE
derived from Chen et al.’s framework. This not only allows us to work
with Chen et al.’s predicate encoding but also provides us with a clear
explanation of JR-IBE and its proof technique.

Keywords: Attribute-based encryption - Predicate encoding - Prime-
order bilinear group + Attribute-hiding - Delegation

1 Introduction

An attribute-based encryption [BSW11] (ABE) is an advanced cryptographic
primitive supporting fine-grained access control.! Such a system is established
by an authority (a.k.a. key generation center, KGC for short). On a predicate
P: X xY — {0,1} (and other system parameter), the authority publishes
master public key mpk. Each user will receive a secret key sk, associated with a
policy y € Y when he/she joins in the system. A sender can create a ciphertext
ct, associated with an attribute x € X. A user holding sk, can decrypt the
ciphertext ct, if P(z,y) = 1 holds, otherwise he/she will infer nothing about
the plaintext. This notion covers many concrete public-key encryptions such as
identity-based encryption [Sha84] (IBE), fuzzy IBE [SW05], ABE for boolean
span program [GPSWO06] and inner-product encryption [KSWO08] (IPE).

The basic security requirement is collusion-resistance. Intuitively, it is
required that two (or more) users who are not authorized to decrypt a ciphertext
individually can not do that by collusion either. The notion is formalized via the
so-called adaptive security model [BFO1] where the adversary holding mpk can
get secret keys sk, ,... sk, for yi,...,;y, € Y and a challenge ciphertext ct*
for target x* € X via key extraction queries and challenge query respectively.
We emphasize that the adversary can make oracle queries in an adaptive way.
Although several weaker security models [CHK03,CW14] were introduced and
widely investigated, this paper will focus on the adaptive security model.

Dual System Methodology and Predicate Encoding. A recent break-
through in this field is the dual system methodology invented by Waters [Wat09]
in 2009. He obtained the first adaptively secure IBE construction with com-
pact parameters under standard complexity assumptions in the standard model.
Inspired by his novel proof technique, the community developed many ABE
constructions in the next several years. More importantly, the dual system
methodology finally led us to a clean and systematic understanding of ABE.

! The terminology introduced by Boneh et al. [BSW11] is functional encryption.
However the notion we will consider here is restricted. Therefore we adopt a
moderate terminology, i.e., attribute-based encryption. We note that the attribute-
based encryption in our paper is more general than that introduced by Goyal
et al. [GPSW06] which is named ABE for boolean formula/span program.
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In 2014, Wee [Weel4] and Attrapadung [Att14] introduced the notion of predicate
encoding? and proposed their respective frameworks in the composite-order bilin-
ear group. For certain predicate, if we can construct a predicate encoding for it,
their frameworks will immediately give us a full-fledged ABE scheme for the
predicate. This significantly simplifies the process of designing an ABE scheme.
In fact the powerful frameworks allow them to give many new concrete construc-
tions.

As Wee pointed out in his landmark work [Weel4], the framework reflects the
common structures and properties shared among a large group of dual-system
ABE schemes while predicate encodings give predicate-dependent features. More
concretely, investigating the IBE instance derived from a framework will show the
basic construction and proof technique captured the framework, then developing
and analysing various predicate encodings will tell us how to extend the IBE
instance to more complex cases.

Based on pioneering work by Wee [Weel4] and Attrapadung [Att14], a series
of progresses have been made to support more efficient prime-order bilinear
groups, employ more advanced proof techniques and more complex predicate
encodings [CGW15,AC16,Att16,AC17,AY15].

ABE with Tag. The proof technique behind all these frameworks can be traced
back to the work from Lewko and Waters [LW10,LW12] and their variants. How-
ever there are two dual-system IBE schemes located beyond these frameworks:
one is the first dual-system IBE by Waters [Wat09] and the other one is the
IBE scheme based on quasi-adaptive non-interactive zero-knowledge (QA-NIZK)
proof by Jutla and Roy [JR13]. In this paper, we call them Wat-IBE and JR-IBE,
respectively, for convenience.

Apart from several group elements as usual, a ciphertext and/or a key of Wat-
IBE and JR-IBE also include an integer which is called tag. This distinguishes
them from other dual-system IBE schemes. We must emphasize that the tag
plays an important role in the security proof and results in a different proof
technique. Therefore we believe they deserve the terminology IBE with tag or
tag-based IBE. Accordingly, an ABE with a tag in the ciphertext and/or key will
be called ABE with tag or tag-based ABE.

There have been several concrete tag-based ABE schemes derived from
Wat-IBE or JR-IBE such as [RCS12,RS14,Raml16,RS16]. Recently, Kim
et al. [KSGA16] introduced the notion of tag-based encoding and developed a
new framework based on Wat-IBE [Wat09], which is the first systematic study
for tag-based ABE. All these work show that a tag-based ABE typically has
shorter master public key and ciphertexts/keys, especially for complex predi-
cates. This is a desirable advantage in most application settings of ABE.

2 Attrapadung [Att14] actually introduced another terminology pair encoding.
Although predicate encoding and pair encoding serve the same methodology,
Attrapadung’s framework is based on more advanced proof technique originated
from [LW12].
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1.1 Motivation

We review previous tag-based ABE in more detail. Ramanna et al. [RCS12]
simplified Wat-IBE (with stronger assumptions) and extended it to build hier-
archical IBE (HIBE) and broadcast encryption. Ramanna and Sarkar [RS14]
described two HIBE constructions derived from JR-IBE. Then two IPE schemes
were proposed by Ramanna [Ram16]. Although both of them were constructed
from JR-IBE, the first one borrows some techniques from Wat-IBE. The recent
work [RS16] by Ramanna and Sarkar provided us with two identity-based broad-
cast encryption schemes, both of which comes from JR-IBE. Kim et al.’s tag-based
encoding and generic framework [KSGA16] allow them to present several new
IPE, (doubly) spatial encryption with various features.

One may notice that there is no framework based on JR-IBE and all previous
extensions were obtained in a somewhat ad-hoc manner. This immediately arises
our first question.

Question 1: Is it possible to propose a framework based on JR-IBE?

We note that although both Wat-IBE and JR-IBE take the tag as an important
component, their proof techniques are different. That is they use the tag in their
own ways in the security proof. As a matter of fact, Wat-IBE requires distinct
tags on ciphertext and secret key, respectively, while a secret key in JR-IBE has
no tag. To our best knowledge, there is no explicit evidence demonstrating that
a framework based on Wat-IBE (like that in [KSGA16]) implies a framework
based on JR-IBE.

Furthermore, we surprisingly found that there is no tag-based ABE for
boolean span program even with a generic framework! In fact, Kim et al. reported
that their tag-based encoding is seemingly incompatible with linear secret shar-
ing scheme which is a crucial ingredient of ABE for boolean span program. Hence
it’s natural to ask the following question.

Question 2: Is there any limitation on the predicate for tag-based ABE?

To some extent, we are asking whether the tag-based proof techniques (used for
Wat-IBE and JR-IBE) makes a trade-off between efficiency and expressiveness?
A very recent work [KSG+17] proposed an ABE with tag supporting boolean
span program based on Wat-IBE. However the security analysis was given in the
semi-adaptive model [CW14], which is much weaker than the standard adaptive
security model (see [GKW16] for more discussions).

1.2 Owur Contribution

In this paper, we propose a new framework for tag-based ABE. The framework is
based on JR-IBE and can work with the predicate encoding defined in [CGW15].
The adaptive security in the standard model (without random oracles) relies on
the k-linear assumption (k-Lin) in the prime-order bilinear group. Our frame-
work is also compatible with attribute-hiding predicate encoding from [CGW15]
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and implies a family of tag-based ABE with weak attribute-hiding feature. Here
weak attribute-hiding means that ciphertext ct, reveals no information about x
against an adversary who are not authorized to decrypt ct,.

With this technical result, we are ready to answer the two questions:

Answer to Question 1: Our framework itself readily gives an affirmative
answer to the question. Luckily, by defining new concrete predicate encodings
motivated by [Ram16,RS16], our framework is able to cover these previous
tag-based ABE. In order to capture the HIBE schemes proposed in [RS14],
we need to extend both the framework and the predicate encoding to sup-
port predicate with delegation. (See Sect. 6.) However we note that Ramanna’s
first tag-based IPE [Ram16] and Ramanna and Sarkar’s second identity-based
broadcast encryption with tag [RS16] still fall out of our framework because
they involve further developments of JR-IBE’s proof technique which has not
been captured by our framework.

Answer to Question 2: We highlight that both Chen et al.’s framework with-
out tag [CGW15] and our tag-based framework are compatible with the pred-
icate encoding described in [CGW15] (and its attribute-hiding variant). This
answers Question 2 with negation, that is there should be no restriction
on predicates for tag-based ABE. Concretely, we can construct a series of
new tag-based ABE schemes including ABE for boolean span program (for
both key-policy and ciphertext-policy cases; see Sect.5) thanks to concrete
encodings listed in [CGW15].

We compare our framework with the CGW framework by Chen et al. [CGW15]
and the KSGA framework by Kim et al. [KSGA16] in Table 1. Here we only focus
on the space efficiency, i.e., the size of mpk, sk and ct. The comparison regarding
the decryption time is analogous to that for the size of ct.

Table 1. Comparison among CGW [CGW15], KSGA [KSGA16], and our frame-
work in terms of space efficiency. All of them work with asymmetric bilinear group
(p, G1,G2,Gr,e). In the table, |G1|, |G2| and |Gr| represent the element sizes of three
groups, respectively. Parameter n is the number of common parameter of the predicate
encoding, |sE| and |rE| are the respective size of sender and receiver encodings.

|mpk| k| |ct] Sec.
|G| |G| | 1G2| 1Zp| | 1G4l |Zp|

CGW |nk2+k)+k |k (IFE| + 1) (k + 1) 0 |(sE|+1)(k+1)|0 |k-Lin
6n + 2 2 3-|rE|+3 0 |3-[sE|+3 0 |DLIN
2n +1 1 2. |rE| +2 0 |2-|sE|+2 0 |SXDH

KSGA |n+11 1 [FE| +7 [rE| | |sE| + 8 |sE| | DLIN

Ours | (n+1)k%2+k |k (IFE|+1)(k+1)+k|0 ||sE|-k+k+1 ||sE| |k-Lin
in+6 2 3-|fE|+5 0 |2-[sE|+3 |sE| | DLIN
n+2 1 2. |rE| +3 0 ||sE|+2 |sE| | SXDH
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Table 2. Comparison among CGW [CGW15], KSGA [KSGA16], and ours framework
in terms of concrete instantiations. In the table, |G1|, |G2| and |G| have the same
meanings as Table 1. The parameter ¢ is the dimension of vector space for IPE while
it stands for the size of universe for ABE.

IPE KP-ABE-BSP Sec.
|mpk| sk| et |mpk| sk] et
Gal |Gzl | 1Gal | 1Zp] | 1Ga] |12l | 1Gal | 1G] | |Gal | 1Zo] | 1G1] | [l

CGW |60+4+2 |2 3460 6 0 6042 |2 3¢4+3|0 3¢4+3|0 DLIN
2¢0+1)1 20+410 4 0 204111 20420 20420 SXDH
KSGA | £+11|1 £4+6 |[£—-1|9 1 — DLIN
Ours |4046 |2 34+81|0 5 1 4046 |2 3¢4+5|0 20+3 ¢ DLIN
+2 |1 20450 3 1 {+2 |1 204310 L+2 |/ SXDH

In general, our framework has shorter master public key and shorter cipher-
texts than the CGW framework at the cost of slightly larger secret keys. We
highlight that the cost we pay here is constant for specific assumption (i.e., con-
sider k as a constant) while the improvement we gain will be proportional to
n and |sE[, respectively. In fact our work can be viewed as an improvement of
CGW framework using the tag-based technique underlying JR-IBE and improves
a family of concrete ABE constructions in a systematic way.

Superficially, the KSGA framework is much more efficient than ours (and
CGW framework as well). However, as we have mentioned, this framework is less
expressive. In particular, the KSGA framework works with tag-based predicate
encoding [KSGA16] which fails to support many important predicates such as
boolean/arithmetic span program. That is this framework does not imply more
efficient ABE for these predicates. It’s also worth noting that our framework
has shorter ciphertext for concrete predicate encodings with |sE| < 5, including
predicate encoding for inner-product encryption with short ciphertext [CGW15].
Namely our framework also implies a more efficient IPE scheme. Actually the
CGW framework also has a similar advantage but for predicate encodings with
|sE| < 3.

In Table 2, we compare concrete instantiations derived from CGW, KSGA,
and our framework. Here we only take inner-product encryption (IPE) and key-
policy ABE for boolean span program (KP-ABE-BSP) as examples. It is clear
that our KP-ABE-BSP has the shortest master public key and ciphertexts (also
fastest decryption algorithm). Under the DLIN assumption, our IPE has the
shortest ciphertext but its master public key is larger than the IPE derived from
KSGA framework. However if we are allowed to use stronger SXDH assumption,
our IPE will have the shortest master public key.

1.3 Overview of Method: A Simplified JR-IBE

Our framework is based on JR-IBE. In Jutla and Roy’s original paper [JR13],
JR-IBE was derived from the QA-NIZK proof for a specific subspace language.
Although it’s important to describe/explain an IBE from the angle of NIZK
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proof, it’s still a big challenge to work on it directly. Therefore the foundation
of our framework is a simplified (and slightly generalized) version of JR-IBE.
The simplified JR-IBE is similar to the prime-order IBE instantiated from the
CGW framework [CGW15] and its proof analysis is cleaner and much easier
to follow. With the benefits of these features, we are able to develop our new
framework for tag-based ABE which is based on JR-IBE’s proof technique [JR13]
and is compatible with the predicate encoding from [CGW15]. The adaptive
security relies on the k-Lin assumption, which is a generalized form of SXDH
used in [JR13].

Simplified JR-IBE. We assume there is an asymmetric prime-order bilinear

group (p,G1,G2,Gr,€). Let ¢1 € G1, g2 € G2 and e(g1,92) € Gr be the respec-

tive generators, we will use the following notation: [a]s = g¢ for all a € Z,, and

s € {1,2,T}. The notation can also be naturally applied to a matrix over Z,.
Let Z,, be the identity space. The JR-IBE can be re-written as

mpk : [A]lv [WBA]D [WiAha

ctig : [As]y, [(Wo+id- Wy +[7- W]
Skid : [I‘]Q, [k+(W0+Id ~W1)r]2,

k" A]r
)" As]y, kTAs|p-m, T

Here A ZZ(,’CH)XIC acts as the basis, matrices Wy, W1, W «— Z;(,kH)Xk are
common parameters, the vector k «— Z’;H is the master secret value, vectors
S, I «— Z’; are random coins for the ciphertext and the secret key, respectively,
and the tag 7 is a random element in Z,,.

The boxed parts involving matrix W are relevant to the tag while the remain-
ing structure is quite similar to the IBE implied by the CGW framework. The
main difference is that we do not need another basis B in skjq, which reduces
the size of W, Wy, W7 and thus shortens mpk and ctjq. In fact this structure
has been used in a recent tightly secure IBE [BKP14,GDCC16], and we indeed
borrow some proof technique from the tight reduction method there.

Proof Blueprint. Our proof mainly follows the tag-based proof strategy given
by Jutla and Roy [JR13] which basically employs the dual system methodol-
ogy [Wat09]. The first step is to transform the normal challenge ciphertext (see
the real system above) into the semi-functional (SF) one:

ctSE ¢ [As+[b3]l, [(Wo +id* - Wi +7- W) (As + [ b3 ])]1, [k (As+[bs )] -m, 7

where b « Z’;‘H and 3 < Z,. One may prove such a transformation is not
detectable by the adversary from the k-Lin assumption following [CGW15]. The
next step is to convert secret keys revealed to adversary from normal form into
semi-functional (SF) form defined as follows:

sk ¢ [r]o, [k +|0a’ |+ (W +id- Wi)rly, [Wrl,
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where a* «— Z’;‘H with ATa* = 0 and « < Z,. As usual, the conversion will be
done in a one-by-one manner. That is we deal with single secret key each time
which arises a security loss proportional to the number of secret keys sent to
the adversary. When all secret keys and the challenge ciphertext become semi-
functional, it would be quite direct to decouple the message m from the challenge
ciphertext which implies the adaptive security.

Tag-Based Technique, Revisited. In fact what we have described still fol-
lows [CGW15] (and most dual-system proofs [Wat09]). However the proof for
the indistinguishability between normal and SF secret key heavily relies on the
tag as [JR13] and deviate from [CGW15].

Recall that a SF key is a normal key with additional entropy aa*. To replace
a normal key with a SF key, we use the following lemma in [BKP14,GDCC16]
which states that

([l2, [Virl2) ~e ([r]2, [vr+7]2) given [Z]y, [v'Z]; (1)

where v,r « Z’;, 7 — Zp and Z «— Z’gx’“. Following [BKP14,GDCC16], we pick
Y0, 71 < Zyp and embed the secret vector v into common parameter Wy and W,
as follows

W, = WO +v-a'vl and W;p= Wl +q1-atv’

where W, Wy « Z;g,kH)Xk. The lemma shown in Eq. (1) will allow us to move
from a normal key to the following transitional form

[I‘}Q, [k + (W() +id - Wl)l‘ +’ (’YO +id - ’Yl) catt ]2, [WI‘]Q. (2)

However we must ensure that v will not appear in mpk and ct;q, both of which
consist of elements in G1; otherwise, we can not apply the lemma at all since
there is not element from G; with information on v.

It is direct to see that [W{A]; and [W]A]; in mpk reveal nothing about v
from the fact that ATa* = 0, but the challenge ciphertext may include v since
we have

Wo+id" Wy 47 W =Wy t+id - Wy +7-W+[(0 + id"7)av'|

and As + bs € Z';H with high probability. Fortunately, the tag can help us to
circumvent the issue: set

W =W —a*v" and T =" +id" -,
we can see that
T WH (1o +id y)av =7 W

where there is no v anymore and the proof strategy now works well. We note
that both W and 7 are distributed correctly.
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Then we can move from the transitional key (see Eq.2) to the SF key using
the statistical argument asserting that

{70 +id" 71, 70 +id- 71}

are uniformly distributed over Z2. Chen et al.’s proof [CGW15] also involves
this statistical argument. However, in Chen et al.’s proof [CGW15], both values
appear “on the exponent” while vg + id* - 41 is given out “directly” as the tag
in our case.

1.4 Related Work and Discussion

Since the work by Wee [Weel4] and Attrapadung [Att14], predicate/pair encod-
ings and corresponding generic frameworks have been extended and improved via
various methods [CGW15,AC16,Att16,AC17,ABS17]. Before that, there were
many early-age ABE from pairing such as IBE [BF01,BB04b, BB04a, Wat05,
Gen06|, fuzzy IBE [SWO05], inner-product encryption [KSWO08,0T12], and
ABE for boolean formula [GPSW06,0SW07,BSW07,0T10,LOS+10,Watl11,
LW12]. Most of them has been covered by generic frameworks. Attrapadung
et al. [AHY15] even gave a generic framework for tightly secure IBE based on
broadcast encodings and reached a series of interesting constructions. However
IBE schemes with exponent-inverse structure [Gen06, Weel6, CGW17] are out
of the scope of current predicate encodings, and we still have no framework
supporting fully attribute-hiding feature [OT12].

JR-IBE has been used to construct more advanced primitives [WS16, WES17].
We note that our framework is seemingly not powerful enough to cover them.
However we believe our simplified JR-IBE (and our framework as well) can shed
the light on more extensions in the future.

Organization. Our paper is organized as follows. The next section will give
several basic notions. Our generic framework for ABE with tag will be given in
Sect. 3. We also prove its adaptive security in the same section. We then show
the compatibility of our framework with attribute-hiding encodings in Sect. 4.
The next section, Sect.5, illustrates the new ABE constructions derived from
our framework. The last section, Sect. 6, shows how to extend our framework to
support delegation.

2 Preliminaries

Notation. We use s «+ S to indicate that s is selected uniformly from finite set
S. For a probability distribution D, notation x <+ D means that = is sampled
according to D. We consider A\ as security parameter and a function f(A) is
negligible in X if, for each ¢ € N, there exists A. such that f(\) < 1/\¢ for
all A > A.. “p.p.t.” stands for “probabilistic polynomial time”. For a matrix
A€ Z’;Xk’/ with k > &/, we let A be the matrix consist of the first k' rows and
A be the matrix with all remaining rows.
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2.1 Attribute-Based Encryptions

Syntax. An attribute-based encryption (ABE) scheme for predicate P(-,-) con-
sists of the following p.p.t. algorithms.

— Setup(1*,P) — (mpk, msk). The setup algorithm takes as input the security
parameter A and a description of predicate P and returns master public/secret
key pair (mpk, msk). We assume that mpk contains descriptions of domains
X and )Y of P as well as message space M.

— Enc(mpk,z,m) — ct,. The encryption algorithm takes as input the master
public key mpk, an index (attribute) z € X and a message m € M and
outputs a ciphertext ct,.

— KeyGen(mpk, msk,y) — sky. The key generation algorithm takes as input the
master public/secret key pair (mpk, msk) and an index (policy) y € Y and
generates a secret key sk, .

— Dec(mpk, sky, ct;) — m. The decryption algorithm takes as input the master
public key mpk, a secret key sk, and a ciphertext ct, with P(z,y) = 1 and
outputs message m.

Correctness. For all (mpk, msk) « Setup(1*,P), all z € X and y € ) satisfying
P(z,y) =1, and all m € M, it is required that

sk, «— KeyGen(mpk, msk, y)

ct, « Enc(mpk,z,m) =1

Pr |Dec(mpk, sk, cty) =m

Security. For all adversary A, define advantage function Adv’’"()) as follows.

(mpk, msk) « Setup(1*,P), 8« {0,1}

BB - o (x*7m87m»{) <_.AKeyGen(mpk,msk,J(mpk) _1
Advy"(A) = |Pr|B=5 ct* «— Enc(mpk, z*,m}) 20
ﬁ/ - _AKeyGen(mpk,msk,-)(mpk’ Ct*)
An ABE scheme is said to be adaptively secure if Adv™()\) is negligible in A
and P(z*,y) = 0 holds for each query y sent to oracle KeyGen(mpk, msk, -) for
all p.p.t. adversary A. We may call z* the target attribute and each y a key
extraction query.

2.2 Prime-Order Bilinear Groups and Cryptographic Assumption

We assume a group generator GrpGen which takes as input security parameter
1* and outputs group description G = (p, G1,Ga, Gr,¢e). Here G, Go, Gp are
cyclic groups of prime order p of @(A) bits and e : G; X Gy — Gr is a non-
degenerated bilinear map. We assume that descriptions of G; and G contain
respective generators g; and go.
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Let s € {1,2,T}. For A = (a;;) € Z’;Xk/, we define the implicit representa-
tion [EHK+13] as

ger gt
Al =| D | e GERL
gort - g

Given [A]; € G¥*™ and [B], € GE*™, define e([A]1, [B]2) = [A"B]y € GIX".
We also use the following notations: given [a]s, [b]s € G¥ and ¢ € Z,, define
[a]s - [b]s =[a+Db], € G¥ and [a]¢ = [ca], € G¥; (3)
for ([al]s’ ) [an]S)v ([bl}sa RE) [bn]8> € (G§>7L> we define

([at]ss - -y [an]s) - ([b1]s, - - oy [Pa]s) = ([a1]s - [bi]s, .-+ [an]s - [Pa]s) € (Gl;)n§

for a = (ai1,...,a,) € Z and [bs € G*, we define

[b]3 = ([bl3,..., [b]i") € (G)" (4)
Let Dy, be a matrix distribution sampling matrix A € Zz(,kH)Xk along with a
non-zero vector a* € Zﬁ“ satisfying ATa* = 0. We need the following lemma

with respect to Dy.

Lemma 1 (Basic Lemma [GDCC16,GHKW16]). With probability 1 — 1/p
over (A,a*) « Dy and b — ZI™, it holds that

b ¢ span(A) and b'a* #0.

We review the matrix decisional Diffie-Hellman (MDDH) assumption in the
prime-order bilinear groups as follows.
Assumption 1 (D,-MDDH [EHK+13]). Let s € {1,2}. For any adversary
A, define the advantage function Advi’“ (A\) as follows
Adv*(A) = [Pr[A(G, [Als, [As]s) = 1] = Pr[A(G, [Als, [u],) = 1]|

where G — GrpGen(1*), (A, a*) « Dy, s — Zk and u — ZI. The assumption

says that Advﬁ’“‘ (M) is negligible in X for all p.p.t. adversary A.

2.3 Predicate Encodings

This subsection reviews the notion of predicate encoding [Weel4, CGW15] and
shows some useful notations and facts.

Definition. A Z,-linear predicate encoding for P : X x J — {0, 1} consists of

five deterministic algorithms

sE:XXZZHZZS sD:XXyXZZSHZp
rE: Y X Zy — Zyr kE:Y x Zp — Zy" DX XY xZy — 7,
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for some n,ng,n, € N with the following features:

(linearitY)' For all (.13, y) € Xva SE(J?, ')7 rE(y7 ')7 kE(y7 ')7 SD(J?, Y, ')a I’D(Jﬁ, Y, )
are Zy-linear. A Zy-linear function L : Zz — Z;‘/ can be encoded as a matrix
L=, € ZZX"I such that

L: (wl, ey wn) — (Z?:l lilwi7 ey Z?:l lm/wi). (5)

(restricted a-reconstruction). For all (z,y) € X x Y such that P(z,y) = 1,
all w € Zy and all « € Z,,, we have

sD(z,y,sE(z, w)) = rD(z,y,rE(y,w)) and rD(z,y,kE(y,a)) = a.

(a-privacy). For all (z,y) € X x Y such that P(x,y) = 0 and all o € Z,, the
following distributions are identical.
{z,y,a,sE(x,w),kE(y,a) + rE(y,w) : w «— ZZ} and
{z,y,a,sE(x, W), rE(y, w) : w « Z;'}.
We call n the parameter size and use |sE| and |rE| to denote n; and n,, respec-
tively, which indicate the sizes of sender encodings and receiver encoding. We

note that |sE| and |[rE| may depend on x and y respectively. For all z € X, we
define the distribution

sE(x) :={sE(z,w) : w «— Z} }.

More Notations and Useful Facts. Assume s € {1,2,T}. We can naturally
define a series of Zy-linear functions from L as follows:

L: (GoH” - @hH
n . n liw,’
([Wils, s [Wals) — (Hizl[wi]gla s T [wals™)
Because they essentially share the same structure (i.e., L), we employ the same

notation L. It should be clear from the context. Then we highlight three prop-
erties regarding functions L with respective to the same L as follows:

(6)

(L(-) and pairing e are commutative). For any a,by,...,b, € Z’;, we have

e([a]1, L([b1]2, -, [bn]2)) = L(e([a]1, [b1]2), .- -, e([a]1, [bnl2))  (7)
e(L([b1]1, ..., [bal1), [a]2) = L(e([bi]1,[a]2), .., e([bnl1, [a]2))  (8)

(L(-) and []; are commutative). For any ws,...,w, € Z,, we have

L([w1]s, - -+, [wn]s) = [L(wr, ..., wy)]s. (9)

(L(-) and “exponentiation” are commutative). For any w € Z; and
[a]s € G*, we have
[a] s = L([a]¥). (10)
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Concrete Instantiations. As an example, we show the predicate encoding for
equality predicate as below. This is the simplest encoding and extracted from
classical Lewko-Waters IBE [LW10].

(encoding for equality [LW10]). Let X =Y =Z, and P(z,y) =1 iff z = y.
Let n = 2 and wq,wy < Z,. Define

sE(z, (w1, ws)) :=wy + zws sD(z,y,c):=
rE(y, (w1, ws)) = w1 + yws kE(y, ) :=« rD(x,y, k) :

Here we have |sE| = |rE| = 1.

3 ABE with Tags from Predicate Encodings
3.1 Construction
Our generic tag-based ABE from predicate encodings is described below.

— Setup(1*, P): Let n be parameter size of predicate encoding (sE, rE, kE, sD, rD)
for P. We sample

A =Dy, Wi,... W, W ZHFxk g 7kt
and output the master public and secret key pair

mpk:={[A];, [W1A]1,...,[W,A];, [WAJy, K" A]r}
msk:={Wy,..., W, W: k}.

— Enc(mpk,z,m): On input z € X and m € Grp, pick s « Z’; and T < sE(z).
Output

00 : [As]l,
cty = Cy:=sE(x,[W]As],...,[W, As]) - [WTAs|T,
C:=[Kk'As|r-m, T

— KeyGen(mpk, msk,y): On input y € ), pick r «— Z’; and output

KO = [I‘]Q,
sk, := < Ky :=kE(y, k]2) - rE(y, [Wir]s, ..., [Wyr]s),
K2 = [WI‘]Q

— Dec(mpk, sky, ct;): Compute
K 6(007 I’D(l', Y, Kl)) : e(c()v KZ)SD(m’y}T)/e(SD(xv Y, 01)7 KO)

and recover the message as m «— C/K € Gr.
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Correctness. For all (z,y) € X x Y with P(z,y) = 1, we may use the following
abbreviation

sE(z,-) = sE(-), rE(y,-) =

rE(), kE(y,-) = kE(");
sD(z,y,-) =sD(-), rD(x,y,-) =D

rD(-)

and have

i e([AS]l, I’D(kE([k]Q)))

®)

e(Co,D(K1)) - €(Co, K2)P™)

e([As]1, rD(rE([W1r]2,
= rD(KE([s"ATk]7)) - rD(rE([s" AT Wr]r, ...,

L [Worl2))) - [sTATW )
[sTATWnr]T)) [sTATWr]P ™)

D [D(KE(sT ATK))]7 - [(D(rE(sT ATWir, ..., 8" ATW,r))]7 - [ AT W 2™
@ 15" ATK] - [sD(SE(S"ATWir, ..., s ATW,,r))]p - [ AT Wi

15" ATK] - - sD(SE([sT ATWr]p, ..., [sTATW,r]7)) - [T AT WD)

L [ AKr - e(sD(SE(W] A, [W}As]h). [r]2) - e([WT A 1))
D 7 ATK]- - e(sD(sE([W As],, -[W;Ash)),[rb)-e(sD([WAsH)v[r]z)
W s ATK]7 - e(sD(SE([WTAS]y. ..., [W]As]y) - [WAs]T), [t)2)

= [s"ATK]r - ¢(sD(C1), Ko)

which is sufficient for the correctness. We list the properties and the facts justi-

fying each (labelled) equality in Table 3.

Table 3. Properties and Facts for Correctness.

. | Properties

Facts

Composition of two linear functions are
linear

Both e([As]1, ) and rD(z, y, ) are linear
functions.

Linear functions and pairings are
commutative. (cf. Eq. (7))

Both rD(z, y, kE(y, -)) and rD(z, y, rE(y, -))
are Zp-valued linear functions.

(¢) | Linear functions and [-]s are Both rD(z,y, kE(y, -)) and rD(z, y, rE(y, -))
commutative. (cf. Eq. (9)) are Zp-valued linear functions.
STATK,sTATWir, ..., sTATW,r € Z,.
(d) | Restricted a-reconstruction sTATk,s"ATWir,...,s"TATWyr € Z,,.
(e) | Linear functions and [-]s are sD(z,y,sE(z,-)) isa Zp—valued linear func-
commutative. (cf. Eq. (9)) tion.
sTATk,s"ATWir,...,sTATW,r € Z,;,.
(f) | Linear functions and pairings are sD(z,y,sE(z, ")) is a Zp-valued linear
commutative. (cf. Eq. (8)) function.
(g) | Linear functions and “exponentiations” sD(z,y, ) is a Zp-valued linear function.

are commutative. (cf. Eq. (10))

Composition of two linear functions are
linear

Both e(+, [r]2) and sD(z,y, ) are linear
functions
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Security Result. We give the following main theorem stating that the above
generic tag-based ABE scheme is adaptively secure under standard assumption
in the standard model. The remaining of this section will be devoted to the proof
of the main theorem.

Theorem 1 (Main Theorem). For any p.p.t. adversary A making at most q
key extraction queries, there exists algorithms By, Ba, Bs such that

AdviP*(A) < Advgh (M) + ¢ - Advh (A) + ¢ - Advg (A) + 2770

and max{Time(By), Time(Bz), Time(B3)} ~ Time(A) + g - k% - poly(\, n).

3.2 Proving the Main Theorem: High-Level Roadmap

From a high level, the proof basically follows the common dual system method-
ology. We first define semi-functional distributions under the master public key

mpk = {[A]1, [WTA]L,...,[WTLA];, [WTA], K A7}
where (A,a") « Dy, Wi,..., W, W « ZFF & 7541 a5 follows.

(semi-functional ciphertext). A semi-functional ciphertext for target
attribute 2* € X and challenge message pair (mf, mj) € M x M is defined
as follows:

{[]17 SE(I*v [W-Il—ha ceey [WILh) ' [WT]I*v [kT}T : m?ﬁ T*}
where ¢ — ZF and 7* — sE(z*).

(semi-functional secret key). A semi-functional secret key for policy y € Y
is defined as follows:

{[t]2, kE(y, [k + | aa* |]2) - rE(y, [Wirla, ..., [W,rlo), [Wr]2 }

where o «+— Z,,. Note that all semi-functional secret keys in the system will share
the same a.

Game Sequence. Our proof employs the following game sequence.

— G is the real security game defined as Sect. 2.1.

— Gy is identical to Gg except that the challenge ciphertext is semi-functional.
— Gg; (for ¢ € [0,q]) is identical to G; except that the first ¢ key extraction
queries are replied with semi-functional secret keys.

Gs is identical to Gg 4 except that the challenge ciphertext is a semi-functional
ciphertext for random message m* € M.
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Roughly speaking, we are going to prove that

lem 4 sec 3.3 sec 3.3 sec 3.3 lem 5
Go = G = G ~  Ga; ~ e ~ G2.q =" Ga.

U

Here “~” indicates that two games are computationally indistinguishable while
“=” means that they are statistically indistinguishable. Let Adv'{()) be the
advantage function of any p.p.t. adversary .4 making at most ¢ key extraction
queries in G; ; with security parameter A.

We begin with two simple lemmas. First, it is not hard to see that G; and
Ga.o are actually the same and we have the following lemma.

Lemma 2 (G, = Gog). For any adversary A, we have Adv(\) = AdvZ"()).

Next, observe that the challenge ciphertext in the last game Gj is created without
secret bit f € {0,1}. In other words, the challenge ciphertext reveals nothing
about . Therefore adversary has no advantage in guessing § and we have the
lemma below.

Lemma 3. For any adversary A, we have Adv(\) = 0.

Following Chen et al.’s proof [CGW15], we can prove Lemma 4 showing
Go ~ G; and Lemma 5 showing Gz, = Gsz. Due to the lack of space, we omit
the proofs.

Lemma 4 (Go = G1). For any p.p.t. adversary A making at most q key extrac-
tion queries, there exists an algorithm B such that

IAdVY (A) — Advi (V)| < Advg(\) +1/p
and Time(B) ~ Time(A) + ¢ - k? - poly(A, n).
Lemma 5 (G2.4 = G3). For any adversary A, we have

|AdvZ4(N) — Advi ()] = 1/p.

In order to complete the proof, we prove that Gs ; is indistinguishable with
Go.i41 for all i € [0,q — 1]. The details are deferred to the next subsection.

3.3 Proving the Theorem: Filling the Gap Between G2 ; and G241

This subsection proves the indistinguishability of Go; and Gz ;+1. We introduce
an auxiliary game sequence which is based on the proof idea from Jutla and
Roy [JR13]. In particular, we need the following two auxiliary distributions.

(pesudo-normal secret key). A pseudo-normal secret key for policy y € Y is
defined as follows:

[r]2, KE(y, [K]2) - rE(y, [Wirls, ..., [Warls) - | [a* ] &) |
[Wrl; - | [a*7]; !
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where # «— Z, and 71,...,7v, < Z, are the random coins for tag 7* in the
challenge ciphertext. Recall that we compute 7* = sE(z*, (y1,...,7n)) for target
attribute x*.

(pesudo-semi-functional secret key). A pseudo-semi-functional secret key
for policy y € Y is defined as follows:

{ [r]a, KE(y, [k +[aa ||s) - rE(y, [Witla, ..., [W,r]o) - [a £ 7s0m) }
(Wl - [a*7];"

where 7 € Zj, and v1,...,vn € Z, are defined as before and o € Z,, is the one
used in the semi-functional secret key.
We note that the random coins 71, ...,7y, for 7* are independent of z* and

thus we can pick them at the very beginning and use them to create secret keys
of these two forms at any point.

Game Sub-sequence. For each i € [0,q — 1], we define

— Gg ;.1 is identical to Go; except that the i + 1st key extraction query y is
answered with a pseudo-normal secret key.

— Go ;.0 is identical to Go ;1 except that the ¢ + 1st key extraction query y is
answered with a pseudo-semi-functional secret key.

With this sub-sequence, we will prove that

lem 6 lem 8 lem 7
Goi = Goi1 = Goio = Goiyr.

We first prove Lemma 6 showing that Gy ; ~ Gs;1 and note that, following
almost the same strategy, we can also prove that Ga ;2 ~ Gg;41. Hence we will
show the corresponding result in Lemma 7 but omit the proof.

Lemma 6 (Go; =~ Ga,1). For any p.p.t. adversary A making at most q key
extraction queries, there exists an algorithm B such that

AV () — AdvE (V)] < AdvgH(\)
and Time(B) ~ Time(A) + ¢ - k% - poly(\, n).

Proof. Given (G,[M]z, [t]s = [Mu + ev]y ) where u «— Z* e = (0,...,0,1)" €

p7
Z’;“ and either v «+— Z, or v = 0, algorithm B works as follows:

Initialize. Sample (A,a*) «— Dy, k Z’;“ and § < {0, 1}. Pick
Wi, W, W — Zz(fﬂ)m and  Y1,..., Y0 — Zp

and program “hidden parameter” 7, ...,7, into W1,..., W, W as follows

Wi =Wi+mnV, ..., W, =W, +7,V, W=W-V
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where V = a* - (MM ) € ZS"** One may check that all W; and W

are uniformly distributed over Z}(,kﬂ)Xk as required. Due to the fact that

ATat = 0, we can return the master public key as follows
mpk = {[A]1, [W]A]\,...,[WLA];, [WT A, [k Alr}.
We note that B can not compute V and thus does not know Wy,..., W,,, W.

Challenge ciphertext. For target attribute x* and challenge message pair
(mf, m7), we sample ¢ «— Z’;“, compute tag 7* = sE(z*, (71,...,7,)) using
the “hidden parameter” and create the challenge ciphertext as follows

{le]1sE@", [Wich, ..., [Wich) - [WTelT, K clr - mj, 77}

Let v = MM_l, we show that

sE(z™, [Wicly,..., [Wheli) - [W'e]]
= sE(z*, [Wic]i,...,[Wicl)  [W'c|T
sE(z*, [y1via* 1, ..., [yaviat cy) - [-viat T
from the linearity of sE(z*,-) and
sE(z*, [1viat )y, ..., [yaviat cly) - [-viatTc]T  (the boxed part)
= sE(z*,[via* C]("ﬂ, ﬂn)) - VTaLTC]I
_ [VTaJ_TC]iE(I (Y15 7n) vatTe)y T T 0,

where the first equality is mainly implied by Egs. (3) and (4), and the second
equality comes from the fact shown in Eq. (10). This is sufficient to see that
our simulation is perfect.

Key extraction. We consider three cases: (1) For the first ¢ queries y, we sam-
ple r’ — Z’; and implicitly set

r=Mr € Zl;.

The vector r here is uniformly distributed as required and we can compute
[r]2 and simulate
[Vr]2 = [a* - (Mr')]o.

These suffice for creating the secret key as
{[r], KE(y, [K]2) - rE(y, [Wirlz- [ Vila, . [Worls - [, Vi2), [Wrlo - [~ Vi), }

because K, Wl, . ,WH,VV and 71,...,7, are all known to B. (2) For the
i+ 1st query y, we implicitly set

:Mu:fEZ’;.
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The vector r is distributed properly and [r]o = [t]2 can be simulated. Then
we may produce the secret key as follows

{ [f]27 kE(ya [k]Q) ' I’E(y, [VA‘/]}EJQ . [’YlaLL]Qa ey [anb : [r}/naig]Q); } )
[Wtly-[—a*t]

(3) For the remaining ¢ — i — 1 queries, we may work just as in the first case
except that we employ k 4+ aa* in the place of k.

Finalize. Output 1 when 3 = 3 and 0 otherwise.

Observe that, in the reply to the ¢ 4+ 1st key extraction query, we have

a't=a"Mu+v) = aL(MM_l)(Mu) +av=Vt+atov.

Therefore we have

kE(y, [kl2) - rE(y, [Wit]a - [m1a*t]s,...,[Wyt]a - [yaa't]s)
= kE(y, [k]2) - rE(y, [Wir]a - [y12*v]a, ..., [Wyr]a - [yhatv]2)
= kE(y, [kl2) - rE(y, [Wir]e, ..., [Wyrla) - rE(y, [11a*v ]2, ..., [1na*v]2)
= KE(y,[Kl2) - rE(y, [Wir]z,....[Warly) - rE(y, [ato]§ 7))
KE(y, [k]2) - rE(y, [Wirla, ..., [W,r]y) - [ato]F @7
[Wt]y-[—a‘t]s
= [Wr]y-[—atv]y
= [Wr]y-[a*v];!

It is now clear that the simulation is identical to G ; when v = 0; and if v is a
random element in Z,, the simulation is identical to Gy ;1 where 7 = v. O

Lemma 7 (Gs;2 =~ Gz,11). For any p.p.t. adversary A making at most q key
extraction queries, there exists an algorithm B such that

[AdVZ"2(A) — Advi T (M) < Advg" (A
and Time(B) ~ Time(A) + ¢ - k% - poly(\, n).
Proof. The proof is similar to that for Lemma 6. O

We complete the proof by proving Lemma 8 which states that Go ;1 and
Go.;.2 are statistically indistinguishable. This is derived from the a-privacy of
predicate encodings.

Lemma 8 (Gz ;1 = Go;2). For any adversary A, we have
AdvZ () = AdvE2 ().
Proof. We prove the lemma for any fixed

~ (A,at) Dy, Wi, ..., W, W ZJTF e 7k 5 (0,13
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— random coin ¢ « Z’;‘H for semi-functional challenge ciphertext ct*;
— «a < Zy, random coin r Z’; for each key extraction query and the extra
random coin 7 < Z, for the i 4 1st one.

Let sk?(j’) be the reply to the i+ 1st key extraction query y in Gz ;5 (b = 1,2) and
ct* is the challenge ciphertext for target attribute z*. It is sufficient to show

{(skiM, ct")} = {(sk{P, ct")}

where the probability space is defined by 1, ..., v, « Z,. In fact, we can further
reduce to the claim that

{(KE(y, [aa*]y) - [a /5 @) SE(a*, y1, ..., 7))} and

E(YvLsees - .
{[a*7]5 (@710 )7 sE(z*,v1, .-y )}
are statistically close over the same probability space as before. One can rewrite
the first distribution as

{[aL,’g];E(yva/f)"l‘rE(ya'Yla<~~7"/n)7 SE(2", 71, .+, )}
which is statistically close to the second one by the a-privacy of predicate encod-
ing. This readily proves the lemma. a

4 Tag-Based ABE with Weak Attribute-Hiding Property

This section shows that our framework (presented in Sect. 3) is compatible with
the attribute-hiding predicate encoding [CGW15]. This means that our frame-
work can derive a series of attribute-hiding ABE with tag.

4.1 Preliminaries

Definition. We may call an ABE with (weak) attribute-hiding the predicate
encryption (PE for short). A PE scheme is also defined by four p.p.t algorithms
Setup, KeyGen, Enc, Dec as in Sect.2, but the security is defined in a slightly
different way. For all adversary A, define the advantage function Adv'y’()\) as

(mpk, msk) « Setuplgl’\G, P(), kﬁ ” ~§O7 1}
PE(y) _ _ | (&g, @1, mG,m) « ATEenimPmEs)(mpk) |1
Adva(A) = Pr |5 =0 ct* « Enc(mpk, x5, m}) 2"

ﬁ/ P AKeyGen(mpk,msk,~)<mpk’Ct*)

A PE scheme is said to be adaptively secure and weakly attribute-hiding if
Adv'{()) is negligible in A and P(zf,y) = P(z},y) = 0 holds for each query
y sent to oracle KeyGen(mpk, msk, -) for all p.p.t. adversary A.

Attribute-hiding Predicate Encoding. A Z,-linear predicate encoding
(sE, rE,kE,sD,rD) for P : X x ¥ — {0,1} is attribute-hiding [CGW15] if it
has the following two additional properties:
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(z-oblivious a-reconstruction). sD(x,y,-) and rD(z,y,-) are independent
of z.

(attribute-hiding). For all (z,y) € X x Y such that P(x,y) = 0, the following
distributions are identical.

{x,y, sE(z,w),rE(y,w) : w « ZZ} and {x,y, r:r« Z]‘;E‘HrEI}.

4.2 Construction and Security Analysis

Assuming an attribute-hiding predicate encoding, we can construct a predicate
encryption with tag as in Sect. 3.1. Technically we prove the following theorem
stating that the generic tag-based PE scheme is adaptively secure and weakly
attribute-hiding under standard assumption in the standard model.

Theorem 2 (Weak AH). For any p.p.t. adversary A making at most q key
extraction queries, there exists algorithms By, B, Bs such that

AdvF(A) < Advg®(A) + q - Advg (A) 4 g - Advgh (X) + 2790

and max{Time(By), Time(Bz), Time(B3)} ~ Time(A) + ¢ - k? - poly(A, n).

Proof Overview. We prove the theorem using almost the same game sequence
as described in Sects. 3.2 and 3.3. We just describe the differences between them.
Firstly, the challenge ciphertext will be generated for identity ;. Secondly, we
need to re-define pseudo-semi-functional secret keys and semi-functional secret
keys as follows.

(pesudo-semi-functional secret key). A pseudo-semi-functional secret key
for policy y € Y is defined as follows:

[r]2

KE(y, [k +[aa* o) - rE(y, [Wir +|a*dy o, ..., [Wor + | a*iy, [2)

. [aLTA];E(yv’Ylw--a'Yn),

(W], - [at7]; !

where 7 € Zyp, Y1,...,Yn € Zp, o € Zy are defined as before and 1y, ..., iy < Zyp
are fresh for each pseudo-semi-functional secret key.

(semi-functional secret key). A semi-functional secret key for policy y € Y
is defined as follows:

{[r]2, KE(y, [k + [aa* 1) - rE(y, [Wir +[a @y [, ..., [W,r +[a* @, o), [Wr], }

where o € Z, are defined as before and ,...,%, < Z, are fresh for each
semi-functional secret key.
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Finally, we add an additional game G4 shown below. Its preceding game Gs
(the final game in the previous game sequence) is restated so as to emphasize
the difference between them.

— Gg is identical to Gg 4 except that the challenge ciphertext is a semi-functional

ciphertext for attribute z; and ’ random message m* € M |
— Gy is identical to Gz except that the challenge ciphertext is a semi-functional
ciphertext for | random attribute x* € X ‘ and random message m* € M.

With the extended game sequence, we will prove that

Go ~ G = Goo = Go1 = -+ = Gyg = -

where “Gy; & Gg,41” for all i € [0,¢] will be proved using the game sub-

sequence
Goi ~| Goi1 = Goyo |~ Goiyr.

Because of the similarity of game sequences, most lemmas we have presented
in Sects. 3.2 and 3.3 still hold and can be proved in the same way. Due to the
lack of space, we omit them. The proofs of “Gg = G4” and “Ga,;.1 = Ga,2” (the
boxed parts) mainly follow [CGW15] and our proof in previous section.
Finally, we point out the fact: The challenge ciphertext in Gg still leaks
information of g € {0,1} via zj, but such a dependence is removed in Gy.

Therefore Adv’(\) = 0 for any A.

5 New Tag-Based ABE

In this section we will exhibit two tag-based ABE for boolean span program
derived from our generic tag-based ABE and two concrete encodings in [CGW15].

Boolean Span Program. Assume n € N. Let [n] be the attribute universe. A
span program over [n] is defined by (M, p) where M € Z{% and p : [(] — [n].
We use M; to denote the ith row of M. For an input x = (z1,...,2,) € {0,1}",
we say

x satisfies (M, p) <= 1 € span(My)

where 1 = (1,0,...,0) € Zzl]”l and My = {Mj : ;) = 1}. In this case one
can efficiently find coefficients wy,...,wy € Z, such that

Zj T (=1 u)ij =1.

Here we will assume n = ¢ and p is an identity map following [CGW15].
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5.1 Key-Policy Construction
The corresponding predicate is defined as
P(x,M)=1 <= x satisfies M

where x € X = {0,1}f and M € Y = Zf’,xz/. Our concrete KP-ABE scheme is
described below:

— Setup(1*, 1%): Sample
A =Dy, Wi,... W, Us,... Uy, W ZFFxE g 7kt
and output

mpk = {[A]1, [W]A]L,...,[WJA]y, [W A1, K Alr}
msk := {W1,..., W, Us,..., Uy, W; k}

— Enc(mpk,x,m): On input x € {0,1}¥ and m € Gz, pick s « Z’; and
Wi, ..., Wwp < Zy. Output

C() = [Ash,
Cl = [xl(Wl + U)1W)TAS]1,
Cty = : € GH L % (GMY! x Gr x z5
Cyp:= [fve(We + w4W)TAS]1,
C := k" As|p -m,
T:= (T i=21W1, ..., T = TeWp)

— KeyGen(mpk, msk, M): On input M € Zﬁle, pick r < Z’; and output

Ky :=[r]a,
Ky = [(K[[Usr|| - [[Upr)M] + Wirl,,
skn = € G5 x (GIZC—H)E x GS—H
Ky := [(k||Usr]| - - ||U£,r)M; + Wrls,
Kt = [WI']Q

— Dec(mpk, skn, ctx): Find out ws,...,we € Z, such that Zj:szl wiM; =1
and compute

K —eCo, [ (&;-EF)*)-e [ ¢ Ko)

Jixj=1 Jixj=1

Recover the message as m «— C/K € Gr.
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5.2 Ciphertext-Policy Construction
The corresponding predicate is defined as
P(M,x)=1 <= x satisfies M

where M € X = fo“, and x € Y = {0,1}*. Our concrete CP-ABE scheme is
described below:

— Setup(1*, 1¢): Sample
A—Dy, Wi,...,W,, VW — ZFHxE o zht!
and output

mpk = {[A];,[WiA];,...,[W;A]1, [VTA]y, [WTA]y, [KTA]r}
msk := {Wy,..., W, V,W; k}

— Enc(mpk, M, m): On input M € ngz' and m € G, pick s «— Z’; and

Wi, wp e Ly, 0 Ly, w5 Uy, Uy o Z{FFDXE,
Output
ctym =
Cy := [As]y,

C1:=[(Wi;+wiW) As + ((V +vW)" As||ULAs|| - - - ||U,, As)M]]1,

Cop:=[(Wi+ wW) As + ((V + vW)" As||ULAs|| - - - ||U},, As)M} |1,
C := k" As|r - m,
T:=(mm:=w +Mi(3), ..., e :=we+ My (3))

€G! x (GY)' x Gp x Z¢

— KeyGen(mpk, msk,x): On input x € {0, 1}, pick r < Z’; and output

KO = [I‘]Q,
Kl = [:chlr]g
sky = : € Gk x (G 5 Ght
Kg = [nggr]g
Koy = [k + VI‘]Q
Kt = [WI‘]Q

— Dec(mpk, sk, ctp): Find out wy,...,we € Z, such that ijjzl w;M; =1
and compute
wj Zj:a;jzl Wi Ty —wj
K — e(CO7K€+1 : H Kj . Kt ) . e( H Cj ,KO)

jrxj=1 jixj=1

Recover the message as m — C/K € Gr.
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Using concrete encodings in [CGW15], we can derive more tag-based ABE
instantiations. With our framework, we can also reproduce several previous con-
crete tag-based ABE schemes (such as those in [Ram16,RS16]) with simple
proofs under the k-Lin assumption. In fact we just need to extract respective
concrete encodings from them and apply our framework.

6 How to Support Predicate Encoding with Delegation

Our framework shown in Sect. 3 and extended in Sect.4 cannot cover the HIBE
schemes proposed by Ramanna and Sarkar [RS14]. This section further develops
the framework and predicate encoding to accommodate the delegation mecha-
nism in HIBE system.

We first recall a notion from [CGW15]. A predicate P : X x Y — {0,1} is
delegatable if there exists a partial ordering < on Y such that

(y<y)AP(x,y)=1=P(z,y/) =1 forallze X.

One of classical delegatable predicates is the predicate for HIBE: Let £ € N and
X=)Y= Z;Z. The predicate is
P(x,y)=1 <= 1y isa prefix of x.

The partial ordering is the prefix relation, that is y <y’ iff y’ is a prefix of y.

6.1 Syntax and Definition

An ABE scheme for a delegatable predicate P consists of algorithms Setup,
KeyGen, Enc, Dec as defined in Sect. 2.1 and a delegation algorithm Del.

— Del(mpk, sky/,y) — sk,. The delegation algorithm takes as input the master
public key mpk, a secret key sk, for ¢y’ € J and index (policy) y € Y with
y <y, and generates a secret key sk, for y.

We require that the delegation algorithm is path-oblivious which means secret
keys generated by KeyGen and Del have the same distribution, that is

{(skyr, sky) : sk, < KeyGen(mpk, msk, y'), sk, < KeyGen(mpk, msk,y)}
={(sky,sky) : sk, — KeyGen(mpk, msk, '), sk, < Del(mpk, sk,,y)}

for all y,9' € Y satisfying y < 3’. The assumption is natural and allows us to
continue working with the security model described in Sect. 2.1; otherwise one
should turn to the model described in [SW08] where an adversary can decide
how to create secret keys—using KeyGen or Del.
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6.2 Predicate Encoding Supporting Delegation

A predicate encoding for delegatable predicate P is composed of five algorithms
sk, sD, rE, kE, rD satisfying all requirements described in Sect. 2.3 and an extra
algorithm

dE: Y x Y x Il — T

with the following features: (1) for all w « Z7, a « Z, and y,y € ) with
y < ¢, it holds that

dE(y,y', kE(y', ) + rE(y', w)) = kE(y, a) + rE(y, w)

and (2) dE(y,y’,-) is Zp-linear. A predicate encoding for HIBE from Boneh-
Boyen-Goh’s HIBE with constant-size ciphertext [BBGO5] is as follows:

(encoding for HIBE [BBGO5]). Let w «— Z;,X(EH), x = (#1,...,2¢,) and
y = Y1,...,y,) for £y, £, < L. Define

SE(x,w) = w(L,x,0)  sD(x,y,c)i=c

-
rE(y,w) :=w ( y I) rD(x,y,k) :==k(1,2¢,41,...,2¢,,0)"
0

As shown in [KSGA16], the encoding is linear and satisfies a-restriction and -
privacy. Besides that, for y' = (y1, ... ,yg;) and 'y = (y1,---,¥e,) with £ < £,

we also define .
NN S Yo, +1 --- Yy

It’s straightforward to show that dE meets two requirements.

6.3 Generic Construction and Security Analysis

A direct way to support delegation in our framework in Sect. 3.1 is to apply dE to
K;. However this delegation algorithm is not path-oblivious. Following [RS14],
we publish W1, ..., W,,, W in the master public key mpk in a proper form which
makes it possible to publicly re-randomize any secret key.

Construction. Our tag-based ABE supporting delegation is as follows. We
highlight all terms we add for delegation in the dashboxes.

— Setup(1*,P): Let n be the parameter size of predicate encoding supporting
delegation (sE, rE, kE, rE, rD,[dﬁEj) for P. Sample

AcDy (Ze TR WL W, W e ZDXE g gk
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and output the master public and secret key pair

mpk — i@llj [WiAlL, ... »,LVYZN;JWTJ& K A]
T (2 Wzl [WaZ] (W2l T

msk := {Wy,..., W,, W; k}.

— Del(mpk,sky/, y): Let sk, = { Kj, K}, K3 }. Sample T « Z% and compute a
re-randomizer

{]?0 = [Z?]v Ifil = rE(Z—/a [le’f]Qa ceey [WHZF]Q)a I?Q = [WZF]Q}
and output
Sky = {KOZK(/) . [?0, K1 = dE(y,y/,Kll) . Rl, K2 = Ké . [?2}

The remaining algorithms KeyGen, Enc and Dec are defined as in Sect. 3.1. The
algorithm Del is path-oblivious: if we let r’ be the random coin for sk, the
random coin in sk, will be r = r’ 4+ Zr which is independent of r’ thanks to .

Security. Observe that the only difference in the security game here is that the
mpk sent to the adversary also includes

(Z]2, [W1Z]s, ..., [W,Z]s, [WZ],,

since Del will not be involved. Therefore we can prove the adaptive security of
our ABE scheme as in Sects. 3.2 and 3.3. In fact what we need to show here is
how to simulate these extra entries in mpk in our previous proofs.

To prove Lemmas 4, 5 and 8, the simulator knows W1, ..., W,, and W. It can
sample matrix Z « ZF**¥ and simulate the extra entries directly. For Lemmas 6
and 7, we recall that the simulator received (G, [M]z, [t]2 ) and implicitly define

Wi =Wi+7V, ..., W, =W, +7,V, W=W-V

where Wl,...,vA\?n,W — Z,(,kH)Xk, My-eosYn — Ly and V = a* - (Mﬁil).

As we have mentioned, the simulator can not calculate V and does not know
Wi,..., Wy, W. However it can still simulate the extra entries as follows: Sam-
ple Z — Z];Xk and define

7 — MZ.

Since M is full-rank with high probability, matrix Z is distributed correctly and
we have

W,Z = WZMZ + %aLMZ foralli € [n] and WZ = WMZ — a*MZ

That means we can simulate all extra entries from [M]s. This is sufficient to
finish our proof.
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