Chapter 2
Thermodynamics

Thermodynamics includes a theoretical and an applied part. The applied thermo-
dynamics has its roots at the end of 19th century and it is used to calculate the
temperature distribution in a continuum body. This aim is fulfilled by employing
the balance of internal energy. We will study this approach in Sect.2.1 for macro-
scopic systems and in Sect.2.2 for microscopic systems. The difference between
macroscopic and microscopic systems relies on the used constitutive equation.

The theoretical thermodynamics has started around 1950s. It has the goal of defin-
ing constitutive (material) equations that close the balance equations. By using ther-
modynamics we will derive the constitutive equations necessary in the computational
reality. In Chap. 1 we have employed many constitutive equations with an ad-hoc
method. In this chapter we will answer the question of how to derive these equations
in a thermodynamically consistent manner. Concretely, in Sect. 2.3 we will analyze
such an approach and derive the NAVIER—STOKES—FOURIER equations for a viscous
fluid. Unfortunately, there are various methods in the literature for the thermodynam-
ically consistent derivation of constitutive equations—we will not discuss the pros
and cons of these different approaches. Herein, we present an engineering approach
suitable for many simple material models. Although the method fails to cover some
processes, it is general enough for determining all of the constitutive equations neces-
sary for the simulated engineering applications in this book. Moreover, the necessary
mathematical knowledge is fairly low. After having studied the method in Sect. 2.3
we will employ it in Sect. 2.4 for viscoelastic materials and in Sect.2.5 for plastic
deformations. Much use of the method will be made in the next chapter, too.
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112 2 Thermodynamics

2.1 Temperature Distribution in Macromechanics

A conductive material possesses the ability of transferring thermal energy, heat,
without mass transport. In other words, heat travels between particles where particles
remain at their positions. If we hold one end of a steel spoon in hot water, heat conducts
to the other end without any deformation of the spoon itself. Of course there is a
small expansion due to the temperature change in the spoon, however, in this section
we neglect this reversible deformation and assume the body as rigid throughout the
simulation. The balance equations can be introduced in a material or open system.
The local forms of the equations are identical in both systems.

‘We motivate the governing equations for a solid body by using a material system.
Mass and momentum balances in current frame read

(/ pdv).zo, (/ pvidv).z/ innjda+/pf,-dv. (2.1)
B B OB B

From the mass balance we calculate the mass density (or pressure) and from the
momentum balance we acquire the displacement (or velocity). For the temperature
calculation we will use another balance equation. In order to obtain this equation we
start off with the balance of rotal energy in the current frame:

(/ pedv) :/ anjda—i—/ psdv, 2.2)
B OB B

where p, e, F;, and s denote the mass density,' the specific? total energy, the energy
flux, and the specific energy supply, respectively. The total energy is a conserved
quantity like mass and momentum; the balance of total energy lacks a production
term. We can decompose total energy density:

1
pe = pu + Epv2 , (2.3)

where the first term is the so-called internal energy density with the specific internal
energy, u, and the second term is the kinetic energy density due to the velocity, v.
Now, by inserting the mass balance into the balance of energy as well as into the
balance of momentum, we obtain

/pv[dv:/ Ujinjda+/pﬁdv,

B 0B B
/pe'dv:/ anjda+/ psdv .
B 0B B

I Density means per volume.

2.4)

2Specific means per mass.
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After applying GAUSS’s law, we acquire the local forms:

. Ooj . OF;
pvi_ax{_pf,:o, pe—aT{—pszo. (2.5)
J J

We observe a clear structure in the balance equations. The first terms indicate which
term is balanced. The second terms are divergence of fluxes. The third terms are
supply terms. On the right-hand side the production terms are written—momentum
and total energy are conserved quantities. Equation (2.3) implies that the rate of
specific energy can be rewritten by making use of the momentum balance:

1 .
e = (u + Evivi) =u + v,

2.6)

do; (

pe'=pu'+vi( i +pﬁ).
8xj

By using the latter in the balance of total energy we obtain

6a<,~ OF;
L — L tupfi—ps=0,

8xj 6xj
. 0 611,‘
pu = aTj(Fj - Ujivi) —p(s — fivi) = UjiaTj .

pu’ + v;
2.7)

This equation has a structure of a balance equation. The first term denotes that the
internal energy is balanced. The second term is a divergence of the internal energy flux
and the third term is the internal energy supply. These terms are often abbreviated as

—q;=F;—ojvi, r=s— fiu, (2.8)

where the so-called heat flux, q;, and the supply term, r, needs to be defined or given.
The minus sign in front of the heat flux is due to the convention that the heat pumped
into the system has been seen as a positive quantity. The first power generators were
using coal to burn and they did produce mechanical energy. Heat added into the
system as well as the mechanical work taken out of the system were seen as positive
quantities. We keep herein this convention and define the flux term of the internal
energy as —q;. The balance of internal energy reads

oq; ov;
T pr =g (2.9)

i +8xj Ox;

or in global form (after using the balance of mass and GAUSS’s law)

. 9,
(/ pudv) =—/ an,-da—i—/ prdv+/ U,-i—vdv. (2.10)
B B ' B g 1 Ox;
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Here we see again the effect of the minus sign in front of the flux term. The heat flux is
defined as the rate of energy transported info the system across the boundary. Since the
plane normal is directed outward, we need a minus sign in order to describe a transport
into the system. In other words, the heat fluxes into the body against the direction of
the plane normal, n. Therefore, a minus sign is necessary to heat the system up, if the
heat flux is positive. The second term on the right-hand side is called a radiation term,
r. Actually, the name radiation might be misleading; this is not a thermal radiation,
for example, radiation from the sun cannot be modeled with this term. This term is a
specific (per mass) heat supply, r, used in the microwave oven or in a laser welding.
We will call the term internal heating or heat supply in the following. The last term
on the right-hand side denotes a production term. When a deformation occurs, this
production term will alter the internal energy. We cannot simply neglect this term.
As long as there is a deformation in the continuum body, internal energy will be
produced. The internal energy is related to the temperature such that an increasing
internal energy will imply a temperature increase. Therefore, for any process where
a deformation occurs, there will be a change in temperature. The production term
is also called an internal friction. In many systems this production term may be
small, especially for slow deformations, such that we can assume that the process is
isothermal. This justification has been used in the Chap. 1.

In this section we restrict the model for rigid bodies, v; = 0, no deformations are
allowed. Balances of mass and momentum are satisfied identically and the balance
of internal energy simplifies to

94,

ox, —pr=0. (2.11)

pu’ +
For a rigid body the internal energy depends only on temperature,
u=u(T). (2.12)

The internal heating or heat supply, r, increases the temperature by affecting all
particles together. This term is a volumetric power; the food in the microwave oven
heats up in each of its particles at the same time. In the example of a spoon in hot
water, heat is transferred across the surface and then fluxes from one end to the other.
If we put the spoon in a microwave oven, all of its particles heat up together due
to the supplied heat supply, 7. The same holds in case of a laser beam.? A laser
beam supplies energy on a focused location. Suppose that a laser beam irradiates on
one end of the spoon. All particles on that end are irradiated and they all heat up
simultaneously. The laser radiates heat in such a way that it increases the temperature
volumetrically. We model a laser welding via specific heat supply term, r.

We want to implement a laser welding process and choose a plate as geometry: A
steel plate is welded with a laser beam. The energy supply comes as a laser beam in

3 A laser (Light Amplification by Stimulated Emission of Radiation) generates a focused beam of
photons in the same wavelength (coherent).
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Fig. 2.1 Laser beam
distribution as the GAUSSian
bell shape in xy-plane 3000

L in \\'r/kg

o

000 -
T gy, 3004 2096

a concentrated manner and heats up the whole thickness of the plate at once, roughly
alike cylinder, but instead a circle cross section, a GAUSSian bell shape4 should be
modeled. Any circular GAUSSian bell shape in x;x>-plane can be expressed as

r = Pexp ( - ((x1 i+ (- 922)2)) , (2.13)

such that the laser beam reaches its maximum value P at the position (X1, x7), since
r = Pexp(0) = P. The power becomes asymptotically zero for coordinates away
from (X1, ;) owing to the minus sign. We want to simulate a laser beam evolving in
time. The power (energy rate) of the laser reads

l L. 2 2
L(xi,1) = Pexp ( - 50000((x1 — (43 sin@rn)) + (v2 = ve1) )) :

(2.14)
where the laser beam moves with a time parameter 7 = f/feq = [0, ... 1] in x|
sinusoidally and along x, linearly with a constant speed v;. Of course, this is a
model problem. In reality, the path is already defined in design and programmed into
a NC (Numeric Controller) laser welding machine. Here we want to implement a
complicated path description in order to present how to implement such a process
into the code. The power of the laser beam, P, can be found in the data sheet of the
laser welding machine. In order to visualize the implemented laser beam distribution,
we plot the distribution for x = y = 30mm and P = 3000 W/kg in Fig.2.1. Since
we multiplied L in Eq.(2.14) with a huge number of 50 000, the laser beam affects
only locally, as expected from a focused light.

41t is named for Carl Friedrich Gau8.
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For a rigid body the deformation gradient equals to the KRONECKER delta such
that current and initial frames are equal, x; = X;. The balance of internal energy

reads 9 9
U qi

— 4+ —=— —pr=0. 2.15

Por Vo P (2.15)

For the internal heating we use the laser beam, r = L. Moreover, the internal energy
depends only on the temperature, u = u(T'), in case of a rigid body. Hence we obtain

Ou 0T  Og;
- 4t =0. 2.1
Porar Tan Pt (2.16)

In Sect.2.3 on p. 126 we will formally introduce and discuss the so-called specific

heat capacity:
Ou

c=—, (2.17)
oT
and explain how to measure this material parameter. The specific heat capacity is con-
stant for many engineering materials. We also need a constitutive (material) equation
for the heat flux, g;. The simplest relation is given by FOURIER’s law:’

or
qgi = —lﬁ}a ) (218)

where the material parameter, «, is referred to as thermal conductivity. We assume it
being constant. The minus sign denotes that the heat flux conducts in the direction of
decreasing temperature gradient. Hence, heat fluxes from higher to lower tempera-
ture. This phenomenon is known intuitively and its validity is a subject of theoretical
thermodynamics. For the moment we take it for granted and insert FOURIER’s law
into the balance of internal energy

T T
C— — K
P T "oxom

—pL=0. (2.19)

This differential equation is called the field equation for T, where its solution leads
to the temperature distribution in a rigid body. We acquire the variational form of the
latter differential equation by discretizing in time and by using integration by parts.
First we utilize a backward difference scheme for temporal discretization, as usual,

oT Tw)—T@t—A) T—-T°

el (2.20)
ot At At

SThe constitutive equation is named after Jean-Baptiste Joseph Fourier.
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Secondly, we multiply the field equation by the test function, §7, for spatial dis-
cretization

pc 0 0T
P oy _ _ =0. 221
/T)(At(T T%) = hg o = pL )3T dv =0 2.21)

The second term in the integral form possesses a second derivative in space, whereas
the multiplied test function has no derivatives. Thus, the continuity conditions of
T and §T are different. In the GALERKIN procedure we utilize the same function
space for the primitive variable 7" and its test function §7". Hence it has to belong to
class C? at least. We can integrate by parts and acquire a form where both terms are
differentiated once such that the continuity condition of T, §7 is weakened and they
need to belong to C'. After integrating by parts we acquire the weak form:

F —/ i Y SAL LN B / LLUPY
r= B At K@xi 8xi p v 9B Haxi e
(2.22)

The integrand on the boundaries 9B shall be given. In Chap. 1 we have seen DIRICH-
LET boundary conditions, where the solution itself is given, and NEUMANN boundary
conditions, where the gradient of the solution in the surface outward normal, #;, is
defined. For the case of the energy equation the heat flux, g;, projected into the surface
normal, g;n;, defines a NEUMANN condition. This condition is the heat exchange from
the surface of the plate to the surrounding medium, probably air or some special kind
of gases like Argon or Helium for a better welding. The heat exchange is due to the
temperature difference between the surface and the surroundings. Surface becomes
hot as a consequence of the energy delivered by the laser beam. The temperature of
the surroundings might be set constant® to an ambient temperature, Tyyp. Thus, we
obtain the DIRICHLET condition 7" = T,n,, on the boundary. Both conditions can be
mixed together in order to create another type of boundary condition. We introduce
a mixed boundary condition, to which is referred as a ROBIN boundary condition,’
for the whole surface 9B as follows

gini = (T — Tyyy) Vx; € 0B, (2.23)
where a (positive) convective heat transfer coefficient, h in W/(m2K), is introduced

that depends on the material and state of the ambient. If the body is embedded in
fluid the convection heat transfer coefficient is higher than in air. In case of a moving

5Constant temperature of the surroundings is a warm bath idealization. Suppose that there is so
much water in a bath; a heat exchange with the body within the bath does not affect the temperature
of the bath, at all. The water on the surface of the body remains at the same constant temperature
all the time.

71t is named after Victor Gustave Robin.
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Fig. 2.2 Temperature distribution at 2, 5, 15, and 50s in the steel plate during the laser welding

fluid that surrounds the body, the coefficient is even higher. This so-called natural
convection in Eq. (2.23) provides a positive energy flux into the body if the ambient
temperature is higher than the surface temperature,

—qin; = h(Tymp — T) > O when Ty, > T . (2.24)

Additionally, for the heat flux we readily employ FOURIER’s law in Eq. (2.18). Now
the linear variational form reads

oT 08T

Fr =/ (Z—Ct(T —TO)8T +rg— = pL 8T) dv+
B Y O (2.25)

+/ h(T — Tamp) 3T da .
OB

The code below computes the temperature distribution transiently, which can be seen
in Fig.2.2.
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?7” Computational reality 10, temperature distribution in a
< macroscopic body”””

_—author__ = ”B. Emek Abali”

__license__ = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import x

import numpy

parameters [”allow _extrapolation”]=True

parameters [”form _compiler” |[” cpp-optimize”] = True
set_log_level (ERROR)

rho=7860.0 # mass density of steel in kg/m”3

c=624.0 # heat capacity in J/(kg K)

kappa=30.1 # thermal conductivity in W/(m K)

h=18.0 # heat convection out of the surface into ambient
— in W/(m"2 K)

Ta=300.0 # ambient temperature in K

1=0.1 # length in x and y directions in m

thickness=0.001 # thickness of the plate in m

P=3.0e6 # laser power in W/kg

speed=0.02 # laser speed in m/s

# Create mesh and define function space

mesh = BoxMesh (Point (0.0,0.0,0.0), Point(l,1,thickness),
— 200,200,2)

Space = FunctionSpace (mesh, 'P', 1)

cells = CellFunction( 'size_t ', mesh)

facets = FacetFunction( 'size_t ', mesh)

da = Measure( 'ds ', domain=mesh, subdomain_data=facets)
dv = Measure( 'dx ', domain=mesh, subdomain_data=cells)
t=0.0

t_end=50.0

Dt=0.1

initial . T = Expression(” Tini”, Tini=Ta)

TO = interpolate(initial_-T , Space)

Laser = Expression(”Pxexp(—50000.0%(pow (x[0] —0.5%1%(1+0.5%sin
— (2xpixt/t_e)), 2)+pow(x[l]—veloxt, 2)))” ,P=P,t=0,t_e=
— t_end/10.,1=1 , velo=speed)

T = TrialFunction (Space)

del_T = TestFunction(Space)

Form = (rhoxc/Dt*(T—T0) xdel T \
+ kappa*T.dx(i)*del-T.dx(i) \
— rhoxLasersdel T ) = dv \
+ h#*(T-Ta)*del T xda

left=lhs (Form)
right=rhs (Form)

A = assemble(left) # non—changing by time stepping
b = None # dynamically assembled acc. to time
T = Function (Space)

file.T = File(”/calcul /CR10/T.pvd”)
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for t in numpy.arange (0,t_end ,Dt):
print "Time ” |t
Laser.t=t
b=assemble (right , tensor=b)
solve (A, T.vector(), b, 'cg'")
if t=—int(t): file.T << (T,t)
TO. assign (T)

To-do

Temperature distribution in a macroscopic rigid body has been computed. In order
to deepen the understanding of the implementation try to do the following steps:

e Since the integral form is linear we may have implemented as in the previous
sections by using “Form” and “Gain.” Try to implement in this way, the results
have to be identical.

e Change the boundary condition to a weak® DIRICHLET condition and then to adi-
abatic® boundaries by manipulating the parameter /.

e Search for approximate values of & for natural and forced convection. Which one
has been established in the given code?

e Since heat escapes over the boundaries, sooner or later the temperature becomes
the ambient temperature homogeneously in all body. Find the material parameters
for a polymer and apply the same laser power. Is the body out of steel or polymer
will reach the ambient temperature quicker?

2.2 Heat Transfer in Micromechanics

Heat propagation in a rigid body has been described by a parabolic differential equa-
tion in the last section. A mathematician recognizes the differential equations under
two classes: diffusion and wave problems. A parabolic differential equation models a
diffusion problem and a hyperbolic differential equation models a wave propagation.
We refrain from using this terminology and point on the famous “paradox” due to
the characteristics of the parabolic differential equation used in the heat transfer.'?
Consider FOURIER’s law describing the heat flux:

T
qi(x,t) = —kG;(x,1), G;= or . (2.26)
8)(3,'

8We apply a DIRICHLET condition strongly by exchanging the solution with the given solution by
using “DirichletBC” in the code. Instead of this method, we can satisfy the condition weakly by
writing it under the boundary integral.

9 An adiabatic boundary prevents heat transfer across boundaries.
10See [16] for some interesting explanations on the characteristics of the heat propagation.
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Flux is the rate of energy exchange, in other words, it describes how quickly the heat
energy travels between neighboring particles. Since the flux depends only on the
temperature gradient, as long as there exists a temperature gradient the exchange may
happen as quick as possible. Therefore, heat flux depending only on the temperature
gradient results in an infinite propagation of the information. A typical example is a
long bar excited on one end by a laser pulse. As expected, the temperature changes on
the excited end. According to Eq. (2.26) at the very moment changed the temperature
the neighboring element feels this change. The temperature change implies a heat flux
instantaneously, thus whole bar “knows” this temperature change. In other words,
the temperature starts changing in the whole bar instantaneously. For a bar in a
macroscopic length scale, the temperature change is insignificant. Hence, FOURIER s
law is quite accurate for many engineering problems in macroscale. However, in a
microscopic length scale and laser pulses in femtoseconds the accuracy of FOURIER’s
law is inappropriate. There are even measurements in these scales suggesting a more
sophisticated definition of the heat flux'! than FOURIER’s law. In this section we
will generalize the heat flux by adding a rate dependency, similar to ideas used in
Sect. 1.4, and simulate in microscale.

The generalization of the heat flux can be introduced in many different ways. We
are interested in applied thermodynamics; so we use an argumentation that the flux
and temperature gradient occur in different time instants. It is challenging to choose
cause and effect, thus, we basically introduce a time lag both to the heat flux and
temperature gradient:

qgi(x,t+75) =—kGi(x,t +717) . (2.27)

The parameters 7, and 77 defines the time-delay or relaxation times between the

flux and its response, i.e., the temperature gradient. By setting 7 = 0 we attain

CATTANEO-VERNOTTE’s heat flux'? Since we want to evaluate the heat flux in the

current time, ¢, we expand the left and right sides of Eq.(2.27) around the current
time by using a TAYLOR series with linear terms:

qi(x,t) + 159/ (x,t) = —kGi(x, 1) — kTrG;(x,1) . (2.28)

By suppressing the arguments the heat flux for micromechanics reads

qi = —149; — kKG; — k17 G . (2.29)

1gee, for example, [18].
121t is named for Carlo Cattdneo and Pierre Vernotte.
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Since the body is rigid, there is no difference between the total and partial time rate.
Time discretization delivers

9 —q’ G -G
qgi = —14—— — kG — KTT———— ,
At At
(2.30)
A g0 — w142 )G +5260) .
T Ay 4 q’ At
As we have established the field equation for a rigid body in the last section

we can now implement the heat flux with relaxation times. After making the first
term discrete in time, multiplying by the test function, §7, and then applying an
integration by parts, we obtain the weak form:

pc 08T N
BT = To)8T — 15— = pL3T | dv+ | G387 da, (2.32)
5 \ At Ox; oB

where ¢ = g;n; is the given boundary condition.

Every body consists of electronic particles and thus emits energy as a result of
the changes in the electronic configurations of the atoms. This phenomenon happens
above the absolute temperature, 0 K, for all times in form of radiation. Radiation
is a volumetric supply and every particle of the body emits energy in the form
of electromagnetic waves (photons), however, they are again absorbed from the
neighboring particles. Only the particles building the surface emits energy such that
this type of radiation is modeled as a surface phenomenon.'* The maximum rate of
energy emitted from arigid body into a vacuum is given by the STEFAN—-BOLTZMANN
law:'4

Gg=oT", (2.33)

where the STEFAN—-BOLTZMANN constant, o = 5.670 - 10~8 W/m2, is a universal
constant. In the vacuum, the radiation waves propagate with the speed of light,
co = 2.998 - 108 m/s. In air, they propagate with c,i; = co/n, where the refractive
index is n = 1.0008 for air. The energy rate to the air is

g =n’cT*, (2.34)

in other words, it is only 0.16 % more than into the vacuum; this difference is neg-
ligible. The aforementioned relation holds for the idealized surface referred to as a

13For some intuitive explanations and examples of the thermal radiation, see [2, Chap. II, Sect. 9-4].
14The law is named after Josef Stefan and Ludwig Boltzmann,
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blackbody. Real surfaces emit less energy than the blackbody and this rate is mea-
sured by the emissivity, e, of the surface:

G =¢eoT*. (2.35)

The emissivity is between zero and one. Even in vacuum this type of energy exchange
occurs. If the body is surrounded by air at T, then the energy rate emitted from the
body reads

G=co(T*—Tpp) - (2.36)

We can now combine the natural convection and the surface radiation in order to find
out the boundary condition as follows

G =qin; = h(T — Tymp) +e0(T* = T2, (2.37)

for a body embedded in resting air. If the air possesses a velocity, as in case of a
forced convection, the value of & increases and the heat exchange via convection
dominates; the surface radiation can be completely neglected.

We acquire the following weak form for the computation:

pc 08T
Form = E(T —Tp) 8T — Gig =~ pL 3T ) dv+
E i (2.38)

+/ (h(T = Tymp) + €0(T* — Tyh.)) 8T da ,
0B

with the heat flux, ¢;, as in Eq. (2.30). Obviously, the weak form is nonlinear due to
the thermal radiation in the boundary conditions.

Suppose we have a tiny beam of 100 x 5 x 5um excited on one end with a laser
beam. Taken from [18] time lag parameters are given below in picoseconds:

for Cu, 77 =70.833ps, 7, =0.4648ps,
for Auor Ag, 7r =89.286ps, 7, =0.7438ps, (2.39)
forPb, 7p =12.097ps, 7, =0.1720ps .

We choose an appropriate unit system:

Ips=10""2s, 1pg=10"kg, 1um=10"°m, 1nN=10""N, (2.40)
where energy is in femtoJoule, InN x 1pum = 107> Nm = 1fJ, and temperature
in K as usual. A short pulse of laser on one end ignites a heat transport to the surface

and toward to other end, see Fig.2.3. The implementation with consistent units has
been realized by the code below.
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Fig. 2.3 Temperature distribution at 1, 15, 50, and 100ns in the gold bar, consider the change of
the temperature scale for a better visualization

1|7”” Computational reality 11, temperature distribution in a
< microscopic body”””

__author__ = ”"B. Emek Abali”

__license__ = ”"GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

6 |from fenics import =

7 | import numpy

¢ | parameters [” allow_extrapolation”]|=True

9 | parameters [” form_compiler” |[” cpp-optimize”] = True
10 | set_log_-level (ERROR)

12 |rho=19.3E—6 # mass density of gold (Au) in mug/mum” 3]

13 | c=129.0E6 # heat capacity in fJ/(mug K)

14 | kappa=318.0E—3 # thermal conductivity in fJ/(mum K ps)

15 [tauT = 89.286 # in ps

16 |tau_q = 0.7438 # in ps

17 |h=18.0E-9 # natural convection coefficient in fJ/(ps mum”2
— K) ]

18 | emis=0.47 # emissivity of gold not polished

19 | sigma=5.670E—17 # Stefan —Boltzmann constant in fJ /(ps mum==%2)

0 | Ta=300.0 # ambient temperature in K
1=100.0 # length in mum
th=5.0 # thickness in mum

P=30.0E3 # laser power in fJ /(mum ps)

TR W N =

mesh = BoxMesh (Point (0.0,0.0,0.0), Point(l,th,th), 200,10,10)
Space = FunctionSpace (mesh, 'P', 1)

VectorSpace = VectorFunctionSpace(mesh, 'P', 1)

cells = CellFunction('size_-t ', mesh)

~

DN NN NN N

0
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facets = FacetFunction('size_t ', mesh)

da = Measure('ds', domain=mesh, subdomain_data=facets)
dv = Measure('dx', domain=mesh, subdomain_data=cells)
t=0.0

t_end =100000.0 #0.1 mus

Dt=1000.0

initial . T = Expression(”Tini”, Tini=Ta)

TO = interpolate(initial_T , Space)

Laser = Expression(”Pxexp(—1.0%(pow(x[0] —2, 2)4pow(x[1], 2)+
— pow(x[2] —2.5, 2)))" ,P=P)

T = Function (Space)

del_.T = TestFunction(Space)

dT = TrialFunction (Space)

q0 = Function (VectorSpace)

G = as_tensor (T.dx(i), (i,))

GO0 = as_tensor (TO.dx(i), (i,))

q = as_tensor (Dt/(Dt+tau_q) «(tau_q/Dt*xq0[i]—kappax(1+tau_-T /Dt
— )xG[i]+kappaxtau-T/Dt+G0[i]), (i,))

Form = (rhoxc/Dt*(T-T0)*del_T \
— qfi]xdel-T.dx(i) \
— rhoxLaserxdel_.T ) x dv \
+ (hx(T-Ta) \
+ emisssigmax*(Txx4—Taxx4) )xdel_Txda

Gain = derivative (Form, T, dT)

file_T = File(”/calcul /CR11/T.pvd”)
for t in numpy.arange(0,t_end ,Dt):
print "Time 7 ,t
if t>=2000.: Laser.P=0

solve (Form==0, T, [], J=Gain, \
solver_parameters={"newton_solver”:{” linear_solver”:
< "mumps”, "relative_tolerance”: le—3} }, \
form_compiler_parameters={” cpp_optimize”: True, ”
<~ representation”: ”quadrature” , ”
< quadrature_degree”: 2} )

if t==int(t): file.T << (T,t)
q0 = project (q, VectorSpace )
TO. assign (T)

To-do

Temperature distribution with a time lag has been implemented.

e Change the boundary condition to a DIRICHLET boundary without radiation.

e Simulate the same problem with FOURIER’s law.

e Produce a 2D plot with temperature versus x-coordinates. Plot the results with
CATTANEO-VERNOTTE’s and FOURIER’s law on top of each other and analyse the
difference.
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2.3 Thermodynamics in a Nutshell

Theoretical thermodynamics concerns derivation of the constitutive equations, which
we have already been using in the former sections. For some viscous fluids, for exam-
ple water, we are certain that the NAVIER—-STOKES equation is an adequate model to
describe the flow behavior. The material model given by the constitutive equation has
been attained phenomenologically (by using empirical research). In the early 1940s
the concept of continuum mechanics has been redesigned under the name rational
mechanics. Different scientific branches of mechanics: solid body mechanics, fluid
mechanics, and applied thermodynamics, have been fused by using this concept.
Such an abstraction of different studies has lead to theoretical thermodynamics'
used to derive the constitutive equations.

Theoretical thermodynamics is a non-unique approach. At least four prominent
methodologies can be listed: the COLEMAN-NOLL procedure, MULLER’s rational
thermodynamics, and non-equilibrium thermodynamics.'® They deliver the basic
equations like NAVIER-STOKES’s equation such that we believe that all methodolo-
gies are correct. We omit an introduction and discussion of different methodologies
and design a method using elements from all of them. The output is again the well-
known equations for simple viscous fluids such that we can convince ourselves that
the procedure is acceptable. The proposed method possesses some limitations that
we will remark by presenting and applying the procedure in the following. Although
the method has some weak points, it is relatively simple and allows to be generalized
easily in order to involve electromagnetic interactions in Chap. 3.

We have introduced and implemented the following three balance equations in
their local forms: the balance of mass, the balance of linear momentum, and the
balance of internal energy, respectively:

Jv; 0o j; aqi dv;
e =0, pvi— =L —pfi=0, pu'+ — —pr=o0;-—=, (241
™ P s, pfi R e )

in the current frame expressed in a Cartesian coordinate system. The first two has
Zero sources, i.e., zero right-hand sides and the balance of internal energy has a non-
zero source. The source is a production term. We cannot eliminate or “shut off” the
production term. For example the production term of the internal energy—known as
the internal friction—alters the internal energy, as long as the material undergoes a
motion. Internal energy fails to be a conserved quantity. Mass and linear momentum
are conserved quantities, since they lack a production term.

From the balance equations we want to solve the mass density, p, the velocity, v;,
and the temperature, 7. First we need to close the balance equations by defining the
constitutive equations for the CAUCHY stress, ¢ j;, for the specific internal energy, u,

15Thermodynamics of irreversible processes started with papers of Carl Eckart, see [4], [5], [6], [7].
16The COLEMAN-NOLL procedure is named after Bernard D. Coleman and Walter Noll, see [3].
MULLER’s rational thermodynamics is named for Ingo Miiller, see [11]. The non-equilibrium ther-
modynamics is introduced by Sybren Ruurds de Groot and Peter Mazur, see [8].
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and for the heat flux, ¢;. After having found the definitions, the formulation will be
complete such that we can generate a weak form and solve the balance equations aug-
mented with the constitutive equations. Theoretical thermodynamics has the aim of
determining the constitutive equations. In this section we will perform the necessary
steps leading to the adequate constitutive equations modeling a viscous fluid.

We want to compute (p, v;, T) for a fluid in a EULERian frame, (x;, ). The
unknowns (p, v;, T) are referred to as primitive variables: their mathematical exis-
tence is accepted without any further investigation. Our goal is to compute the primi-
tive variables by satisfying the balance equations. We can solve the balance equations
if they are closed: All constitutive equations for 0;;, g;, and u are given by functions
depending on the primitive variables or their time and space derivatives.

The first assumption is that the specific total energy, e, is additive so that the
specific internal energy, u, and specific kinetic energy, eX™, are separable and inde-
pendent. Hence, the internal energy fails to depend on the velocity. By following
[14] we assume that the change of the internal energy!” is recoverable. The kinetic
energy is irreversible. There are many different formulations in the literature and
none of them is wrong, because we cannot measure different parts of the energy sep-
arately; they are just various models approximating the behavior of the material with
different accuracies. The accuracy of any formalism can only be tested by measure-
ments. In the end, the primitive variables are calculated with adequate accuracy, if
the material modeling is appropriate. Without discussing its limitations, we assume
that the internal energy possesses only terms occurring a recoverable change. This
assumption is of paramount importance and leads to a useful methodology described
in the following.

We introduce mass density, p(x;, t), velocity, v; (x;, t), and temperature T (x;, t) as
primitive variables. We axiomatically assume that they are independent functions. '8
Velocity fails to be an objective variable. If we perform a EUCLIDian coordinate
transformation, velocity transforms other than a tensor of rank one. Fortunately,
symmetric velocity gradient, d;; = Ov; /0x ), is an objective variable, it is a tensor
of rank two.'® Constitutive equations shall depend on objective variables.

We start the formulation by proposing an equation for the internal energy. Actually,
this equation can be derived in various ways. We present here a method based on the
balance of internal energy since we will make much use of it in the next chapter.?’
Consider a material of having the following constitutive equation:

oji= o5+ 0, (2.42)

17Under the assumption that no phase changes occur.

180f course they are coupled, however, independent. We can hold the temperature fixed and move
the body or restrict any motion and change the temperature.

19The formulation holds for fluids with elasticity, too. Therefore, we need to introduce, d;; = €;,
for a fixed frame, w; = 0. The proof of this identity is out of scope, therefore, we explain it in
Appendix A.4 on p.301.

20For another, more conventional derivation, see [1, Sect.3].



128 2 Thermodynamics

where the reversible (recoverable) change is given by the first and irreversible (dissi-
pative) change is described by the second term. The assumption of separating stress
tensor additively is justified by the energy assumption, where we have also separated
the reversible (recoverable) and irreversible (dissipative) terms into an internal and
kinetic energy, respectively. For a fluid without elasticity, we introduce the reversible
term by using pressure, p, as follows

Tii=—poji . (2.43)

The dissipative term will be a function of d;; leading to a flow in the system. The stress
consists of the reversible term, if the fluid rests (zero velocity),”! this state is called a
mechanical equilibrium. In equilibrium, the pressure enables a reversible momentum
transport, for example the sound waves in a fluid are transported by the pressure, p.
This process is reversible since the motion of fluid particles are recovered after the
sound wave has passed by. This small motion of fluid particles are neglected at all,
we only calculate the velocity leading to a convection of the fluid. If the fluid rests,
pressure still transports sound waves reversibly. Hence, we can call the pressure as
a hydrostatic pressure since it is responsible for a momentum transport in the static
or equilibrium state. In the mechanical equilibrium the stress reads

Oji = _p(sji . (2.44)

eq.
Formally, the decomposition in Eq.(2.42) is correct since we still have not defined
‘0;;. Instead of searching for a definition of o;; we now have to search for p and ;.
For a thermal equilibrium we introduce a quantity called a specific entropy, n, as

1,
[

L
U0 7T

3x,-

- =1 (2.45)
eq.

eq.

by following [8, Chap.XIV, Sect.2]. The entropy is responsible for a reversible
transport of energy, i.e., the process is in a thermal equilibrium. Thermal equilibrium
is often explained as a slow temperature change, actually, it is just the reversible
part of the process without any dissipation. Indeed a slow temperature change is
undertaken by the reversible part. Similar to the previous case, we now have to
determine a constitutive equation for 77 and ¢;. The balance of internal energy:

. Og aUj
+ — - =0ij7——,
pu pr = ojj ox;

2.46
o, (2.46)

reads at thermal and mechanical equilibrium

2lSince we use a EUCLIDean transformation to test the objectivity, a constant velocity is accepted,
too. Consider a rigid body moving with a constant velocity, it actually rests in a coordinate system
moving with this velocity. Hence, we can always introduce a constantly moving coordinate system,
which is allowed in the EUCLIDean transformation, where the body rests.
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. . ov;
Mt—an:=—p5;, (2.47)

since by existing internal heating (supply term), equilibrium cannot take place. We
recall that the internal energy is fully recoverable. By introducing a specific volume,
v = 1/p, a volume per mass, we can rewrite the balance of mass as follows

@™o = ——g)‘: ,
v Oy
—=— 2.48
o " ox (2.48)
. Ov;
pv = 8x,~

Now by inserting the latter into the balance of internal energy we obtain

u — pTn' = —ppv",
peT P =R (2.49)
u=Tn —pv .

Furthermore from the latter expression, we acquire so-called GIBBS’s equation:
du =Tdn— pdv, (2.50)

under the condition that u has a first integral:

u:/dm 2.51)

Often, this condition is referred to as the 1stlaw of thermodynamics.?? The integration
is between two states. Suppose we start from the state, {T = Ty, v = vy}, and end
up in a state at another temperature and mass density (thus specific volume), {7, v}.
Since the internal energy is a total differential we can obtain the energy by integrating
from the state one to state two

(T,v)
U= / du = u(T, v) — u(Ty, vo) . (2.52)
(To,vo)

Only the first and last states are important, not the states in between. This condition is
a limitation and the methodology herein with this limitation is called the equilibrium
thermodynamics. Exactly this assumption is a deficiency on the way to a general

22For instance in [14] the internal energy is introduced as a full recoverable quantity such that the
first integral is automatically justified. Either we can accept the axiom of existence of du as the 1st
law, or the assumption that the internal energy is fully recoverable as the 1st law.
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theory.?? In other words, for some processes this assumption may lead to constitutive
equations not capable of describing the process accurately. The fact that the total
energy has a dissipative term only due to the kinetic energy might be too restrictive.
The methodology presented here would not suffice for describing a process where
temperature (or its rate) plays a dissipative role in the total energy. However, at
least for all processes presented in this book, this restriction is admissible and the
implemented method is reliable.

Usually GIBBS’s equation is an axiomatic start; its validity is taken for granted.
Herein, we have motivated it by using the balance of internal energy at the equilib-
rium. Since the internal energy is assumed to be recoverable, the differential relation
holds for the non-equilibrium, too. By considering Eq.(2.50) we realize that the
internal energy is a function of entropy and specific volume,

u=u(m,v). (2.53)

We have an inconsistency by defining energy depending on a variable, 7, which is
not yet defined. Better we shall find a constitutive equation for energy depending
on the primitive variables or their derivatives, i.e., on the so-called state variables.?*
In this section the state or primary variables are {7, v}. Thus, we need an energy
definition depending only on the primary variables. In order to obtain such an energy
we introduce the so-called specific HELMHOLTZ free energy:

Yv=u—-Tn. (2.54)
Its total differential is assumed to exist>
dy =du —ndT —Tdn. (2.55)
By inserting Eq. (2.50) into the latter we obtain
dy = —ndT — pdv. (2.56)
From this differential form we realize that the free energy depends on the primary

variables

v =(T,v). (2.57)

23For a brief explanation of this deficiency, we refer to [13, Chap.2].

24Since state variables are derived from the primitive variables we can also name them as primary
variables.

25This assumption is another weak point in the methodology, the 1st law of thermodynamics only
states that the internal energy has a perfect differential, du, but not the free energy. Concretely, we
have to make sure that d(7'n) exists.
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Obviously, we have the following relations:

d¢=g—1;dT+g—1fdv, 17:_8_1/) =—8—1f‘ (2.58)

Our goal is to determine the dual variables depending on the primary variables?

n=n(T,v), p=p,v), (2.59)

leading to the following differentials:

) P
dp=ar + D4y — AdT + Bdv |

orT ov

o o (2.60)
dp=2Lar + L gy = cdT + Ddv .
p T +8v v + v

We need to determine the material coefficients A, B, C, D as functions depending on
the state variables. The partial derivatives are taken by holding the other arguments
fixed. We skip an explicit notation about the dependency, since it is superfluous. The
small change d(-) is simply how we shall undertake the measurements.

We cannot measure the (specific) entropy, 7, directly. Instead, heat (thermal
energy) is measured in a calorimeter, §¢ = T dn. The notational difference, 3¢, is
only due to the fact that we cannot form a total differential of the heat. In other words,
it is necessary to integrate over the whole process that is an evolution, the knowledge
of the start and end states is not sufficient for §¢. Technically, we just measure the heat
energy supplied to the system. By holding the specific volume constant, dv = 0, and
by varying the temperature, d7, we obtain a change of heat, §¢q, which is measured
as

8q=ch=>A=%, 2.61)

where c is called the specific heat capacity by holding volume constant. It may
depend on temperature and have to be measured for different specific volumes. Of
course for different specific volumes, the numerical value of ¢ may vary, too. Hence,
¢ = c¢(T, v), at least in principle. These measurements are difficult such that either
heat capacity is assumed to be constant or solely the dependence on the temperature
is found in the literature.

We can easily measure the coefficient D by fixing the temperature, d7 = 0; vary-
ing the specific volume, dv; and measuring the pressure change, dp. It is possible
to change the temperature and measure the pressure for a fixed (specific) volume
for determining C. However, it is rather difficult to set the temperature constant and
measure the heat exchange due to the variation in the specific volume. The problem is

26 Although this is mathematically obvious that the dual variables have to depend on the same set of
arguments of the free energy, namely on the state variables, this condition is called the equipresence
principle, see [17, Sect.293.n].
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that we normally measure the heat change over the temperature measurement. There
is a MULLER-calorimeter for this purpose but it is not appropriate for all materials.?’

Fortunately, we can skip measurements for determining C coefficient because
C = B. In order to see this relation, we write the dual variables in a matrix notation:

dn\ _ (c¢/T B\ (dT
()= (¢"5) (i) 2
The condition B = C is a symmetry condition in the matrix of coefficients. This
condition can be seen readily by using the free energy depending on 7" and v,

on O™ Y ap
v ovoT oTov  OT ¢ (

This condition is known as MAXWELL’s reciprocal relation.”® For a viscous fluid we
can integrate and find out the constitutive equations:

n:/dnz/%dT~|—/de, p:/dp:/BdT+/de, (2.64)

from a reference state {7, v, } to the current state {7, v}. For a linear material the
coefficients are constants such that we readily obtain

T
=cln{— )+ B —v,),
! (T) = v) (2.65)

p=B(T —-T,)+DWw—v,).

For an incompressible material v = v,.; such that B and D fails to be measured by a
variation of the specific volume, since dv = 0. GIBBS’s equation becomes du = c¢dT
and the specific entropy reads

n=cln (1) . (2.66)

ref.

We calculate p from the balance of mass.

In order to derive the heat flux, g;, and the dissipative part of the stress tensor, o,
we continue the methodology in the following. Since we have defined the internal
energy, we can insert Eq. (2.49),:

u=Tn — pv (2.67)

27See [10] for a detailed explanation about the MULLER-calorimeter named after F. Horst Miiller.
281t is named after James Clerk Maxwell.
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into the balance of internal energy in Eq. (2.41); and obtain

. . 5’%‘ 3Uj
Tpn — ppv +a—ﬂr=0zj§’
! ! 2.68
— ey (2.68)
i = iy T
il axi P j(’?xi

after having used the balance of mass as in Eq.(2.48). We can rewrite the latter
equation further,

1 Og; r 1 ov;

B d
10 r _ 1, Ov
Pt Tow " PT =T Ty

2.
- a(q,») 8(1) ro 1, Ov; (2:69)
—\7) 95 \5) P =705,
P ox \T) = Tox,\7) =7 = 7 "y,
in order to acquire a balance equation:
d (qi r g 0T 1, Ov;
+— (=)= —+ = —. 2.70
pn+ax,-(T) PT = T 0m T Ton, (&10)
This balance equation is the balance of entropy:
8<1>,- r
'+ ——p==X, 2.71
Mt e TP (2.71)
with the flux term, @;, and the production term, X, as follows
i ; oT 1 0v;
o, =L w497, " OV 2.72)

T20x T Tox

The 2nd law of thermodynamics asserts that any process attains a positive entropy
production:
2>0. (2.73)

This law restricts the possible constitutive relations. In other words, g;, o;; have to
be such that X > 0 is assured for every possible processes. This restriction leads to
the constitutive equations for g; and o;; as presented in the following in three steps.
First we introduce the following notation:

oT v
G,‘:—, d,'j:l
6Xj)

1
o, . diij) = dij — gdkk(;ij . (2.74)

Moreover, in non-polar materials the dissipative stress is symmetric, v;; = %;;. We
exclude polar materials in this book.?” Secondly, we rewrite the entropy production:

29Nematic fluids used in LCD (Liquid Crystal Display) is a prominent polar material.
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1 1 1
) =—Fql'Gi+§d0'iidjj+7d0'|ij\dlij\ >0. (2.75)

This multiplication can be seen as thermodynamical fluxes:
go={-a. i i}, (2.76)
multiplied (by an inner product) with thermodynamical forces:

(G 1 1
X ={ﬁ’ 37 i ;dww}’ @277

as follows
T=3F*.X*>0, a=1,2,3. (2.78)

The thermodynamical forces are independent among each other. Thirdly, each ther-
modynamical force is of another rank. For an isotropic material a thermodynamical
flux may depend only on the same rank of the thermodynamical forces. Since other-
wise under a coordinate transformation different rank tensors transform differently
such that the dependency of one flux component on the force component changes.
Hence, for isotropic materials the thermodynamical fluxes depend only on the ther-
modynamical forces of the same rank:

F =F (K, FP=F(K>H, FP=F0>. (2.79)

This condition is known as the CURIE symmetry principle.>’ Consider the following

relations:
1 _ 1 1

g =a5Gi, i =bamdy oy =y (2.80)

T2
where the material coefficients may depend on the thermodynamical forces.?! If we
insert the constitutive relations into the entropy production

1

1 _
Y =a—G,G;+b
T4 o9

_1
dizd;j + ¢ diijidij) 2 0. (2.31)
has to hold. We know that every term is a multiplication between different types of
fluxes and forces, i.e., every term is independent. In order to demand ¥ > O for any

process, the coefficients have to be

a>0, b>0, ¢>0, (2.82)

301t is named after Pierre Curie.
31 For the sake of clarity, the coefficients are functions of the invariants of thermodynamical forces.
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since T > 0 in K(elvin). This conclusion is quite general and the coefficients may be
scalar functions of the thermodynamical forces, i.e., the thermodynamical fluxes may
depend on the thermodynamical forces nonlinearly. If we rename the coefficients:

1 -1 1
d— =k, b— =3 \4+2u, c—==2u, 2.83
g =r, bas +2u, ¢ T =2u (2.83)
and simplify to linear materials by assuming that «, A, and p are constant, then we
end up in a NAVIER—STOKES—FOURIER fluid:

Qi = _’%Gl )
1
0ij = —pdij + ‘0ij = —pdi; + 5(3)\ + 2p)diicdij + 2pd,ij = (2.84)
= (—=p + Adi)dij + 2pd;; .

Obviously the material constants are x > 0, ¢ > 0, and 3\ + 2p > 0, in order to
fulfill the 2nd law. Since d;; = pv" for an incompressible fluid, commonly 3\ + 2 =
Oisused, which is known as STOKES’s hypothesis. However, this hypothesis cannot be
verified experimentally. Since d;; = 0 holds for an incompressible fluid flow, it is not
possible to detect the value of 3\ 4 2. We will never use this hypothesis. Certainly,
by utilizing d;; = 0 we assume that the flow is incompressible. This interpretation is
correct, incompressibility is not a material property; even water flows compressible
under great pressure and temperature conditions.?> By using the incompressibility
we spare the mass balance for the computation of p. For a numerical stability A shall
be a large number.

For a non-linear fluid we can now quickly generalize the constitutive equations
and propose

k VI 1
arctan( ) , 11 = =d;d;j , (2.85)
VI

1
-1 _,
¢ (Mo+ B >

T T

as already employed in Sect.1.8. For the thermodynamical consistency, material
parameters, Lo, k, B, have positive values.

We want to compute the same channel problem as in Sect. 1.7, this time by com-
puting not only the pressure and velocity but also the temperature change. We choose
water, a viscous linear fluid and model with FOURIER-NAVIER—STOKES constitutive
equations:

oT
oij = —pdij + ‘oij . ‘oij = Mudij +2udij . gi = —ho (2.86)

Xi

2However, if we use 3\ 4 24 = 0 then we assume that the incompressibility is a property of the
material. This is definitely not the case, see [9] and also [15].
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Since water can be assumed as incompressible, dv = 0, we have the rate of internal
energy from GIBBS’s equation:

pu' = pTn = pcT" . (2.87)

For a fixed® domain, 2, we obtain a weak form from Eq(2.41); for computing the

pressure:
0 0 Ov;
FP=/(af+zap+ —ax) dv (2.88)

This integral form is in the unit of power. For an incompressible flow the latter
reduces to 9
Vi
F,= [ —3%pdv 2.89
»= | ox, 8p (2.89)

Analogously the balance of linear momentum in Eq (2.41), leads to a weak form for
computing the velocity:

ov; ov; op 58;
F, = —— v — U + —— Sv; 45 2 ov; ) dv—
/(p tgv +pvj j§v+ i8v+ ] pf&v) v

—/ daj,»njBU,-da.
o

This integral form is also in the unit of power. If we want to apply a NEUMANN
boundary by defining a mechanical pressure applied on the boundary, then the traction
vector:

(2.90)

i =0jin; = —pni + ojn; 29D

is necessary. We can apply a mechanical pressure on left and right openings, p. The
mechanical pressure on a boundary reads

1 . 1
Jo0 =P = —5( — POk + ‘ouk) - (2.92)

For applying this pressure we need the traction vector inward the domain

— POk + ‘ouk) - (2.93)

For an incompressible flow, dix = 0, the spherical dissipative stress vanishes such

that we obtain
i =—pn;, (2.94)

()

331n a fixed domain we simply write instead of (-)" and obtain the balance equations for open

systems.
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leading to
"Jj,-nj = l:\, + pn; = 0. (295)

Due to the latter the boundary terms vanish in Eq. (2.91), i.e., in general for incom-
pressible flows, the boundary terms in the weak form of velocity vanish.

In order to compute the temperature, we need a weak form in the unit of power.
Either we generate it from the balance of internal energy as in Eq. (2.41); by dividing
by T and multiplying with 87, or from the balance of entropy as in Eq.(2.70) by
multiplying with §7. For the first option we need to use pu” = pcT" and for the
second option " = T"c/T. The result is the same. We use the entropy balance and
obtain

pc 0T pc oT d (qi pr 1 0Ov; 1 0T

- — — - = — =0 == ; Tdv=0.
/(T o T ax,+ax,( ) T T ox T 2%ioy )2
(2.96)

The term with the heat flux needs to be integrated by parts, since it consists a second
gradient of temperature. Hence we acquire the weak form

aT aT 08T
FT:/(p—TCEBT'FEUl BT—q—L—ﬁBT—
& * (2.97)

After utilizing the time discretization we can sum up all integral forms since they are
all in the unit of power

0
= 8v; + pv;v;j Svi+

Form =F, +F, + Fr :/

sp+ pr— Y
Vii
L \vidpFp—

pcT —T° pc

T
TAt8+T

+p,idv + O dvi; — pfi v + v T; 8T — —BT-— (2.98)

Prar— 1 ST + —= g T; 8T d+/ LasTd
— 8T — —0ijv.i ; v — a,
T 7Y 2% o T

where we have employed the usual comma notation for a partial space derivative. This
form can be solved by applying appropriate boundary conditions. In a 2D channel
filled with water, the primitive variables, { p, v;, T}, are computed. On top and bottom
walls fluid rests at 300K temperature. Due to the greater pressure on the left side
than on the right hand side, water flows from left to right. The pressure on the left
rises linearly in time such that the viscous fluid moves faster in time, with the typical
parabolic flow profile. The production term increases the temperature because of
the viscous flow. We keep on top and bottom at 300K and on the left and right we
implement adiabatic boundaries. In Figs.2.4, 2.5 and 2.6 we present distributions of
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Fig. 2.4 Pressure distribution in channel flow at 300s
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Fig. 2.5 Velocity distribution in channel flow at 300s. Colors denote the magnitude of velocity
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Fig. 2.6 Distribution of temperature in channel flow at 300s. Temperature increases due to the
internal friction. It is forced to be 300K on top and bottom boundaries

primitive variables after 5 min obtained with the code below. The viscous flow with
a relatively high velocity causes a significant temperature change. We have used the
code given below. By using a mixed function space for primitive variables we have
computed all unknowns at once, i.e., monolithically. This method is necessary since
we have inserted the balance equations in each other by obtaining the governing
equations. Moreover, the field equations are coupled and nonlinear, so we are not
allowed to solve them separately.



23

13
14
15
16

Thermodynamics in a Nutshell

139

77” Computational reality 12, channel flow of Navier—Stokes—
<~ Fourier fluid”””

__author__ = ”B. Emek Abali”

__license__ = ”"GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
“~ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =x
import numpy
set_log_level (ERROR)

xlength = 0.5 # m

ylength = 0.1 # m

mesh=RectangleMesh (Point (0.0, —ylength /2.0) , Point (xlength
< ylength/2.0), 200,40)

TensorSpace = TensorFunctionSpace (mesh, 'P', 1)

VectorSpace = VectorFunctionSpace(mesh, 'P', 1)

ScalarSpace = FunctionSpace (mesh, 'P', 1)

#p, v, T

Space = MixedFunctionSpace ([ ScalarSpace , VectorSpace ,
< ScalarSpace])

facets = FacetFunction('size_t ' ,mesh)

cells = CellFunction('size_t ', mesh)

da = Measure('ds', domain=mesh, subdomain_data=facets)
dv = Measure( 'dx', domain=mesh, subdomain_data=cells)

left = CompiledSubDomain( 'near(x[0],0) && on_boundary')

right = CompiledSubDomain( 'near(x[0],1) && on_boundary',l=
< xlength)

bottom = CompiledSubDomain( 'near (x[1],—yl/2.0) "', ,yl=ylength)

top = CompiledSubDomain( 'near (x[1],yl/2.0)"',yl=ylength)

v_noslip = Constant((0.0, 0.0))

pL = Expression('100000.04+10%t"',t=0)

pR = Constant(100000.0)

Tini = 300. #K

bcl=DirichletBC (Space.sub(0), pL, left)
bc2=DirichletBC (Space.sub(0), pR, right)
be3=DirichletBC (Space.sub (1), v_noslip, bottom)
bc4=DirichletBC (Space.sub (1), v_noslip, top)
bes5=DirichletBC (Space.sub (1) .sub(1), 0.0, left)
be6=DirichletBC (Space.sub (1) .sub(1), 0.0, right)
bc7=DirichletBC (Space.sub(2), Tini, top)
be8=DirichletBC (Space.sub(2), Tini, bottom)

be=[bcl ,bc2,be3 ,bed ,beh , beb,beT, be8]
u_init = Expression(('p0','0.0"','0.0"','T0"), p0=100000.0,T0=
< Tini)

i, j, k, 1 =indices(4)
n = FacetNormal (mesh)
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test = TestFunction(Space)
du = TrialFunction (Space)

u0 = Function (Space)
u = Function (Space)
u0 = interpolate(u-init ,Space)
u = interpolate(u-init ,Space)

p0, vO, TO = split (u0)

p, v, T = split(u)

delp, delv, delT = split(test)
delta = Identity (2)

#water approx. at 300 K
rho = 995.7 #kg/m"3

mu = 0.8 #Ns/m"2 = kg /s /m
lambada = mux1E5

c = 4180. #J/(kgK)

kappa = 0.58 #W/(m K)
h=18.0 #W/(m"2 K)

Tamb = Tini

d = sym(grad(v))

dsigma = as_tensor( lambadaxd[k,k]xdelta[i,j] + 2.0xmuxd[i,]
— 1, (i,)))

sigma = as_tensor ( —pxdelta[i,j] + dsigmal[i,j], (i,j) )

q = as_tensor ( —kappaxT.dx(i), (i,)

f = Constant ((0,0))

r = Constant(0)

Form = ( v[i].dx(i)xdelp \
rhox(v—v0) [i]/Dtxdelv[i] \
rhoxv[j]xv[i].dx(j)*xdelv[i] \
p.dx(i)xdelv[i] \
dsigma[j,i]xdelv[i].dx(j) \
rhoxf[i]xdelv[i]

rhoxc /T (T-T0) /DtxdelT \
rhoxc/Txv[i]+T.dx(i)*delT \
ql[i]/TxdelT.dx(i) \
rhosr/TxdelT \
1./Txsigma[i,j]xv[]j].dx(i)=delT \
+ 1./Txx2xq[i]*T.dx(i)=delT \
)#dv

I ++ 1 ++++

Gain = derivative (Form, u, du)

pwd='/calcul /CR12/"'

file_p = File(pwd+'pressure.pvd')
file_.v = File (pwd+'velocity.pvd"')
file.T = File (pwd+'temperature.pvd')
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for t in numpy.arange(0,t_end ,Dt):
print 'time:' ,t
pL.t =t
solve (Form==0, u, bc, J=Gain, \
solver_parameters={"newton_solver”:{” linear_solver”:

— "mumps”, "relative_tolerance”: le—5} }, \
form_compiler_parameters={” cpp-optimize”: True, ”

< representation”: ”quadrature”, ”

< quadrature_degree”: 2} )

file_p << (u.split()[0], t)
file_v << (u.split()[1], t)
file.T << (u.split()[2], t)
u0. assign (u)

To-do

We have implemented the same channel flow as in Sect. 1.7 by incorporating the
temperature distribution caused by the viscous flow. For such high velocities, the
temperature increase is significant. This outcome is partly due to the implemented
adiabatic boundaries, which are actually not very realistic.

e Implement ROBIN boundary conditions for heat flux on all boundaries.
e Implement the code by using a material with a higher viscosity (search for prop-
erties of a polymer melt).

2.4 Thermoviscoelasticity

By considering the principles of thermodynamics in a EULERian frame, we have
derived all of the necessary constitutive equations for a viscous fluid in the last section.
For fluids we use an open system. In this section we will derive the constitutive
equations for a deformable solid in a LAGRANGEan (reference) frame expressed in
Cartesian coordinates. A material system is utilized for solids. As the reference frame
we choose the initial frame, where the positions (coordinates) of particles are known.
We start first by transforming the balance equations from the current frame to the
initial frame. The following identities in a Cartesian coordinate system:

dv=JdV, n;da = (F7'),,;JNdA, (2.99)

have been derived in Sect. 1.4 for arbitrary coordinate systems. The balance equations

of mass, momentum, and internal energy in the current frame for a material system:34

34 A material system is a closed system possessing the same particles over time. In a material system
no (mass) convection is allowed.
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(L) o
B
(/ pvidv) =/ aj,-njda—l—/ pfidv, (2.100)
B B B
: 8v,~
dv) =— n;d i— ) dv,
(/Bpu v) /an]nj a—i—/B(pr—i—UJ 3xj) v

are transformed into the initial frame

(/ p]dV) =0,

Bo

(/ pvinV) =/ aj,»(F’l)ijdeA+/ pfiJdv
30 030 ‘BQ

: oo,
(/ pquV) =—/ qj(F_l)k,-JdeA—i—/ (pr+0,-,~—v)JdV.
B By ' B " Ox;
(2.101)

Initial frame is constant in time, (dV)" = 0, thus, the balance of mass in the initial
frame reads
po=pJ . (2.102)

The mass density in the initial state, po, is of course constant in time, p; = 0. By
introducing fluxes in the initial frame:

Pi = 0ji(F gJ . Qu=q;(F yJ, (2.103)

and inserting the mass balance into the momentum balance and internal energy
balance, we acquire

/ pov;dV:/ PkidA+/ pfiJdvV
30 (9‘3() 30
. v;
pou dV = — Qi N, dA + (por + J(Tji—) dv .
By B0 By Ox;

After utilizing GAUSS’s law on the boundary integrals, we write the balance equations
in their local forms:

(2.104)

ol ki an Vi
- i—(), = — _J'i_- .
PoOY; . pof polu . pPor gj y (2 105)

‘We have written the production terms on the right-hand side. Since the formulation is
in the initial frame, the partial derivative with respect to x; needs to be reformulated
as a differentiation in X;. The velocity gradient in the current frame reads
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81),‘ 8vl~ 8Xk 811,‘ 1
—=——— = —(F i .
Ox;j 0Xy Ox;j 5‘Xk( i (2.106)

hence, we obtain

7o, 0 g 0% gy, p OY (2.107)
o 2V g 2O _p. Vi .
7 ox; e YT TR OX,
The second PIOLA-KIRCHHOFF stress tensor:
Sij=F Py =F " jouF "yl , (2.108)

is more beneficial by obtaining constitutive equations. From the latter the nominal
stress becomes
Pij=FjSi . (2.109)

We further rewrite the production term. By starting with the right CAUCHY—GREEN
deformation tensor, C;; = Fy; Fy;, and its corresponding GREEN-LAGRANGE strain

tensor, 2E;; = (C;; — d;;), we obtain

Cij=F,Fj=F;F;,=Cj,

) ) . (2.110)
2E;, = C}; = 2F; Fyj .
In the initial frame we have the following identity:
. 2y 2y
Wy _ X 0N e @.111)

8X,» o 8X,-8t - 8t8X,< L

since x; = x;(t, X ;). By using the aforementioned relations we acquire the following
version of the production term:

ov j
10X,

P; = Fleil% = FuSuF; = FjqSuF;; = Sukj , (2.112)
for a symmetric stress tensor, S;; = S;;. In case of non-polar materials, the CAUCHY
stress tensor is symmetric, leading to the symmetric second PIOLA-KIRCHHOFF stress
tensor given in Eq. (2.108). For non-polar materials the balance of internal energy in
the initial frame reads

’—i-%— =S, E; (2.113)
polu 8Xk pPor = Jjj ij - .

At equilibrium the balance of internal energy is

pou — poTn" = S, Ej; , (2.114)
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since the internal energy is fully recoverable and the stress tensor is decomposed into
an elastic (reversible) term, <S;;, and into a dissipative (irreversible) term, °S;;, such
that

Sij = Sij + dS,'j . (2.115)

We need constitutive equations for the specific entropy, 7, for the heat flux, Q;,
and for the elastic and dissipative stress tensors, S;;, S;;. By using the 1st law of
thermodynamics we can rewrite the rate of internal energy as a differential form:

du =Tdn+ eS,'jl) dE,'.,' s (2.116)

where the specific volume, v = 1/py, is aknown quantity. The latter differential form
is often introduced as GIBBS’s equation.*>

In Eq.(2.116) the internal energy is given as a function of 1 and E;;. Having
a function of the strains is adequate since the strains are given by the primitive
variables (displacement). However, we have just introduced a variable called entropy,
n, we lack a definition for it. We simply want to exchange the dependency from
entropy to the temperature, which is one of the primitive variables. We transform?®®
the differential form in Eq. (2.116) by introducing a free energy:

Yv=u—Tn, 2.117)
into the following form:
dp = du —ndT — T dn = —ndT + S;;vdE;; . (2.118)

This differential form implies an energy depending on the temperature and strain,

=T, Ej), (2.119)
such that - ”
= Sijv = I, (2.120)

The temperature and strain are called the primary or state variables. Since the energy
depends on the primary variables, its derivatives depend on the same set of variables,
too. So the derived, dual, or conjugate variables, 7, S;;, depend on the primary
variables

dn = AdT + pi; dE;; ,

(2.121)
dESij = Dij dT + Cijkl dEy; .

35For an alternative derivation of GIBBS’s equation we refer to [12, Chap. 8].

36Mathematicians call this transformation a LEGENDRE transformation named after Adrien-Marie
Legendre.
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We can readily apply the MAXWELL symmetry condition (reciprocal relation):

_ 877 821Z) 821/1 aeS,'jU 8ES,'J'
pij= = — = — = — = —0V :_Upij-
OE;; OE;;0T OT OE;; oT oT
(2.122)
The specific volume is a given function in space for heterogeneous materials or a
constant value for homogeneous materials. It is coupled to the temperature through
constitutive equations, however, it is independent on 7' so we have taken it out in the
differentiation with respect to the temperature. The dual variables read

dn_AdT—pijvdEij , (2123)
d<Sij = pijdT + Cijiy dEy .
As in the previous section A = ¢/ T, where the specific heat capacity, ¢, is mea-
sured by varying the temperature and recording the change of heat by fixed strains,
dE;; = 0. In other words, all of the boundaries are clamped and the temperature is
varied. The stiffness tensor C;ji; is measured on a constant temperature, d7° = 0, by
varying the strains dE;; and recording the stress changes d 5;;. Since C;jy; consists
of many coefficients, we also need to establish various measurements. One of such
measurements is the prominent tensile test. Throughout the experiment, the temper-
ature is fixed such that the components of C;jy; are valid for a specific temperature.
One needs to redo the experiments in different temperatures for determining com-
ponents as a function in 7. The thermal pressure p;; is the pressure occurring due to
temperature variation by fixed strains, dE;; = 0. The body tries to expand or shrink
and applies a pressure on the clamped boundaries holding the strains fixed.
The values for the thermal pressure are difficult to find in the literature. Therefore,
we introduce the coefficients of thermal expansion, «;;, which are measured by
varying the temperature and measuring the strain change

dE;; = ay; dT (2.124)

for a specific stress. Since such a measurement is realized by fixed stress, dS;; = 0,
we can observe from Eq. (2.123),

0=p;jdT + CijudEy , pijdT = —Cjjryoy dT

(2.125)
= pij = —Cijuou -

Now, the dual variables become

c
dn = —dT+C, « UdE,“ ,

=7 SRR (2.126)
d<S;j = —Cijua dT + Ciju dEy; .

For non-polar materials the stress tensor is symmetric, we assume that the elastic part
is also symmetric, <5;; = <5;;. We restrict the formalism for linear materials such that
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the stiffness tensor, C;jy, the coefficients of thermal expansion, «;;, and the specific
heat capacity, c, are constants and we acquire the dual variables by integrating from
the reference state, T = T, E;; = 0, to the current state

ref.»

n=cln (;r;f) + CijuonvEj , 2.127)
Sij = —Cijuop(T — To) + CijuEr -
Often, thermal strains are introduced
"Ey = (T — Ty) (2.128)
such that the elastic stress is written as
Sij = Ciji(Ex — "En) - (2.129)

Finally, we have determined the GIBBS equation:

du = Td77+ eS,'jUdEij =
= cdT + TCijuowv dE;j + Cijir(Ex — a(T — To)JvdE;; = (2.130)
=cdT +vCijyanTy dE;; + vCijy E dE;; ,
solely depending on the temperature and displacement (over the known relation

between strain and displacement). For a linear thermoelastic isotropic body, the
material parameters reduce to

Cijki = N0jj6k + p0ixdji + pdudji , iy = adyj , (2.131)
thus, the internal energy rate reads
u =cT" +vGBA+2uwaTl E;; + v\ Ewy + ZME,-_,-)E;]- . (2.132)

For deriving the heat flux, Q;, and the dissipative stress, “S;;, we start with Eq. (2.116)
in the following form:

po” = poTn" + (i — i) E; . (2.133)

and insert it into Eq. (2.113) in order to acquire the balance of entropy in the reference
frame:

0 Q,‘ r 1 0 1
=) o == SHE; i—\=)
p°"+ax,»(T) pop =7 i ”+Q8X,-(T)
(2.134)
- 7] (Q[)_ ro ldS"E' 1 Q}&T
PO T ox ) TP T Pt T iy,
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The right-hand side is the production term and it has to be positive according to the
2nd law of thermodynamics:

1
EZTdSijEij_ﬁQiGi >0, (2.135)

where again for simplicity we have used the following notation:

L

= . 2.136
Gi X, ( )

The stress tensor is symmetric for non-polar materials; we have employed a symmet-
ric reversible term, the dissipative term has to be symmetric, too. A symmetric tensor
of rank two can be decomposed into a spherical (volumetric) term and a deviatoric
term. Multiplication of a volumetric with a deviatoric term vanishes such that the
entropy production reads

1 } 1 . 1
E:3_TdSiiEjj+FdS\ij|E\,‘j|_ﬁQiGi >0. (2.137)
By introducing thermodynamical fluxes:
e = [Qi T dS|ij|} , (2.138)
and thermodynamical forces:
" G, | 1 .
% :{_ﬁ’ 7 7Em}, (2.139)
we can rewrite the 2nd law:
=X, a=1,2,3. (2.140)

All of thermodynamical fluxes are of different type (tensors of different ranks).
According to the CURIE principle thermodynamical fluxes depend only on their
corresponding thermodynamical forces of the same rank such that we obtain

F =F(KYH, FP=F(K>, PP =F0>. (2.141)
We can readily propose linear constitutive equations:

dSii = /L]E;i s dS‘ij‘ = 'qul.ijl s Q,' = —IiG,‘ 5 (2142)

where p1, 17, and x are all positive constants such that ¥ > 0. The viscous part of
the stress reads
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1 Mo R G
Sij = 3 Sudij + Sijt = 7 By +M2(Eij - §Ekk6ij) =

s (2.143)

Exdij + o Ejj -

Then by using the obtained elastic stress we acquire a linear thermoviscoelastic
material model:

Sij = Ciju(Ex — oij (T — T)) + 3 Ekk5,, + wkE; . (2.144)
For a constant « the constitutive equation:

Qi =~k . (2.145)

is called FOURIER’s law in the LAGRANGEan frame.
In order to compute the displacement and temperature in a linear thermoviscoelas-
tic body, we employ the balance of momentum and the balance of entropy:

. OPj
pou; —
' 0X;
o 7 (2.146)
L) - e _dSt l
p°”+ax( ) Pog =72 Q

The primitive variables are displacement, u;, and temperature, 7. Hence we multiply
the balance of linear momentum with §u; and integrate over the continuum body for
generating a form in the unit of energy. By multiplying the balance of entropy with § 7
and integrating over the body, we obtain a form in the unit of power. After discretizing
in time, we can multiply the equation with Af in order to acquire both forms in the
unit of energy. Having forms in the same unit, we can sum them up. Furthermore,
we apply GAUSS’s law in order to weaken the forms and acquire

F w2 uD L ps fidui+
orm = ————— dlU; i OU; i OlU;
B Po At AL J J PO

£o 0 1 por ld 0
—(n- T — At—=Q; 8T; — At— 38T — = S;;(E;; — E;) 8T+ (2.147
+T(77 n°)3 TQS, T ) T i (Eij 8T+ ( )
1 1 . .
At— QT 3T ) dV (At— T4 ,-)dA,
T2Q ,3) +/m TQS Su

where the comma notation has been used for a partial space derivative in X;. We
summarize the necessary relations:

Bu, 1
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T
Sij = —Cijuan(T —Ty) + CijuEn , n=cln (T_) + CijuaivE;j ,

ref.

=i : or
dSij = TEkkaij + /”LZEU » Qi = _Ha_xi ’

Sij = Sij + Sij . Pyj = FuSi . (2.148)
For an isotropic body the stiffness tensor and coefficients of thermal expansion are
Cijki = A0ijor + poidji + poudjx , iy = adjj . (2.149)

Therefore, in case of an isotropic body we need seven material parameters, viz., A,
W, Oy 1, f2, K, and c.

In a tensile testing we normally assume that the process is isothermal. By comput-
ing the reality where heat is produced due to the entropy production, we can validate
this engineering assumption. The geometry is a beam along X and we use a ROBIN
boundary condition for the heat flux over all boundaries:

A

0 =h(T — Tymp) - (2.150)

On the left side we hold the beam fixed and on the right side we pull with the force
given by the traction vector f; = (800z, 0, 0) MPa linearly in time, ¢. The traction
(force per area) is the controlled parameter, i.e., the machine is steered by the force.
The tip displacement is measured, it is an observed quantity. Conveniently we plot
stress versus strain, where the stress (on the right tip) is the (axial) traction and the
(normal axial) strain, E;j, is the displacement divided by the initial length. The
traction vector, f = N; Pj;, is given by the nominal or engineering stress, P;;. The
strain, E;;, is called the engineering strain; we have introduced it as the GREEN—
LAGRANGE strain measure.

We apply a mechanical load and measure the temperature in the middle of the
beam as well as the stress and strain on the tip. In Fig. 2.7 the temperature change can
be seen, it is clearly negligible. This is good news, because we measure the elasticity

Fig. 2.7 Tensile testing and %10~
temperature change due to 1200 0.5
the deformation 1000 / 0.0
e
£ 800 = -05 =
= \‘\ —
£ 600 —-1.0 g
= \‘\ |
o~ 400 ¥ —15
K / =
200 \ -2.0

0 —2.5
-0.00 0.03 0.05 0.08
Ul/l() in (/U
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components, A, v for isotropic materials by using a tensile testing and assume that
the temperature remains constant. The code for the computation is given below.

1

10
11
12
13
14

16

20

16

RIRIE)

??” Computational Reality 13, thermoviscoelasticity

__author__ = "B. Emek Abali”

__license__ = ”GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~— http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =

import numpy

set_log_level (ERROR)

#units: mm, 1000 kg=ton, s, MPa, mJ, K
delta = Identity (3)

f = Constant ((0.0, 0.0, —9810.))

r = 0.
Tref = 293.15 #in K
Tamb=Tref

# Material data of P265GH (St 45.8) from VDI Waermeatlas, at
— 293.15 K

rho0 = 7850.0E—9 #in kg / mm"3

kappa = 57.0 #in mJ / (s mm K)

capacity = 430.0E6 #in mJ / (ton K)

alpha = 12.2E—6 #in 1/K at 373.15 K

EModul = 211.E+3 #in MPa

nu = 0.28

h = 10.E-3 #in mJ / (s m 2 K)

mul = 1.E+4+6 #in MPa / s

mu2 = 3.E+4+6 #in MPa / s

tMax = 5.0

Dt = 0.5

t = 0.0

xMin, xMax, xElements = 0.0, 100.0, 10
yMin, yMax, yElements = —10., +10., 10
zMin, zMax, zElements = +10., —10., 10

mesh = BoxMesh (Point (xMin,yMin,zMin), Point (xMax,yMax,zMax) ,
< xElements , yElements,zElements)

N = FacetNormal (mesh)

length = abs(xMax—xMin)

T_Space = FunctionSpace (mesh, 'P', 1)
u_Space = VectorFunctionSpace(mesh, 'P', 1)
Space = MixedFunctionSpace([T_Space, u_Space])

cells = CellFunction( 'size_t ', mesh)

facets = FacetFunction('size_t ', mesh)

dA = Measure('ds', domain=mesh, subdomain_data=facets)
dV = Measure( 'dx', domain=mesh, subdomain_data=cells)

left = CompiledSubDomain( 'near (x[0],1) && on_boundary', l=xMin
=)

right = CompiledSubDomain( 'near(x[0],1) && on_boundary',l=
« xMax)
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back = CompiledSubDomain( 'near (x[1],1) && on_boundary', l=yMin

[N
)

front = CompiledSubDomain( 'near(x[1],1) && on_boundary',l=
— yMax)

bottom = CompiledSubDomain( 'near(x[2],1) && on_boundary',l=
— zMin)

top = CompiledSubDomain( 'near(x[2],1) && on_boundary',l=zMax)

facets.set_all (0)

right .mark (facets , 1)

tHat = Expression(('Asxt','0.','0."'), A=250., t=0.)

bec = [DirichletBC (Space.sub (1), Constant((0.0, 0.0, 0.0)),
— left),\

DirichletBC (Space.sub(1).sub(1), Constant(0.0), right),\

DirichletBC (Space.sub (1) .sub(2), Constant(0.0), right)]

dunkn = TrialFunction (Space)
test = TestFunction(Space)
delT, delu = split(test)

unkn = Function (Space)
unkn0 = Function (Space)
unkn00 = Function (Space)

unkn_init = Expression(('T_ini','0','0"','0"),T_ini=Tref)
unkn = interpolate(unkn_init ,Space)

unknO. assign (unkn)

unkn00 . assign (unkn0)

T, u = split (unkn)
TO, u0 = split (unknO)
T00, u00 = split (unknO)

i, j, k, 1 = indices (4)

delta = Identity (3)

F = as_tensor (u[i].dx(j)+deltali,j], (i,j))

FO = as_tensor (u0[i].dx(j)+delta[i,j], (i,j))

C = as_tensor (F[k,i]«F[k,j], (i,j))

CO0 = as_tensor (FO[k,i]*F0[k,j], (i,j))

E = as_tensor (1./2.x(C[i,j]—delta[i,j]), (i,j))

E0 = as_tensor (1./2.%x(C0[i,j]—delta[i,j]), (i,j))

lambada = EModul * nu / (1. + nu) / (1. — 2. % nu)

mu = 0.5 % EModul / (1. + nu)

C_ = as_tensor (lambadaxdelta [i,]j]xdelta [k, ]l]+muxdelta [i,k]x
— delta[j,l]+muxdelta[i,]l]xdelta[j, k], (i,j,k,1))

alp = as_tensor (alphaxdelta[i,j], (i,j))

eStress = as_tensor(—C_[i,j,k,1]xalp[k,]]*(T—Tref) + C_[i,],k
— 1E[k,1], (i,)))

dStress = as_tensor ((mul-mu2) /3.x(E-EO0) [k,k]/Dtxdelta[i,]j] +
- mu2« (B-E0) [i,}]/Dt, (i,]))

S = as_tensor (eStress[i,j]+dStress[i,j], (i,]))

P = as_tensor (F[j,1]«S[i,1], (i,j))

eta = as_tensor( capacityxIln(T/Tref) + C_[i,j,k,1]xalp[k,1
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— ]x1./rho0xE[i,j] , ())

eta0 = as_tensor( capacityxIln(T0/Tref) + C_[i,],k,]l]xalp[k,]1
< ]%1./rho0+EO0[i,]j] ,

Q = as_tensor(—kappaxT.dx(i), (i,))

Form = (rhoOx(u—2.xu04+u00)[i]/Dt/Dtxdelu[i] + P[j,i]xdelu[i].
— dx(j) — rhoOxf[i]xdelu[i] + rho0/Tx(eta—etal)xdelT —
— Dt/T«Q[i]+delT.dx(i) — DtsxrhoOxr/TxdelT — 1./TxdStress
— [i,j]*(E-EO0)[i,]j]*delT 4+ Dt/T*x2xQ[i]+T.dx(i)*delT )=
< dV + Dt/Txhx(T—Tamb)«delT «(dA(0)+dA (1)) — tHat[i]=+delu
— [i]=xdA(1)

Gain = derivative (Form, unkn, dunkn)

import matplotlib as mpl

mpl.use('Agg')

import matplotlib.pyplot as pylab
pylab.rc('text', usetex=True )

pylab.rc('font', family="'serif', serif='em', size=30 )
pylab.rc('legend', fontsize=30)

pylab.rc (('xtick.major', 'ytick.major'), pad=15)
pylab.subplots_adjust (top=0.90)
pylab.subplots_adjust (bottom=0.17)
pylab.subplots_adjust (left =0.20)
pylab.subplots_adjust (right =0.8)

fig = pylab.figure (1, figsize=(14,10))
axl = fig.add-subplot(111)

axl.grid (True, axis='x")
axl.set_xlabel('$u-1/1.0% in $\%$')
axl.set_ylabel ('$F/A$ in MPa', color='r")

axl.tick_params (axis='y', colors='r")

axl.grid (True, axis='y', color='r")

ax2 = axl.twinx()

ax2.set_ylabel ('$(T-T_\mathrm{ref})$ in K', color='b")
ax2.tick_params (axis='y', colors='b")

ax2.grid (True, axis='y', color='b")
ax2.ticklabel_format (style='sci', axis='y', scilimits=(-2,2))

pwd='/calcul /CR13/"

file.u = File (pwd+'displ.pvd"')
file.T = File (pwd+'temp.pvd")
strain ,stress ,temp =[] ,[],]]

while t < tMax:

print 'time: 't
tHat. t = ¢
solve (Form==0, unkn, bc, J=Gain, \
solver_parameters={"newton_solver”:{” linear_solver”:
<~ 7mumps”, "relative_tolerance”: le—5} }, \
form_compiler_parameters={” cpp-optimize”: True, 7
— representation”: ”quadrature”, ”

< quadrature_degree”: 2} )
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file.T << (unkn.split()[0], t)
file_u << (unkn.split()[1], t)

strain.append(unkn.split () [1](xMax,0.,0.) [0]/length+100.)

stress .append (tHat (xMax,0.,0.) [0])

temp . append (unkn. split () [0](xMax/2.,0.,0.)—Tref)

axl.plot(strain ,stress, 'o—', color='r")

ticks = numpy.linspace (numpy.array (strain).min(), numpy.
— array (strain).max(), 4)

axl.set_xticks (ticks)

axl.set_xticklabels ([ '%1.2f"' % i_-ticks for i_ticks in
— ticks] )

ax2.plot (strain ,temp, 'd—', color='b")

fig.savefig (pwd+' CompReall3 _tensiletest .pdf"')

unkn00 . assign (unkn0)

unknO. assign (unkn)

t += Dt

o—

To-do

We have employed the Ist and 2nd laws of thermodynamics, obtained constitutive
(material) equations, and computed a coupled thermoviscoelastic problem. In a ten-
sile testing the temperature change is negligible.

e Which term is responsible for the temperature change?

e Implement the code for a thermoelastic problem by setting p; = o = 0, thus,
4Si; = 0. Solve a laser welding application as in Sect. 2.1 and determine the defor-
mations.

e Try to implement a bimetal and apply a thermal loading. Guess and inspect the
occurring deformation.

2.5 Thermoplasticity

We have seen a methodology for deriving material equations from thermodynamical
restrictions called the 1st and 2nd laws. Unfortunately, it is rather difficult to utilize
this procedure for plasticity. There are numerous different suggestions but none of
them is accepted by all communities. We present here a more or less widely accepted
methodology—it is used in many commercial codes.’” Within its derivation there
occur many assumptions, hence, the method fails to rely on a sound thermodynamical
formulation. From a pragmatic point of view, however, it works!

3TWe present a monolithic approach; however, many commercial codes still use a staggered schema.
A staggered schema solves the field equations subsequently such that the results from each solution
are used in the subsequent field equation. Such an approach is used in Sect. 1.9, where the balance
equations are solved subsequently.


http://dx.doi.org/10.1007/978-981-10-2444-3_1
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Balance equations of mass, momentum, and internal energy has been motivated
in the last section. By neglecting big deformations with F;; ~ §;; they result in®

po=p, pu; —0jij—pfi =0, pu +qi;— por = oije;; - (2.151)
We axiomatically assume that the production of internal energy consists of two parts:
a reversible part including elastic and thermal strain, and an irreversible part due to
the plastic strain:
oijer; = oij (€5, + %)) - (2.152)
This assumption is by no means more restrictive than the assumption of decomposing
the stress in the last sections. Again we assume that the reversible part remains at
equilibrium such that we obtain from the balance of internal energy at equilibrium
pu'—Tn =o€, . (2.153)
In this setting, GIBBS’s equation reads
dM=Td77+U0’ijdrE,'j, (2154)
again with v = 1/p as a known quantity. The latter equation allows us to generate the
material equations for the dual variables. However, this time %;; is not known. Hence,
the chosen primary variables should be {T', o;;}. We use the same mathematical trick
in order to transform the energy into a quantity depending on the primary variables
by introducing the so-called specific GIBBS free energy:
g:u—Tn—vaij'sij y (2155)
with its differential:
dg = du —ndT —Tdn—veg;do; —vo;jde;, (2.156)
and by inserting the latter in Eq. (2.154)
dgz—’f]dT—UrEide'ij . (2157)

The assumption that the free energy possesses a first integral:

g=/dy, (2.158)

38We also use a linear strain measure, €ij, instead of E;; in order to attain an identical formulation
for plasticity as given in the literature.
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is a weakness in the formulation. We take the latter as granted; under this assumption
it is obvious that we can write

0g oy

==, —vE;=——. 2.1
aT Ve Do) (2.159)

g=4T,0,), —n
GIBBS’s free energy depends on the primary variables, viz., on T and o;;. The con-
jugated or dual variables, i and %;;, depend on the same set of arguments as the
energy,
c -
d?’] = ?dT +Oé,'j dO’,‘j .

(2.160)
drEij = oyj dT + Sijkl doy .
Again we employ the MAXWELL relation:
on 0%y 0%y 0&j;
N = = — =— = = vay; , 2.161
T B, T 00,0T | 0Tdoy; L oT (2-161)

since v = 1/p is a function of X; but not of the temperature. For a linear material
model the coefficients, ¢, o;j, Sijx are all constants. For a linear model we obtain
the dual variables by integrating from the ground state {T = T, 0;; = 0} without
strain and entropy to the current state and obtain

T
=cln (—) + vayio;;,
7 T sy (2.162)

gij =0;j(T —Ty)+ Sijuou -

The first term can be seen as thermal strains and the second term as elastic strains:

h e
ij=aij(T —Ty), %Eij = Sijuon ,

2.163
€ = l%,'j + Eij . ( )

Then the so-called HOOKE’s law with DUHAMEL-NEUMANN supplemental term?®’
for thermal strains can be deduced

on = Cuij(5ij — ")) (2.164)

where the stiffness tensor, Cjjy, is the inverse*® of the compliance tensor, S;;;. We
can even use the assumption already undertaken:

391t is named after Jean-Marie Constant Duhamel and Franz Ernst Neumann.

40For the inverse of a tensor of rank four we need an identity tensor of rank four. This method can be
challenging. Instead of that, the inverse is found by using the VOIGT notation. For linear materials
we can always rewrite the compliance tensor in the VOIGT notation, which is a 6 x 6 matrix and its
inverse is easy to determine. From the resulting 6 x 6 matrix in the VOIGT notation, the stiffness
tensor is obtained.
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€ij = & + &, (2.165)
in order to rewrite the material equation for stress:
oij = Ciju (Ekz — e — ’“€kz) . (2.166)
The rate of stress reads

th

E;d) )

e (e pe .
0;; = Ciju (5k1 Sk ale) )

o =Cijuley — &y —
ij Jkl( kl kl (2.167)

by using that C;ji;, «;j, as well as T,,; are constants. From the balance of internal
energy in Eq.(2.151)3; augmented by GIBBS’s equation (2.154) we obtain

PII + 01y Eij o dii = por = 0y (2.168)
pTN + qii — por = 0ij"sj; -

Now by using the material equations for dual variables in Eq.(2.160) and in

Eq.(2.166) we obtain the field equation for temperature:
peT™ + Tagjo;; +gii — por = 04 €,

pcT" + TaiCijua (e — ey — o T™) + qii— (2.169)

—por — Ciji(enr — et — a(T — T)) € =0.

The field equation for displacement is acquired from Eq.(2.151), by augmenting
Eq.(2.166) as follows

. pui = i =PI =0, (2.170)
pu; — Ciini(ex — "ere — (T — Trca)),j —pfi=0.
The field equations are nonlinear and coupled. We can solve them after having defined
p€,‘j, p€;j, and qi-
Plasticity starts with the assumption that we can acquire the rate of plastic strain
by using a dissipation function, @, as follows

0P
= A—— (2.171)
7 80',‘]‘
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The associated plasticity proposes to use the flow potential, f, for the dissipation
function, f = @. Modeling kinematic hardening has been discussed in Sect. 1.6.2,
we use the same notation and skip the calculations undertaken there. The flow
potential:

1 1
f = 5o = Bipley — Bip) = §Us2z : (2.172)
results in
a\iil — Pij 0';<
A =T, A= % . (2.173)
§CO'Y

With the help of Eq.(2.167) we write

(01 = Bij) Cijua (31 — &30 — "31)

A= : 2.174
Zeo? Gl
and by inserting the rate of plastic strain:
. .Of .
T =A—— = A(ow — Bu) » (2.175)
80k1

into the multiplier, we obtain

A.(l n (9111 = Bij) Cijua (opas = 5kz)) _ (o111 = Bi) Cijua ey — "e30)

2 2 2 2 ’
gCO’Y gCO’Y

_ (owi = By) Cijui (el — ")
sHoy + (0101 = Bi) Cijua (0w — Bia)
(2.176)
where we have chosen ¢ = 2/3 H for an easier association of parameters.*! By using
the conditional parameter () from Eq. (1.216) we define the plastic strain rate:

B (y (011 — Bij) Cijua €y — "E3)
" %HU% + (Glijl - 6ij)cijkl (U|k” — ﬂkl)

This equation gives the evolution of the plastic strain, which is accumulated by the
rate of plastic strain such that we can acquire it by integration,

i =/ e dr (2.178)

“IWe use H for the plastic modulus instead of % as in Sect. 1.6 since we have started to use / for
the convective heat transfer coefficient in the mixed boundary conditions for temperature.


http://dx.doi.org/10.1007/978-981-10-2444-3_1
http://dx.doi.org/10.1007/978-981-10-2444-3_1
http://dx.doi.org/10.1007/978-981-10-2444-3_1
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For the heat flux we use FOURIER’s law:
qi = —kT; . (2.179)

Furthermore, we may test the validity of the evolution equation by employing the

2nd law of thermodynamics. By using Eq.(2.168), we reformulate the balance of
internal energy into the balance of entropy:

pTn +qii — pr = 0ij %,

. qi r 1 1 - (2.180)

Pyt (?),i — Py = T diTi T oy

with the production term being positive:

1

1
5T+ 01y, 2 0. (2.181)

Y=
Obviously, it is challenging to prove that the rate of plastic strain in Eq.(2.177) is
thermodynamically admissible. Therefore, we rather have to “believe in” the for-
mulation than to derive in a thermodynamically compatible way. For the moment a
thermodynamically consistent formulation of plasticity is an unresolved issue and
still heavily discussed in the literature.

We have obtained two coupled field equations for temperature and displacement
from the balance equations of internal energy in Eq.(2.169) and of momentum in
Eq. (2.170), respectively. In the initial frame the time derivatives are simply the partial
time derivatives. From the balance of momentum and energy we generate the weak
forms in the unit of energy. First we apply the usual time discretization. Secondly,
we multiply the momentum balance with §u; and the energy balance with At 37 /T
in order to rectify the unit of energy. Finally, we integrate by parts and obtain

) 00 .
F, :/ (pu Sui +0ji duij — pfi 6u,~) dv —/ f; su; dA
Bo JB

At 2
(2.182)
as well as

C
Fr =/T) (%(T — T 5T + Atay;Ciju (g;d - 'hg;c,) 5T —
0

3T

or At ] 1
—Atg; ?)l — At7 3T — 7 Cii e;; 8T + Alﬁ‘]iT.i BT) dv+  (2.183)

ST
+ [ Ag2-da,
9By T



2.5 Thermoplasticity 159

with
F=F,+Fr, (2.184)

where we implement the stress, the kinematic hardening, and the plastic strain accord-
ing to the so-called incremental plasticity,

OO - e pt _ the A 0 .
035 = Ciju (€ = el = "ela) » 01j = 0y + Ata;

th_e T — TO . (0&” ﬂk[) ki
Erp = Qg s ,'jz—( lijl — 11)
At 252
0 0 (2.185)
B =y (o1 = B3) Cijua (e — i) " 0
4 Tjmn| — ’
" gHoy + (Ulijl - 5g)clﬂcl (U|k1| gy " "
Bij = ?j+ Atf;; . ey = "eij + At
and the heat flux as well as the strain as follows
0 0 B 1 0 21
i =—rTi, &) =uqj. & =uG ;= () —&)). (2.186)

Consider again a one-axial tensile testing, as in the previous section. By including
plasticity we can capture an effect known from the daily life. If a cyclic loading with
plastic deformation is utilized, the structure heats up. This phenomenon can clearly
be seen in Fig.2.8. A part of the energy has been stored such that the temperature
decreases and increases. This part of the process is reversible and it is modeled by
the entropy, 7. Simultaneously, entropy is produced by X, which is an irreversible
effect increasing the temperature further. In total, after one cycle of deformation, the
temperature is increased approximately 1 K. The code is below including all realistic
material parameters for a standard steel.

Fig. 2.8 Tensile testing and 300 1.5
temperature rise due to the o
plastic deformation 200

o1 in MPa

(T — Th) in K

* 0.0
—200 \

_H**‘—
050 0 017 017 0.50
w/lp in %
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9999

?7” Computational reality 14, thermoplasticity

__author__ = "B. Emek Abali”

__license__ = "GNU GPL Version 3.0 or later”

#This code underlies the GNU General Public License ,
~ http://www.gnu.org/licenses /gpl —3.0.en.html

from fenics import =x

import numpy

set_log_level (ERROR)

#units: mm, 1000 kg=ton, s, MPa, mJ, K

Tref = 300. #in K

Tamb=Tref

# Material data of P265GH (St 45.8) from VDI Waermeatlas, at
— 293.15 K

rho = 7.85E—9 #in tonne / mm"3

kappa = 57.0 #in mJ / (s mm K)

capacity = 430.0E6 #in mJ / (ton K)

alpha = 12.2E—6 #in 1/K at 373.15 K

EModul = 211.0E+43 #in MPa

nu = 0.28

H = 2600. #MPa

h = 10.E-3 #in mJ / (s mm"2 K)

sigmaY = Constant(250.0) #MPa

tMax = 10.0

Dt = 0.2

t = 0.0

xMin, xMax, xElements = 0.0, 100.0, 20
yMin, yMax, yElements = —5., +5., 2
zMin, zMax, zElements = —5., +5., 2

mesh = BoxMesh (Point (xMin,yMin,zMin), Point (xMax,yMax,zMax) ,
— xElements, yElements , zElements)

N = FacetNormal (mesh)

length = abs(xMax—xMin)

Scalar = FunctionSpace (mesh, 'P', 1)
Vector = VectorFunctionSpace(mesh, 'P', 1)
Tensor = TensorFunctionSpace (mesh, 'P', 1)

Space = MixedFunctionSpace([Scalar, Vector])

cells = CellFunction('size_t ', mesh)

facets = FacetFunction('size_t ', mesh)

dA = Measure('ds', domain=mesh, subdomain_data=facets)
dV = Measure( 'dx', domain=mesh, subdomain_data=cells)

left = CompiledSubDomain( 'near(x[0],1) && on_boundary',l=xMin
=)

right = CompiledSubDomain( 'near(x[0],1) && on_boundary',l=
— xMax)

back = CompiledSubDomain( 'near (x[1],1) && on_boundary', l=yMin

=)
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90
91
92
93

94

front = CompiledSubDomain( 'near(x[1],1) & & on_boundary',l=
— yMax)

bottom = CompiledSubDomain( 'near(x[2],1) && on_boundary',l=
— zMin)

top = CompiledSubDomain( 'near (x[2],1) && on_boundary', l=zMax)

facets.set_all (0)

displ = Expression(('0.5*%sin(2.% pixfxtime)','0.0','0.0"),f
< =0.1,time=0)

bcl = DirichletBC (Space.sub(1),displ,right)

bc2 = DirichletBC (Space.sub (1) ,Constant ((0.0,0.0,0.0)),left)

bec = [bel, be2]

dunkn = TrialFunction (Space)
test = TestFunction(Space)
delT, delu = split(test)

unkn = Function (Space)
unkn0 = Function (Space)
unkn00 = Function (Space)

unkn_init = Expression(('Tini','0','0"','0"'),Tini=Tref)
unkn = interpolate(unkn_init ,Space)

unknO. assign (unkn)

unkn00 . assign (unknO)

T, u = split (unkn)
TO, u0 = split (unkn0)
T00, u00 = split (unknO)

i, j, k, 1, my n, o, p, r, s = indices(10)

delta = Identity (3)

lambada = EModul * nu / (1.4nu) / (1.-2.xnu)

mu = 0.5 x EModul / (1.4nu)

C = as_tensor (lambadaxdelta [i,]j]xdelta [k, l]+muxdelta [i,k]x
— delta[]j,l]+muxdelta[i,]l]xdelta[j,k], (i,j,k,1))

alp = alphaxdelta

peps0 = Function (Tensor)

sigma0= Function ( Tensor)

dev_sigma0 = as_tensor (sigmaO[i,j]—1./3.xsigma0 [k,k]xdelta[i,
< 31, (i,3)

beta0 = Function (Tensor)

eps = sym(grad(u))
eps0 = sym(grad(u0))
Deps = (eps—eps0) /Dt

teps = alp*(T—Tref)
Dteps = alpx*(T-T0) /Dt

gamma = Function (Scalar)



162 2 Thermodynamics

95 | Dpeps = as_tensor (gammax(dev_sigmaO—beta0) [i,j]*C[i,]j,k,1]x*(

< Deps—Dteps) [k,1]/(4./9.*HxsigmaY *+2+(dev_sigmaO—betal)
— [m,n]*C[m,n,o,p]x(dev_sigmaO0—betal)[o,p]) x(dev_sigmal—
— beta) [r,s], (r,s))

Dsigma = as_tensor (C[i,]j,k,1]«(Deps—Dpeps—Dteps) [k,1], (i,j))
98 | Dbeta = as_tensor ( gammax(dev_sigmaO—beta0) [k, 1]*Dsigmalk,1
— ]/(2./3.xsigmaY xx2) x(dev_sigmaO—beta0) [i,]j], (i,j))

99
100 | sigma = sigma0 + DtxDsigma
101 | beta = beta0 4 DtxDbeta

102 | peps = peps0 + DtxDpeps

103
104 | dev_sigma = as_tensor (sigma[i,j]—1./3.«sigma[k,k]xdelta[i,j],
= (1))

105 |q = as_tensor(—kappaxT.dx(i), (i,))

106
107 | f = Constant ((0.0,0.0,0.0))
108 |R = Constant (0.0)

109 | qHat = hx(T—Tamb)

110

111 | Fou (rhox(u—2.#u04u00)[i]/Dt/Dtxdelu[i] + sigma[j,i]*delul[i
].dx(j) — rhoxf[i]xdelu[i] )xdV
12 |F_T (rhoxcapacity /T+(T=T0)+delT+ Dtxalp [i,j]«C[i,],k,1]=*(

Deps—Dpeps—Dteps) [k, 1]+ delT — Dtxq[i]*(delT/T).dx(i) —
Dtxrho*R/TxdelT — DtxsigmaO [i,j]*Dpeps|[j,i]*delT/T )=
dV + DtxqHatxdelT /TxdA

LA (A |

114 |Form = F_u + F_T
115 | Gain = derivative (Form, unkn, dunkn)

117 |import matplotlib as mpl

118 |mpl.use('Agg"')

119 | import matplotlib.pyplot as pylab

120 | pylab.rc('text', usetex=True )

121 | pylab.rc('font', family='serif', serif='em', size=30 )
122 | pylab.rc('legend', fontsize=30)

s | pylab.re (( 'xtick .major', "ytick.major'), pad=15)
i | pylab.subplots_adjust (top=0.90)

5 | pylab.subplots_adjust (bottom=0.17)

6 | pylab.subplots_adjust (left =0.20)

7 | pylab.subplots_adjust (right =0.75)

20 | fig = pylab.figure (1, figsize=(14,10))

30 axl = fig.add_subplot(111)

31 ax1l.grid (True, axis='x")

32 |axl.set_xlabel (r'$u-1/1.0$% in $\%S$')

33 |axl.set_ylabel (r'$\sigma_{11}$ in MPa', color='r")

34 |ax1l.tick_params (axis='y', colors='r")

35 |ax1l. grid (True, axis='y', color='r")

36 |ax2 = axl.twinx ()

37 |ax2.set_ylabel (r'$(T—T_\mathrm{ref})$ in K', color='b")
3% |ax2. tick_params (axis='y', colors='b")

39 |ax2. grid (True, axis='y', color='b")
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ax2.ticklabel_format (style='sci', axis='y', scilimits=(-2,2))

pwd='/calcul /CR14/"'

file_u = File (pwd+'displ.pvd')
file.T = File (pwd+ 'temp.pvd"')
strain ,stress ,temp =[] ,[],]]

while t < tMax:
print 'time: 't
displ.time = t
solve (Form==0, unkn, bc, J=Gain, \

solver_parameters={"newton_solver” :{” linear_solver”:

< ?"mumps” , "relative_tolerance”: le—5} }, \
form_compiler_parameters={” cpp-optimize”: True, 7

<~ representation”: ”"quadrature”, ”

< quadrature_degree”: 2} )

file_T << (unkn.split()[0], t)
file_u << (unkn.split()[1], t)

sigma_ = project (sigma, Tensor, solver_type="mumps”,\
form_compiler_parameters={” cpp-optimize”: True, 7
< representation”: ”"quadrature”, ”

< quadrature_degree”: 2} )
sigma0 . assign (sigma_)
beta_. = project (beta, Tensor, solver_type="mumps” ,\

form_compiler_parameters={” cpp-optimize”: True, ”

<~ representation”: ”quadrature” , ”
— quadrature_degree”: 2} )
beta0.assign (beta._)

flow_. = project (1./2.x(dev_sigmaO0—beta0)[i,]]|*(dev_sigma0l

< —beta0)[i,j] — 1./3.xsigmaY**2, Scalar,
— solver_type="mumps” ,\
form_compiler_parameters={”" cpp-optimize”: True,
<~ representation”: ”quadrature”, ”
— quadrature_degree”: 2} )
flow_bool = flow_.vector().array () >= 0.

”»

”

direction. = project ((dev_sigmaO—beta0)[i,j]*Deps[i,]],

< Scalar, solver_type="mumps” ,\
form_compiler_parameters={” cpp_optimize”: True,
<~ representation”: ”quadrature”, ”
< quadrature_degree”: 2} )
direction_bool=1./2.%«(numpy. sign (direction_.vector ().
— array () +1.)

”

gamma. vector () [:] = numpy.array (flow_boolxdirection_bool ,

— dtype=int)

peps- = project (peps, Tensor, solver_type="mumps” ,\
form_compiler_parameters={” cpp_-optimize”: True,
< representation”: ”quadrature” , ”
< quadrature_degree”: 2} )
peps0. assign (peps-)

”

unkn00 . assign (unknO)
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unknO. assign (unkn)

strain.append(unknO.split () [1](xMax,0.,0.) [0]/length
< 100.)

stress .append(sigma0 (xMax/2.,0.,0.) [0])

temp . append (unknO. split () [0](xMax/2.,0.,0.)—Tref)

axl.plot(strain ,stress, 'o—', color='r")

ticks = numpy.linspace (numpy.array (strain).min(), numpy.
— array (strain) .max(), 4)

axl.set_xticks (ticks)

axl.set_xticklabels ([ '%1.2f' % i_-ticks for i_-ticks in
— ticks] )

ax2.plot (strain ,temp, 'd—', color='b")

fig.savefig(pwd+'CompRealld _tensiletest .pdf"')

t += Dt

To-do

Plastic deformation generates a temperature change in the system.

e Try to change the boundary conditions to adiabatic boundaries. Guess the result
before starting the numerical calculation.

e Find out a stress/strain curve for another material and determine the plasticity
modulus or hardening parameter H in MPa. What will be the result for a lower or
higher H parameter?

e Find out the material behavior of aluminum and explain why the linear hardening
model used in this section is inadequate for modeling an aluminum sample.
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