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Abstract. Stock price forecasting is one of the most challenging tasks
of time series forecasting due to the inherent non-linearity and non-
stationary characteristics of the stock market and financial time series.
In this paper, an ensemble method composed of Empirical Mode Decom-
position (EMD) algorithm and v-Support Vector Regression (v-SVR) is
presented for short-term stock price forecasting. First of all, the historical
stock price time series were decomposed into several intrinsic mode func-
tions (IMFs). Then each IMF was modeled by a v-SVR model to generate
the corresponding forecasting IMF value. Finally, the prediction results
of all IMFs were combined to formulate an aggregated output for stock
price. The stock market price datasets of three power related companies
are used to test the effectiveness of the proposed EMD-v-SVR method.
Simulation results demonstrated attractiveness of the proposed method
compared with six forecasting methods.

Keywords: Empirical mode decomposition - Ensemble method + Time
series forecasting - Stock price forecasting - v-Support vector regression -
Artificial neural network

In modern financial markets and industrial fields, big data mining, analy-
sis and forecasting play a important role for companies to optimize their plans
and strategies in order to keep themselves competitive. Stock price forecasting
belongs to time series (TS) forecasting paradigm, which aims to predict the
future stock market price ranging from hours to several days ahead by analyz-
ing TS data itself and extracting meaningful characteristics [29]. Among all the
challenging tasks in the field of financial time series forecasting, stock price fore-
casting is regarded as one of the most difficult one due to the highly non-linear
and non-stationary patterns of stock price TS caused by numerous influence
factors, such as economy, affecting government, enterprise and investors [19].
Table 1 shows the list of nomenclatures and acronyms used in this paper.

In the literature, various methods and ideas have been published for stock price
forecasting with varying degrees of success, which can be categorised into linear
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Table 1. Nomenclature

TS Time Series

ANN Artificial Neural Network
SVM Support Vector Machine
SVR Support Vector Regression

EMD Empirical Mode Decomposition

MAPE | Mean Absolute Percentage Error

RMSE | Root Mean Square Error

ARIMA | Auto-Regressive Integrated Moving Average

GARCH | Generalized Autoregressive Conditional Heteroscedasticity

statistical methods and nonlinear machine learning models [32]. For linear mod-
els, normally statistical theories and mathematical equations are used for extrap-
olating the future values of TS. The most successful linear models include lin-
ear regression [28], Holt-Winters exponential smoothing [20], Autoregressive Inte-
grated Moving Average (ARIMA) [5], and so on. These conventional models are
developed based on the assumption that the TS being forecasted are linear and
stationary. However, in the literature, it has been verified that these conventional
modeling techniques are not adequate for stock market price forecasting [23].

Nonlinear machine learning methods can learn features from and also make
predictions on TS data, which build a model from example inputs in order to
make data-driven predictions, instead of following strictly static program instruc-
tions [25]. With the rapid development of computational intelligence, machine
learning methods have been widely applied for various research fields including
stock price forecasting. The most widely used machine learning algorithms include
generalized autoregressive conditional heteroscedasticity (GARCH) [4,15], artifi-
cial neural network (ANN) [11], support vector regression (SVR) [10] and fuzzy
comprehensive evaluation [40]. For example, in [3], an evolutionary Levenberg-
Marquardt neural networks based hybrid model was proposed for stock price fore-
casting, along with some data pre-processing techniques.

ANNs have been widely used for stock price forecasting in the literature
[24,41], but still suffer from local minimum traps and over-fitting problems [36].
On the contrary, the kernel machines, such as SVR, have global optimums due
to their structural risk minimization principle. SVR considers both the training
error and the capacity of the regression model to avoid under-fitting and over-
fitting problems in the training process [39]. For example, in [23], a forecasting
model based on chaotic mapping, firefly algorithm and SVR has been proposed
to predict stock market price with higher accuracy than ANNs. However, in the
literature, most publications are focused on the original form of SVR, namely
e-SVR, while the updated version v-SVR still needs further investigation [37].
Therefore, in this work, v-SVR is mainly focused, at the same time, a comparison
between v-SVR and e-SVR is also conducted.
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Ensemble learning methods, or hybrid methods, aim to obtain better fore-
casting performance by strategically combining multiple algorithms. Dietterich
has concluded the success of ensemble methods due to three fundamental rea-
sons: statistical, computational and representational [13]. Ensemble learning can
be divided into two categories according to the way of combination sequen-
tial and parallel [33]. In a sequentially combined ensemble method, the outputs
from several forecasting models are treated as the inputs to another forecast-
ing method [6,31]. For a parallel combined ensemble method, the training TS
is decomposed into a collection of sub-datasets [9]. Then we train a forecasting
model for each TS, and aggregate the outputs from all the models to calculate
final prediction results. There are many examples of parallel ensemble methods
in the literature, such as wavelet decomposition [17,21], empirical mode decom-
position (EMD) [22,30] and negative correlation learning [2].

In this paper, an ensemble method composed of EMD and v-SVR is proposed
for short-term stock price forecasting. The attractiveness of the proposed method
is demonstrated on real world stock price datasets of power related compa-
nies, and compared with six benchmark learning algorithms: Persistence, ANN,
e-SVR, v-SVR, EMD based ANN and EMD based e-SVR models.

The remaining of this paper is organized as follows: Sect. 1 explains the the-
oretical background on forecasting methods. Section 2 presents the algorithm of
proposed EMD-v-SVR approach. Section 3 shows the procedures for experiment
setup, followed by the discussion about experiment results in Sect.4. Finally in
Sect. 5, the conclusions and future works are stated.

1 Review of Forecasting Models

1.1 Support Vector Regression

The Support Vector Machine (SVM) is a machine learning algorithm proposed
by Cortes and Vapnik [10] based on statistical learning theory. Structural risk
minimization is the basic concept of this method. A version of SVM for regres-
sion was proposed in [14]. Support vector regression has been widely applied in
time series forecasting problems [35]. There are two versions of SVR: e-SVR and
v-SVR.

e-Support Vector Regression. Suppose a time series data set is given as
follows

where x; is the input vector at time ¢ with m elements and y; is the corresponding
output data. The regression function can be defined as

fla) =w'é(z) +b (2)

where w is the weight vector, b is the bias, and ¢(x) maps the input vector =
to a higher dimensional feature space. w and b can be obtained by solving the
following optimization problem:
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N
R X
i swlw C;(& +&) (3)
Subject to:
yi—w p(@) —b<e+§
whp(x) +b—y <e+ & (4)

where C'is a predefined positive trade-off parameter between model simplicity
and generalization ability, & and & are the slack variables measuring the cost
of the errors.

For nonlinear input data set, kernel functions can be used to map from orig-
inal space onto a higher dimensional feature space in which a linear regression
model can be built. The dual problem is

N N

1
min *(Ot704*)TQ(Q*(X*)+€Z(OL¢+OL,7)+Zyi(06i704:) (5)
e i=1 i=1
Subject to:
ella—a*)=0, (©)
0<a;,a; <C
where e = [1,...,1]7 is the vector of all ones, @ is an 1 by 1 positive semi-

definite matrix, K is the kernel function, Q;; = K (z;, z;) = ¢(z;)" d(x;).
Thus, the final SVR function is obtained as

N

yi = f(xi) = Z(a}k — o) K(xi, @) + b (7)

i=1

where «; and o are the Lagrange multipliers. The most frequently used kernel
function is the Gaussian radial function (RBF) with a width of o

K (z;, ;) = eap(— |@; — a5 /(207)) (8)

v-Support Vector Regression. v-SVR uses a parameter v € (0, 1] to control

the number of support vectors [34]. It is proved that v is an upper bound on the

fraction of training errors and a lower bound of the fraction of support vectors [7].
Similar with e-SVR, with (C,v) as parameters, ¥-SVR solves

N
min %wTw + C(ve + % Z(§i +¢&7)) 9)

w,b,£,6% e P
Subject to:
T
yi —w d(x;) —b<e+§;
wl () +b—y; <e+ & (10)
fufz* Z 076 Z 0.
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The dual problem is

1
min - (a —a*)"Q(a —a*) +y' (a —a¥) (11)
a,a™ 2
Subject to:
ella—a*)=0,eT(a—a*) <Cy, (12)
0<a;,af <C/N
The final approximate function is
N
yi = fl@i) = (o] — i) K (i, @) +b (13)
i=1

1.2 Empirical Mode Decomposition

EMD [22], also known as Hilbert-Huang transform (HHT), is a method to decom-
pose a signal into several intrinsic mode functions (IMF) along with a residue
which stands for the trend. EMD is an empirical approach to obtain instanta-
neous frequency data from non-stationary and nonlinear data sets.

The system load is a random non-stationary process composed of thousands
of individual components. The system load behavior is influenced by a number of
factors, which can be classified as: economic factors, time, day, season, weather
and random effects. Thus, EMD algorithm can be very effective for load demand
forecasting.

An IMF is a function that has only one extreme between zero crossings, along
with a mean value of zero. The shifting process which EMD uses to decompose
the signal into IMF's is described as follows:

1. For a time series signal z(t), let m; be the mean of its upper and lower
envelopes as determined by a cubic-spline interpolation of local maxima and
minima.

2. The first component h; is computed by subtracting the mean from the original
time series: hy = x(t) — m;.

3. In the second shifting process, hq is treated as the data, and mq; is the mean
of hi’s upper and lower envelopes: h11 = h1 — mq1.

4. This shifting procedure is repeated k times until one of the following stop cri-
terion is satisfied: (i) mqx approaches zero, (ii) the numbers of zero-crossings
and extrema of hyj differs at most by one, or (iii) the predefined maximum
iteration is reached. hy; can be treated as an IMF in this case and computed
by: hig = hy(k—1) — M1k

5. Then it is designated as ¢; = hiy, the first IMF component from the data,
which contains the shortest period component of the signal. We separate it
from the rest of the data: z(t) — ¢1 = ri. The procedure is repeated on r;:
T —C2 =T2,..., T(n_l) — Cp =Tn.

As a result, the original time series signal is decomposed as a set of functions:
z(t) = Y i, (¢ci) + rn, where the number of functions n in the set depends on
the original signal.
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2 Proposed Ensemble Method

“Divide and conquer” is an ensemble method which works by decomposing the
original TS into a series of sub-datasets until they are simple enough to be ana-
lyzed. For proposed EMD-v-SVR approach, as mentioned above, the stock price
data is decomposed into several IMFs and one residue by EMD method. Then a
v-SVR model is trained for each IMF including the residue. The final prediction
results are given by combining the outputs from all sub-series using another
v-SVR model. Figurel is the schematic diagram of this proposed ensemble
method, and the procedures can be concluded as:

1. Use EMD to decompose the original TS into several IMF's and one residue.

2. Construct the training matrix as the input of each v-SVR for each IMF and
residue.

3. Train »-SVR models to obtain the prediction results for each of the extracted
IMF and residue.

4. Combine all the prediction results by another »-SVR model to formulate an
ensemble output for TS forecasting.

Time Series Data

Prediction Results

Fig. 1. Schematic diagram of the proposed EMD-KRR-~-SVR approach

3 Experiment Setup

3.1 Datasets

In this paper, the stock price datasets of power related companies were used for
evaluating the performance of benchmark learning models. Daily closing stock
market prices for Surgutneftegas (from 31/12/2007 to 2/9/2016), Lukoil (from



28 X. Qiu et al.

18/11/1996 to 13/1/2017) and Exxonmobil (from 3/1/1993 to 3/31/2017) were
extracted from Yahoo Finance [1]. For each dataset, to compare the performance
of learning models with different forecasting horizons, three kinds of simulations
were conducted: one day ahead, two days ahead and one week ahead forecast-
ing. For each dataset, 80% of the data points were used for training, while the
remaining 20% was used for testing.

3.2 Methodology

For the time series stock price datasets, all the training and testing values are
linearly scaled to [0, 1]. The scaling formula is:

_ Ymax — Yi

v Ymaz — Ymin (14)
To implement the simulation, LIBSVM toolbox was used for SVR based mod-
els, including e-SVR, v-SVR, EMD-¢-SVR, and the proposed EMD-v-SVR [8].
Neural network toolbox in Matlab was used for constructing neural networks,
including ANN and EMD based ANN (EMD-ANN).

For SVR based models, we use the RBF kernel function with parameters
chosen by a grid search. The range of C' is [274,2%], and the range of o is [1073,
1071]. For ANN and EMD-ANN, the size of neural networks is determined by
the size of input vector. The number of iterations for back propagation is set as
1000.

3.3 Error Measurement

To examine the accuracy of the prediction model, two evaluation measures are
used in this study: Root Mean Square Error (RMSE) and Mean Absolute Per-
centage Error (MAPE). They are defined as:

1 n
RMSE = | -3 () i)
i=1 (15)
1L~y — i
MAPE ==Y |Z—2%
n Z Yi

i=1

where y. is the predicted value of corresponding y;, and n is the number of data
points in the testing time series.

4 Results and Discussion

In this work, six benchmark methods were implemented for stock market price
forecasting to perform a comparison with the proposed EMD-v-SVR model.
First of all, the persistence method was employed as the baseline for comparing
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the performance of learning models. This method assumes the conditions at the
future time the same as the current values and has relatively reasonable accuracy
for stock price TS. The prediction results for short-term stock price forecasting
are shown in Table 2, where the forecasting horizons are one day, two days and
one week. The numbers in bold mean that the corresponding method has the
best performance for this dataset under this performance measure. According
to the prediction results, we can conclude that all the machine learning models
outperform the persistence method for short-term stock price forecasting.

To reveal the advantages of EMD based ensemble methods, we implemented
the single structure models ANN, e-SVR and v-SVR for stock price forecasting,
and conducted an comparison with their EMD hybrid models. From the results
shown in Table 2, it is obviously that EMD can bring significant improvements
for short-term stock price forecasting. Besides that, »-SVR generally performs
better than e-SVR in all cases. However, in some cases, the differences between
these two models are not so significant. Moreover, the proposed EMD-v-SVR
achieves the best performance for every dataset, which means that the proposed
method has more advantages compared with the benchmark models.

Table 2. Prediction results for stock market price forecasting

Dataset Horizon|Metrics Prediction model
Persistence ANN [18]|e-SVR  |v-SVR  |[EMD-ANN EMD-e-SVR |Proposed
[10] [34] [26] [38]
Lukoil 1 day |RMSE |1.305 0.957 0.950 0.950 0.540 0.463 0.461
MAPE [2.106% 1.543% |1.531% [1.532% |0.881% 0.738% 0.737%
2 days [ RMSE |1.588 1.325 1.309 1.306 0.706 0.709 0.704
MAPE |2.608% 2.158% [2.118% [2.115% [1.136% 1.119% 1.114%
1 week RMSE [2.179 2.126 2.063 2.040 1.167 0.912 0.884
MAPE [3.623% 3.602% [3.463% (3.404% |1.956% 1.498% 1.461%
Surgutneftegas|l day |RMSE |18.762 18.488 13.288 13.181 12.134 10.516 7.486
MAPE |2.846% 2.699% [1.943% (1.913% [1.843% 1.795% 1.141%
2 days |[RMSE |22.628 22.388 18.417 18.407 14.567 8.973 8.762
MAPE |3.389% 3.258% [2.696% [2.694% [2.246% 1.281% 1.256%
1 week [RMSE |36.038 32.350 30.272 29.888 17.038 18.382 15.575
MAPE |5.764% 4.579% |4.469% |4.321% [2.707% 2.651% 2.280%
Exxonmobil 1 day |RMSE |1.337 0.967 0.963 0.962 0.707 0.486 0.483
MAPE [1.130% 0.818% |0.811% [0.811% [0.617% 0.416% 0.414%
2 days |[RMSE [1.635 1.414 1.339 1.335 0.823 0.665 0.662
MAPE [1.389% 1.226% |1.142% [1.138% [0.727% 0.570% 0.566%
1 week [RMSE |2.161 1.949 1.990 1.986 1.177 0.906 0.904
MAPE |1.882% 1.760% [1.730% |1.724% |1.023% 0.773% 0.763%

In order to give a detailed analysis of these results, we employ Friedman
test [16] and Nemenyi post-hoc test [27] to test the significance of the differ-
ences among these learning models. The Friedman test ranks the algorithms
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for each dataset separately, and then assign average ranks in case of ties. The
null-hypothesis states that all the algorithms have the same performance. If
the null-hypothesis is rejected, in order to tell whether the performances of two
among totally k learning models are significantly different, the Nemenyi post-hoc
test is applied to compare all the learning models with each other. The compar-
ison results of statistical test based on RMSE and MAPE are shown in Figs. 2
and 3, respectively. The methods with better ranks are at the top whereas the
methods with worse ranks are at the bottom. It is worth noting that the models
within a vertical line whose length is less than or equal to a critical distance
have statistically the same performance. The critical distance for Nemenyi test
is defined as:
B kE(k+1) 16
CD = q, 6N (16)
where k is the number of algorithms, N is the number of data sets, and ¢, is the
critical value based on the Studentized range statistic divided by v/2 [12]. From
the statistical test results, the proposed EMD-v-SVR, achieves the best rank and
significantly outperforms the non-EMD based methods with a 95% confidence.

Friedman p-value: 1.1995e-09 e Different e CritDist: 3.0

Proposed - 1.00 @
EMD-£-SVR-222 @

EMD-ANN-278 @

»-SVR-400 &%

e-SVR-500 &

ANN-6.11 @

Persistence -689 ®

Fig. 2. Nemenyi test for stock price forecasting based on RMSE. The critical distance
is 3.0.
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Friedman p-value: 1.1995e-09 e Different e CritDist: 3.0

Proposed - 1.00 @
EMD-e-SVR-200 @
EMD-ANN-3.00 ®

»-SVR-422 @-F

£-SVR-478 @
ANN-611 ®

Persistence - 6.89 * -

Fig. 3. Nemenyi test for stock price forecasting based on MAPE. The critical distance
is 3.0.

5 Conclusion

In this paper, we proposed an ensemble learning approach for short-term stock
market price forecasting composed of EMD and v-SVR. Three stock price
datasets from power related companies were used for evaluating the performance
of the proposed method. Moreover, six benchmarks methods were implemented
to perform a comparison with the proposed method. From the forecasting results,
the following conclusions are made:

1. »-SVR generally performs better than e-SVR for short-term stock price fore-
casting. However, in some cases, the differences between these two models are
not so significant.

2. EMD based hybrid methods, including EMD-ANN, EMD-e-SVR, and the pro-
posed EMD-v-SVR, significantly outperform the corresponding single struc-
ture models for short-term stock price time series forecasting.

3. The proposed EMD-v-SVR approach achieves the best performance for stock
price forecasting according to the statistical testing.

For future research directions, more influence factors, such as economy, affect-
ing government, enterprise and investors need to be considered in order to con-
struct much more complex multivariate models for stock price forecasting. More-
over, »-SVR and its ensemble models can also be tested using other types of
TS, such as renewable energy data, to evaluate the performance in the generic
situation.
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