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Abstract. This paper addresses detecting, localizing and recognizing various
grocery products in retail store images. Our object recognition algorithm
achieves this goal using just one image per product for training, assuming that
the category of the products (like cereals, rice, etc.) is known. This algorithm
uses logo detection as a precursor to product recognition. So, the first step
involves detecting and classifying products, at a broader level, based on their
brands. The second step is the finer classification step for recognizing and
localizing the exact product label, which involves using colour information. This
hierarchical approach limits the confusion in classifying similar looking prod-
ucts and outperforms product recognition that was implemented without logo
detection. The algorithm was tested on 80 annotated grocery shelf images
containing 238 different products that fall under 3 categories. This facilitates
smarter inventory management in retail stores on a large scale and on a day to
day basis for the visually impaired people.

Keywords: Object detection and recognition � Grocery products � Local
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1 Introduction

Multiple instance recognition is a relevant problem in both object recognition and
image retrieval literature. A general object recognition algorithm should be able to
recognize multiple instances of varied known objects. In a real world scenario, this
would be highly challenging due to diverse backgrounds, occlusion, illumination and
many other factors. Confining this general problem to the retail scenario makes it more
addressable, nevertheless the challenges persist. One major challenge would be to deal
with large number of products that keep getting added to the dataset. With an ever
growing dataset, getting large number of training images for each product is imprac-
tical. Developing a recognition system that uses one image per product for training,
addresses this problem. Even if there were just one image per product for training, it
would be unrealistic to assume that the testing and training images belong to the same
distribution.

To this end, we designed a scalable algorithm that performs well even in cross
dataset settings, as shown in Fig. 1. We exploit the fact that logos are designed to be
unique and distinct so that they can be easily associated with their respective brands.
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This association between logos and products plays an integral role in our algorithm for
recognizing grocery products on a shelf.

The algorithm mainly comprises two steps. The first step involves detecting and
classifying products based on their brands. This is achieved by matching the extracted
SIFT [1] keypoints from the image of the grocery shelf with the logos of all products in
the training dataset and picking the top k logos that have the most number of matches.
Then, template match, which is modified to be scale invariant, is used for localization
of the logos. The second step is the finer classification step for recognizing and
localizing the exact product label, which involves using colour information.

Grocery image interpretation can prove beneficial to store owners for inventory
management, companies to monitor its brands in large retail store and help the visually
impaired.

The paper has been structured as follows. Section 2 presents the related work.
Section 3 is Methodology, where we explain our algorithm in detail. In Sect. 4 we
delve into the details about the dataset that we used and tested our algorithm on. Also,
we present our accuracy results calculated using mean Average Precision (mAP).
Finally, we conclude the paper with some details about the Future Work in Sect. 5.

2 Literature Review

Substantial work has been done in recognition and classification of objects. Most of this
work falls in either using global or local features. Global features like colour his-
tograms [2] and Principal Component Analysis (PCA) [3] were used in some of the

Fig. 1. Our product recognition algorithm recognises the products on the left column in the shelf
image on the right side
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earlier works in this field. More recently, local features like SIFT [1] and SURF [8]
have gained a lot of popularity and are widely used. These local features have had an
upper hand over global features as they overcome problems like occlusion,
scale-variance and orientation.

But, these local features cannot be directly used for multiple object recognition as
the keypoints spanning over two or more instances will be considered for homography
and will lead to a skewed bounding box. Skoczylas [11] solve this problem for detecting
multiple identical logos by using a sliding window method. Hence, generalising single
instance detection to multiple instance detection has its own set of challenges. One of the
methods [5] estimates the number of instances of a particular object in challenging
situations by using the traditional shape matching algorithms [6, 7] and Hough-like
collaborative voting. In place of the geometric constraints used in the previous work,
which need to be obtained manually, Collet et al. [9] use local descriptors from several
training images to learn a 3-dimensional model of an object. Given a test image, they
group local keypoints belonging to the same object based on their 2D position and use
RANSAC to recognize them. However, this approach might not be able to distinguish
between two similar instances lying in very close proximity. And also both the above
approaches would be impractical for the retail scenario as they require training images to
be collected for a large number of products.

Grocery Products Recognition is a specific case of multiple object detection.
Among the few available works that deal with this, is the ShelfScanner [10], which
aims at detecting products on a shelf in real time. This is achieved by using enhanced
SURF descriptors extracted from images to train a multiclass naïve Bayes classifier.
This work achieves good performance on real world data but requires high quality
training data. Whereas George and Floerkemeier [4] achieve runtime efficiency by
using one single image per product label as training data. They adapt a hierarchical
approach that first recognizes the category (like biscuits, chocolates, etc.) using dis-
criminative random forests. Then an intra-class classification to simultaneously rec-
ognize and localize the product is done using deformable dense pixel matching and
genetic algorithm.

3 Methodology

Two approaches to solve the grocery products recognition problem have been dis-
cussed in considerable detail in this section. First approach that we propose is to use
logo detection as a precursor to the product recognition step. We compare this with the
second approach that involves only the product recognition step. The second approach
serves as the baseline. George and Floerkemeier [4] try to solve the same grocery
products recognition problem. But our approach differs from theirs mainly in the usage
of logo detection to aid the product recognition step.
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3.1 Using Logo Detection

Our product recognition algorithm involves detecting and localizing logos of the
products belonging to a particular category present on a shelf. In order to achieve this,
we first aim at shortlisting the probable logos within a given category. Initially, the
SIFT keypoints and descriptors of all the logos in the training set are extracted and
stored in a database. Then, we extract SIFT keypoints and descriptors obtained from the
grocery shelf image, which are matched with the already extracted keypoints of the
logos that were stored in the database. The matching is done using a simple FLANN
matcher. A number is associated with every logo in the database, which represents the
number of keypoints from the shelf that match with its keypoints. These numbers are
normalized and sorted. Then, the top k logos were shortlisted based on the number of
keypoints that got matched with the shelf. In Fig. 2, top few logos corresponding to the
shelf have been shown in a sorted order. Here, every keypoint of the shelf is matched
with the closest keypoint among the logos. This makes the algorithm more scalable as it
avoids going through each logo and checking whether it is present on the shelf.

Once the top-k logos are decided, we perform a scale invariant template match.
The template here is the logo which is matched with the shelf image varied over
different scales. The template match will give the best matches for a given template in
the form of rectangular bounding boxes around the matches found. These bounding
boxes have to be further filtered to reduce the number of false positives. This can be
done by adding a verification step that involves computing the SIFT keypoints and

Fig. 2. A pictorial illustration of choosing the top k logos in the logo detection step. The red
lines depict the matches between the keypoints in the shelf and the first logo. Similarly, the grey
and the blue lines are matches with the next two logos
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descriptors within each bounding box and matching it with the template using the Fast
Library for Approximate Nearest Neighbour (FLANN) [12–14] matcher. FLANN
automatically chooses the best algorithm and optimum parameters for the nearest
neighbour search. These matches are then used to compute the homography and check
for the presence of the correct logo.

After detecting the logos, a certain region around each logo is extracted for the
product recognition step. To narrow down to a particular product containing the
detected logo, it is important to consider the colour information. This colour infor-
mation was captured through three indices obtained by performing a template match in
Red, Green and Blue (RGB) space separately. These three indices are summed up and
used to determine the best match among the products with the same logo. We also
experimented with Lab colour space (without the luminance component) in place of the
RGB space. This approach has been formulated as a flowchart in Fig. 4.

Fig. 3. (a) Some products from the grocery products dataset of three categories (b) Logos of
some products

Fig. 4. Flowchart depicting the Methodology
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3.2 Without Using Logo Detection

As opposed to the above approach, an implementation of grocery products recognition
was attempted without the detection of logos. As mentioned before, SIFT keypoints
and descriptors of all the products as well as that of the grocery shelf image are
extracted. The top k products are shortlisted and a verification step is performed as
discussed earlier.

4 Experimental Setup and Results

4.1 Dataset

The algorithm was tested on a subset of the Grocery Products Dataset [4]. One of the
important features of this dataset is that the training images were taken under ideal
conditions and the testing images were taken in real life scenarios using a mobile
phone. Three categories were picked from this cross-dataset, which comprise 238
products and 80 images. The categories were picked such that they mainly comprise of
non-deformable packaged products. The split within the chosen categories is shown in
Table 1. Also the number of grocery shelf images that were used for testing our
algorithm is listed in the table for each category.

This dataset provides training data consisting of one image per product label. These
products are further grouped together based on their logos and a set of distinct logos are
extracted manually for each category, which serve as input for the algorithm. Some of
the products and logos from the three categories chosen have been shown in Fig. 3.

4.2 Results

The performance of our proposed approach was evaluated on the three categories using
mean Average Precision (mAP) as the measure on two different variants of the system:
(i) the logo detection step, and (ii) the full system.

The mAP is computed as the average precision of all the test images within a
category.

precision ¼ TP
TPþ FP

Where, TP is the number of true positives and FP is the number of false positives

Table 1. Statistics about various categories chosen for testing the algorithm

Category No. of Logos No. of Products No. of Shelves

Cereal 58 138 25
Rice 21 31 22
Tea 9 69 32
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The results for both the steps have been tabulated in Tables 2 and 3.
The accuracy and the run-time efficiency increase considerably when logo detection

is incorporated as a step. This is because when we do logo detection first, the number of
probable matches are reduced.

So, as opposed to matching a large number of templates against a test image, only a
small subset of those templates are matched against the test image now. All the results
mentioned above are obtained using the RGB colour space in the later part of the
algorithm. When experiments were conducted using the Lab colour space without the
luminance component, the accuracy of the full system decreased by 5% on an average.

All the results were performed on Intel Core i5 processor with clock speed of
2.2 GHz and 4 GB RAM. The product recognition algorithm was implemented in
python, using the OpenCV 2.4.11 library. Our approach (using logo detection) takes
60 s on an average per shelf and outperforms the baseline by nearly 10 s.

5 Conclusion

In this paper, we show how the novelty of logo recognition helps to improve product
recognition accuracy and the run-time on the Grocery Products Dataset. Also, the fact
that we use only one image per product as training under cross-dataset settings makes it
more realistic and adds to the novelty. Given the minimalist requirements of the
dataset, it is convenient to alter and expand the dataset as and when required.

Future work could be to make the product recognition affine transformation
invariant, so that it will be able to recognise products with deformable packaging, for
example, bakery products.

Table 2. Accuracy for logo detection step

Category Accuracy
(mAP)

Cereal 80.58
Rice 90.22
Tea 71.86

Table 3. Accuracy for our grocery products recognition system

Category Baseline accuracy
(mAP)

Accuracy
(mAP)

Cereal 49.43 60.21
Rice 25.083 61.15
Tea 21.34 30.70
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