Chapter 2
Argumentation-Based Personal Assistants
for Ambient Assisted Living

Stella Heras, Javier Palanca and Carlos Ivan Chesnevar

Abstract Personal assistants may help the elderly population to live independently
and improve their welfare in ambient assisted living environments. However,
although there are current proposals already developed both in academic and com-
mercial domains, these systems are still far from being established on the daily lives
of the general population. Argumentation technologies can help to deal with open
challenges in this domain. In this chapter, we explore the connection between the
related areas of argumentation, recommendation, decision-making and persuasion,
and we review related work that can play an important role on the development of
the next generation of personal assistants for ambient assisted living.

2.1 Introduction

Nowadays, many studies claim that Time is people’s most valuable asset [33]. Con-
sequently, Personal Assistants (PAs), which are able to assist people in many tasks
and save them time, have recently gained much success. However, the concept that
most people have about a PA has deeply changed over time. While in the 20th cen-
tury PAs were seen as that secretary or administrative staff that all the businessmen
or celebrities had, if today we ask someone if they know any PA, it is very likely that
they will answer Siri,! Cortana® or Google Now.> The conception of time has also
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undergone an arguably slight change. The enormous technological advances of the
last decades have gone hand in hand with a progressive aging of the population, and
an unprecedented availability of information. Nowadays, people do not have time to
learn how to take advantage of the enormous possibilities that technologies and the
big volumes of data available on the Internet may offer them. Furthermore, they not
only want to have more time, they want more quality time, and this means welfare in
terms of health and happiness.

So here is where these new and intelligent software PAs can play their crucial role.
They could act on people’s behalf (taking care of us or our relatives, helping us in our
duties, checking our agenda, etc.), and all this in the most efficient way and with the
highest quality. Paradoxically, their level of acceptance by the general population is
still very low. Although many have PAs in their mobile devices, for instance, they do
not feel them as really necessary. As pointed out in [15], PAs reductionist architecture
may be the cause for their slow establishment in our daily lives. They are still no more
than ‘an interface to a collection of discrete and effectively independent underlying
functionalities’, but this ‘does not add up to intelligence’. Technologies for personal
assistance are still in their infancy and there is a huge room for new approaches and
cross-fertilization from other related research areas.

In this chapter, we will focus on the specific domain of PAs for Ambient Assisted
Living (AAL). AAL deals with the application of ICT-based solutions for aging
well, one of the main pillars of the European Commission roadmap.* By 2060, 1
in 3 Europeans will be over 65 and the ratio of working people to the ‘inactive’
others will be shifting from 4 to 1 today to 2 to 1 [17]. This imminent aging of the
population will entail a series of problems that must be addressed from this very
moment. Among them, the combination of socialization problems, physical and/or
psychological limitations, and the need of specific care raises important challenges
for PAs in AAL.

On the one hand, PAs may help the elderly population to live independently and
improve their welfare. These technological devices can bring together the elderlies’
relatives or friends to make the elderly person feel accompanied. Also, they can man-
age and track elderlies’ activities, show them reminders to take pills, warn caregivers
when they are nor feeling well or need help, etc. However, elders did not grown in
the current technological age and most have no experience with PAs. Notwithstand-
ing, most show some interest in operating new devices and in learning new things,
although they have a general distrust towards computers when they have not been
taught to use them [1]. The issue with the current PAs is that they are not truly
designed for the elderly, and most will abandon such applications if they are not
forced to use them.

To achieve the ultimate goal that the elders actually use PAs in their daily lives,
they need to build a relationship of trust between them and the application. Unfortu-
nately, people tend to trust the information that is presented by digital systems even
if it is not true or it is incomplete, and when people realize that they were tricked
by the system, they stop using it [35]. It is crucial that PAs present truthful infor-
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mation, in an understandable and simple way, personalized and appealing for their
users. A growing body of work in artificial intelligence has been devoted to deal
with research challenges in this domain, and the argumentation research community
has also echoed this trend [34]. However, this is still a novel research area with few
contributions to date. In this chapter, we review recent advances on computational
argumentation in this domain and discuss how these approaches can be successfully
applied to overcome research challenges for PAs in AAL settings.

Concretely, the usual operation of a PA in AAL can be seen as a reasoning process
with several steps, as depicted in Fig. 2.1. First, the system receives input from differ-
ent sources of information, like environmental context registered by the PA’s sensors
(e.g. weather conditions, localization), the user model (e.g. objectives, preferences,
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personality, physical conditions, social context), and other possible general knowl-
edge about the domain (e.g. clinical guidelines). Then, it processes these data and
generates an advice or recommendation depending on the PA’s purpose. Finally, the
recommendation is provided to the user. Different styles of human-computer inter-
action can be followed. For instance, the system may automatically make a decision
for the user and directly perform an action on her behalf (e.g. schedule an activity).
Other less intrusive approach may be to generate an alert (e.g. a reminder, a warn-
ing) that tries to persuade the user to do something, but leaving the final decision of
performing it or not at her will. Also, an alternative may also be to allow the user
to interact with the system throughout the reasoning process, just to provide more
information or to allow her to correct the PA’s reasoning (make the PA scrutable).

In this process, argumentation can be applied at different steps and with different
purposes. On the one hand, argumentation can be used at the very first steps of the
process to make decisions and generate recommendations. Therefore, in Sect. 2.2
we will focus on how argumentation can be used by PAs to promote users’ health by
helping in decision-making and recommending the best practices or activities in view
of the users’ goals, preferences, context (environmental, physical, social), etc. Once
a list of candidate activities or potential decisions are selected, in Sect. 2.3 we will
discuss the role of argumentation to generate persuasive arguments to support them.
Here argumentation can pursue different goals. It can be used to filter the list of rec-
ommendations and argue in favor or against the provision of a particular advise (i.e.
use argumentation as an internal reasoning process for the PA to select the potentially
more persuasive recommendation). Alternatively, argumentation can be also used to
interact with the user with the aim of persuading her to accept the recommendation
once it has been proposed (i.e. use argumentation to promote user’s understanding
of the systems decisions, or user’s behavior change). Finally, in Sect. 2.4 we provide
a summary on the work reviewed and identify open issues in this domain.

2.2 Decision-Making and Recommendation

In a general setting, decision-making is a process of identifying and choosing alterna-
tives based on the values and preferences of the decision-maker. When many possible
choices are available, the decision making space can become extremely complex to
explore under limited resources (time, money, etc.). That is when recommendations
(or suggestions) provide an alternative to reduce such a search space and analyze
possible decisions.

Recommender systems [8, 32, 45] are aimed at helping users to deal with the
problem of information overload by facilitating access to relevant items. They attempt
to generate a model of the user’s tasks and apply diverse heuristics to anticipate what
information may be of interest to the user. In fact, PAs for AAL can be seen as a par-
ticular instance of such systems, expanding the user’s natural capabilities by acting
as intelligence or memory augmentation mechanisms, tending to minimize the user’s
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cognitive effort (something valuable for human beings in general, and in particular
for elderly people).

Recommender systems technologies usually operate by creating a model of the
users’ preferences or tasks with the purpose of facilitating access to items that the
user might find useful. In this respect, many of such systems attempt to anticipate the
user’s need, providing assistance proactively. In order to come up with recommenda-
tions or suggestions, conventional recommender systems rely on similarity measures
between users or contents, computed on the basis of methods coming either from the
information retrieval or from the machine learning community.

Two main techniques have been used to compute recommendations: content
based and collaborative filtering. Content-based recommenders rely on the premise
that user’s preferences tend to persist through time, using machine-learning tech-
niques to generate a profile of the user based on ratings she provided in the past.
Collaborative filtering recommenders, on the other hand, are based on the assump-
tion that users’ preferences are correlated, keeping a pool of users’ profiles, so that
when decisions are to be made in the context of the active user, she can be presented
with items which strongly correlate with other items from similar users in the past.

An important deficiency of recommendation technologies in general is their lim-
ited ability to qualitatively exploit data, giving rise to a number of issues:

o Exposing underlying assumptions and providing rationally compelling arguments:
while recommendations may be simple pointers or hints in many situations, it is
easy to come up with scenarios in which the user may need further evidence before
taking a course of action (e.g. “take a nap after lunch” is a recommendation which
is might not be very helpful if not complemented with “since you’re over 60 years
old and you have high blood presure.”).

o Dealing with the defeasible nature of users’ preferences: modeling the dynamics
of user preferences can help to keep a PA for AAL properly up-to-date, without
disregarding decisions made by the user in the past.

e Approaching trust and trustworthiness: Recommendation technologies are
increasingly gaining importance in commercial applications, including PAs. How-
ever, most existing systems simply focus on tracking a customers interests and
make suggestions for the future without a contextualized justification. As a result
the user is unable to evaluate the reasons that led the system to present certain
recommendations.

Argumentation [47] provides a natural approach to model the problems discussed
before. The research community in this steadily growing discipline in Artificial Intel-
ligence has consolidated itself in the last twenty years, providing interesting contri-
butions in different areas such as multiagent systems [3], social networks [23, 25],
machine learning [9], and intelligent decision making [18], among many others.

Given a potentially inconsistent knowledge base, an argument is a collection of
facts and rules that provide a rational support to reach some conclusion or claim.
An argument can be attacked by other counterarguments, which can be attacked
on their turn. This results in a graph-like structure from which different arguments
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Table 2.1 Running example (1) If you need to take pill A, then call pharmacy X

(2) If a pharmacy is closed, you cannot get pills there

(3) If you need to take pill B, then call pharmacy Y

(4) If it is Saturday, pharmacy X is closed
(5) Today is Saturday

(6) You need to take pill A

(7) You need to take pill B

may be considered to prevail (so-called warranted arguments), according to different
argumentation semantics. Argumentation frameworks may include different addi-
tional features such as knowledge capabilities for representing uncertainty, prefer-
ence orderings among arguments, as well as other notions such as provenance and
audience [47].

For the sake of example, for the case of a PA for AAL we could have the over-
simplified knowledge base associated with medicines to be taken by some elderly
person shown in Table 2.1:

This toy example shows that this PA can obtain an argument for calling pharmacy
Y (from items 3 and 7), whereas the argument for calling pharmacy X (based on
items 6 and 1) is defeated by another argument obtained from items 4 and 5. Hence,
contacting pharmacy X should be aborted.

Traditional expert systems [20] rely on if-then rules in order to draw conclusions,
but lack of the ability to perform commonsense reasoning in the presence of con-
tradictory or potentially inconsistent information (as in the case of the knowledge
base given in Table 2.1). As pointed out in a seminal work by McCarthy [38], this
lack makes them brittle. By this is meant that they are difficult to expand beyond the
scope originally contemplated by their designers, and they usually do not recognize
their own limitations. Argumentation is intended to overcome such limitations, as
it is based on defeasible rules, which provide tentative reasons to arrive to conclu-
sions (thus, the rule ‘If you need to take pill A, then call pharmacy X.’ should be
understood as a tentative rule, which may be subject to the presence of exceptions).
Argumentation deals with contradictory information by allowing the emergence of
different conflicting arguments (as it usually happens in human reasoning processes),
and deciding which arguments are ultimately to be accepted based on a particular
semantics.

Figure 2.2 summarizes the different aspects of argument-based reasoning [4].
Starting with a knowledge base containing potentially inconsistent information, we
are able to infer different, potentially inconsistent arguments A, A,, ..., A, (depicted
traditionally as triangles) which account as tentative proofs to reach conclusions g,
G, - - -, g, respectively (Fig. 2.2b). Conflicts among arguments may arise; some argu-
ments will defeat other arguments (Fig.2.2¢c), based on some preference criterion
on arguments. In order to determine which arguments ultimately prevail, there are
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Fig. 2.2 Conceptual view of the different stages involved in the argumentation process

different argumentation semantics which allow to determine which arguments are
considered to be warranted. For example, according togrounded skeptical semantics
(Fig. 2.2d) an argument is ultimately accepted (labeled as IN) if it has no arguments
defeating it (e.g. arguments A,, As and Ag), or if all the arguments that attack it are
defeated by other arguments which are IN (e.g. as the case for argument A ). Other-
wise, the argument is labeled as OUT (not accepted).

PAs for AAL can benefit from argument-based decision making in many respects.
Argumentation theory provides a sound framework for decision making under uncer-
tainty and potentially incomplete information. For the case of PAs, arguments can
provide support for different pieces of information, which can be categorized accord-
ing to their epistimic status (this approach was first introduced in ARGUENET [7], an
argument-based web search engine). Argumentation can be also integrated with dif-
ferent formalisms for handling uncertainty (e.g. using possibilistic logic or probabili-
ties), which may also contribute to a richer model for decision making. Furthermore,
as explained before, argumentation provides a natural way of tracing the underlying
reasoning process carried out to make a decision (instead of adopting a black-box
approach, as in many current PAs systems).

Research in argumentation has provided interesting advances which might be
helpful for enhancing qualitative reasoning capabilities in PAs for AAL. In [29]
an argumentation-based approach to aggregate clinical evidence is proposed. These
evidence come from multiple sources, such as randomized clinical trials, systematic
reviews, meta-analyses, network analyses, etc., and arguments are used to combine
them and decide which treatment outperforms the others or which are equal (can
be applied indistinctly). In [46], the authors show how an argumentation-based rea-
soning service can be used in in a PA for travel services, based on a BDI agent
implemented with a Jadex platform. The travel assistant agent illustrates how BDI
and argumentation approaches can be effectively integrated in a working system
developed with freely available technologies. In [34], the authors discuss engineer-
ing aspects for an agent-based AAL system for the home environment using argu-
mentation for decision making. The special requirements of the proposed system are
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to provide a platform with cost-effective specialized assisted living services for the
elderly people having cognitive problems, aiming at improving the quality of their
home life, extending its duration and at the same time reinforcing social network-
ing. The proposed architecture is based on an agent platform with PA agents that
can service users with more than one type of health problems. In a similar direction,
the approach presented in [39] focuses on AAL systems employed to monitor the
ongoing situations of elderly people living independently. Such situations are repre-
sented here as contexts inferred by multiple software agents out of the data gathered
from sensors within a home. These sensors provide an incomplete and potentially
inconsistent picture of the world. The solution provided in the paper is based on a
multi-agent system where each agent is able to support its understanding of the con-
text through arguments. These arguments can then be compared against each other to
determine which agent provides the most reliable interpretation of the reality under
observation.

Clearly, an appropriate integration of context-adaptable criteria is very important
in order to get a PA for AAL working properly. Following the previous example, the
recommendations to be provided associated with pills and medicines are subject to
different context issues: if the pills are to be taken in the night, some kind of backlight
might be needed in the PA device in order to facilitate an easier reading of messages
for an elderly person, whereas in daylight the backlight is not required. Similarly, if
the person is moving to a different city, the PA’s GPS system should provide new
context information in order not to look for pharmacies X and Y, and search for
alternatives instead. Recent research has led to integrating context-adaptable selec-
tion criteria with argument-based reasoning mechanisms. In [51], the authors present
an approach that expands the capabilities of existing argumentation-based recom-
mender systems.The proposal is based on specifying how to select and use the most
appropriate argument comparison criterion based on the selection on the users pref-
erences, giving the possibility of programming by the use of conditional expressions,
which argument preference criterion has to be used in each particular situation.

Combining argumentation with trust has received particular attention from the
research community in the last years, particularly in connection with reasoning under
uncertainty. In [48] the auhors present the design and analysis of a user study which
was intended to evaluate the effectiveness of ArgTrust —a decision making tool based
in formal argumentation, where the user can assign trust values to evidence— in a
collaborative human-agent decision-making task. Empirical results show that users
interactions with ArgTrust helped them consider their decisions more carefully than
without using the software tool. In [2] an argument-based system is presented that
allows an agent to reason about its own beliefs and information received from other
sources. An agent’s beliefs are of two kinds: beliefs about the environment (e.g. “the
window is closed”) and beliefs about trusting sources (e,g, agent i trusts agent j). Six
basic forms of trust are discussed in the paper, including as well the notion of graded
trust (agent i trusts agent j to a certain extent). When attempting to persuade an
agent to believe (or disbelieve) an argument, it can be advantageous for the persuader
to have a model of the persuadee. In [28] the author introduces a two-dimensional
model that accounts for the uncertainty of belief by a persuadee and for the confi-
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dence in that uncertainty evaluation. This gives a better modeling for what the user
believes/disbelieves as outcomes, and the confidence value is the degree to which
the user does indeed hold those outcomes. The framework is also extended with a
modelling of the risk of disengagement by the persuadee.

2.3 Computational Persuasion

Persuasion is a human activity that involves a party attempting to influence a per-
son’s beliefs, attitudes, intentions, motivations, or behaviors. From its origins on the
ancient Greek philosophy persuasion and argumentation theories are intertwined.
Aristotle’s Rhetoric [19] describes the modes of persuasion furnished by the spoken
word as of three types: ethos —when persuasion is achieved by the speaker’s personal
authority or credibility; pathos —when persuasion comes through the hearers, when
the speech appeals to to the audience’s emotions; and logos —when persuasion comes
through the speech itself when the truth (or apparent truth) is proven by means of
persuasive arguments. Therefore, argumentation can be used as a persuasion device.
On the other way round, persuasion is considered as one of the arts included in the
interdisciplinary field of argumentation theory, where it has been one of the most
studied types of argumentation dialogues [52].

Nowadays, with the advent of artificial intelligence and the exponential growth
of the digital data available on the Internet, many theories of human behavior and
thinking have been applied to develop advanced information and telecommunication
technologies that represent, interact with and advise humans. Among them, persua-
sion technologies are an interdisciplinary field of research that focuses on the design
and development of interactive technologies that can create, maintain or change the
thinking and human behavior using persuasion techniques.

Interestingly, although argumentation has a long history of successful applica-
tions that provide computational models of persuasion in many domains [41, 42, 49],
it does not play a remarkable role in the current persuasion technologies. As pointed
out in [26], most current persuasion technologies designed to produce behavioral
changes in humans are based on the following approaches:

» Combining questionnaires to find out information about users;

» Providing information to motivate behavior change in users;

» Using computer games that allow users to explore different scenarios with respect
to their behavior;

« Providing applications that allow users to record their behavior;

« Providing applications that display messages to encourage users to continue with
the improvement of their behavior.

In these systems, the arguments favoring behavior change are just assumed or
implicitly provided. The generation and explicit representation of arguments and
counter-arguments that can persuade specific people in specific situations is not taken
into account. However, both on persuasion in the real world and on applications that
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promote behavior change, the generation and explicit representation of convincing
arguments and arguments against the arguments of other users is crucial. There-
fore, persuasion technologies should include computational models of argument that
allow:

» Generating and managing arguments and counter-arguments explicitly;

« Creating dialogue protocols controlling the exchange of persuasive arguments
between the parties involved; and

» Creating persuasion strategies that make use of a model of the persuadee to select
the potentially most effective arguments for each individual at a specific time of
the dialogue.

Following with the running example provided in Table 2.1, if the user wants to
know the reasons behind the decision of the PA to contact pharmacy Y, the system
could generate the following textual argument to provide an explanation:

(A) “You need to take pill B, so you should call pharmacy Y” (from items 3 and 7).

In this way, the PA would be able to appeal the user’s logical reasoning and per-
suade her by proving that its decisions are based on truthful facts (as an instance of
the logos mode of persuasion). Furthermore, the PA could also include an interface
to interact with the user following a persuasion dialogue protocol. Thus, the user
could query the PA for taking pill A, and the PA could generate a textual argument
to explain to the user the reasons why it cannot advise this.

(B) “You cannot call pharmacy X to take pill A, since today is Saturday and it is closed”
(from items 1-2, and 4-6).

In addition, depending on the user’s profile and preferences, the PA may follow
a particular persuasion strategy. For instance, if the PA’s model of the persuadee
defines her as a pragmatic person who prefers quick and short action recommenda-
tions, the PA may only show argument A to explain its line of reasoning. Instead, if
the PA considers the user to be a rational person, it may also show argument B to
expose all reasons for calling pharmacy Y and not X.

Currently, the research community has acknowledged the lack of formal argumen-
tation approaches in persuasion technologies and new projects and initiatives have
been started to deal with this challenge. On the specific domain of AAL, persuasive
PAs can provide understandable justifications for medical diagnosis and health-care
recommendations, motivating users’ engagement and behavior change. These justi-
fications can come from different sources of knowledge (e.g. scientific texts and clin-
ical practice guidelines [22], randomized controlled trials [30], previous experiences
formatted as clinical cases [16], etc.). In the literature, we can find an ambiguous use
of the terms ‘justification’, and ‘argument’. The general term ‘justification’ is used to
denote any element that supports the decisions of a system (a PA in our application
domain). A justification can be a text, an inspection on the data used by the system
to derive a conclusion, a set of rules, etc. Here, we use the term argument to denote

SFramework for Computational Persuasion Project: http://www.computationalpersuasion.com/.
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the formal representation of the justification for each suggestion or decision (as it is
understood by argumentation theory). Thus, arguments are made up of a conclusion
and a set of elements that support them, which are typically facts and rules, cases,
or schemes, depending on the argumentation formalism used to develop the system.

Several well-known concepts of the argumentation theory have been adopted
by the Al community to manage persuasion dialogues in computational systems.
Among them, the theory of argumentation schemes has been widely applied. Argu-
mentation schemes represent stereotyped patterns of common reasoning whose
instantiation provides an alleged justification for the conclusion drawn from the
scheme. The arguments inferred from argumentation schemes adopt the form of a
set of general rules by which, given a set of premises, a conclusion can be derived.
Different authors have proposed several sets of argumentation schemes, but the work
of Walton [53], who presented a set of 25 different argumentation schemes, has been
the most used by its simplicity and the fact that his schemes have associated a set
of critical questions. If instantiated, these questions can represent potential attacks
to the conclusion drawn from the scheme. Therefore, if the opponent asks a critical
question, the argument that supports this argumentation scheme remains temporally
rebutted until the question is conveniently answered. This characteristic of Walton’s
argumentation schemes makes them very suitable to reflect reasoning patterns that
the system can follow to bring about conclusions and, what is more important, to
devise ways of attacking any other alternative conclusions.

In [12], authors presented a persuasive module that has been integrated in a cogni-
tive assistant framework, the iGenda framework [11]. The proposed persuasive mod-
ule tried to improve user engagement by generating arguments that allow the system
to select such health-care activities that best suit to the users’ profile. These argu-
ments were based on previous similar cases stored in a case-base, which provided a
justification based on the information of the clinical guidelines used to select a spe-
cific action. This PA implements a value-based argumentation framework that allows
it to automatically schedule the most persuasive activities for each user (those with a
higher amount of warranted arguments that support them) by following a case-based
reasoning approach. This work covers both recommendation and persuasion areas,
but actually persuasion is viewed as an internal process that simulates the interaction
between the system and the user.

In a subsequent work [13], authors extended their PA with a new argumentation
resource that consists on a set of argumentation schemes that capture the way of
reasoning that physicians and caregivers follow to recommend activities to patients.
Thus, they provide a way to generate more elaborated arguments (e.g. based on anal-
ogy, on the opinion of an expert, or on popular practice) and to determine the relation
among arguments (e.g. specifying clearly how an argument can receive attacks). Fol-
lowing a similar approach, although not based on Walton’s argumentation schemes,
biomedical argumentation schemes are presented as logical programs to be able to
automatically mining arguments from clinical guidelines in [22].

The role of argumentation schemes to represent fallacious reasoning in public
health was analyzed in [14]. Also, in [5], the author presented ongoing research on
testing the effectiveness and usability of argumentation schemes to improve the per-
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suasion power of doctors. The purpose of this system was to enhance elderly diabetes
patient’s self-management abilities in chronic care. However, those works focus on
formal argumentation and linguistics, and do not apply their findings in a compu-
tational system. Despite that, they tested argumentation theories with real people in
AAL domains, and hence, pave the way for implementing such theories in persuasion
technologies developed in PAs.

In addition to argumentation schemes, further work has investigated the general
role of argumentation theory to persuade people in the context of medical diagno-
sis and health care. In [21], authors presented a theory of informal argumentation
to promote behavior change, focused on the audience’s perception of the argument
rather than on the soundness of the argument itself. This theory was implemented in
a system called Daphne, which uses dialectical argumentation for providing healthy
nutrition education. In [36], Portia, a dialogue system that includes an argumentation
module to persuade users to adopt healthy-eating habits, was presented. This system
explored different types of argumentation strategies that combine rational arguments
and emotional arguments that appeal to the users’ expected emotions. Finally, in
[24], authors presented an assistive technology that recommends daily activities to
its users. The system follows a non-intrusive approach that tracks and monitors indi-
viduals’ activities and generates recommendations supported by arguments that try
to persuade the user towards healthier life styles (e.g. eat healthy, socializing, and
maintaining good physical conditions). One of the most interesting contributions of
this work is how arguments are translated into pseudo-natural language sentences in
order to encourage and give positive feedback to the users.

Although not specifically called PAs after their authors, all these works proposed
computational systems that help their users to improve their welfare to some extent
by persuading them to change their behavior. Therefore, despite still being reduction-
ist (interfaces to a collection of independent functionalities), they establish a solid
background for the application of argumentation-based persuasion technologies in
AAL domains.

2.4 Conclusion and Open Issues

Despite not many work in argumentation is specifically devoted to develop PAs in
AAL, there is a clear link between these areas. Furthermore, recommendation and
persuasion are key functionalities that PAs must have to interact naturally with their
users and provide really useful support services to them. In this chapter, we have
explored the connection among those technologies and reviewed related work that
can play an important role for the development of the next generation of PAs in AAL.

As a summary of our review, Table 2.2 shows how these related work® compare
in terms of their main research topic, application domain, argumentation formalism,

For the sake of clarity, we have only included in Table 2.2 those reviewed works whose main
objective is to provide any type of assistance to their users in an AAL-related domain.
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objective of the argumentation process, architecture, and HCI style (i.e. how argu-
ments and information are presented to the user).

As shown in the table, there is a great variability among the argumentation for-
malism used by the related work, but all have in common their focus on argument
generation and evaluation. Hence, argumentation is mainly used to provide a per-
sonalized support to users by making decisions or recommendations that suit their
profile and objectives, or by generating personalized justifications aimed at convinc-
ing them to change their behavior. This establishes a good background to cope with
one of the open challenges of PAs; the provision of personalized assistance to users.

Notwithstanding, PAs still have many challenges to overcome in order to declare
their success in all of their application domains [10]:

1. To get a real agency: they must be able to recognize users’ goals, act proactively
and collaborate with other people and PAs to accomplish them, and engage in
conversations;

2. To provide a personalized assistance: they must fit the users’ profiles and prefer-
ences, interact with their family and social context, solve potential conflicts, take
into account their emotional estates; and

3. To deal with trust, privacy, security and ethical issues.

Adding up to the provision of personalized assistance, argumentation protocols
and argumentation strategies can also elicit actual proactive behavior and natural
interaction between PAs and their users. Argumentation research has provided many
formal argumentation protocols [37] whose adaptation to AAL domains may pro-
vide a formal way to model different types of human-like dialogues between PAs
and users. An important open issue here would be to go beyond the usual approach
of argumentation systems to assume ‘asymmetric dialogues’, which simulate users
rather than directly interacting with them. This approach is commonly followed due
to the difficulties of computational systems to understand the natural language of the
user. However, work on computational models of natural argument [43] and contri-
butions on the newly research topic of argument mining [6] provide tools to cope
with this challenge. Furthermore, they can also pave the way for improving HCI
interfaces, which currently are usually based on the presentation of basic textual
pre-compiled messages to the user.

Similarly, recent research on argumentation theory to investigate persuasion
strategies in dialogues can advance the current state of the art on PAs and allow
them to actually achieve changes in the behavior of their users [27, 44]. Proposals
on this area have to pay particular attention on the evaluation of their actual persua-
sive power and their ability to maintain these behavior changes over time [40].

Finally, interacting with people entails big challenges to build people’s trust on
the PA and to preserve people’s privacy and security. These issues have also been
investigated on computational argumentation, and contributions in this domain may
inspire new approaches to deal with similar challenges in the PAs for AAL domain.
For instance, arguments can be used to justify trust values and support the reputation
of a specific PA [50].
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