Chapter 2
The Machine Learning Approach for Analysis
of Sound Scenes and Events

Toni Heittola, Emre Cakir, and Tuomas Virtanen

Abstract This chapter explains the basic concepts in computational methods used
for analysis of sound scenes and events. Even though the analysis tasks in many
applications seem different, the underlying computational methods are typically
based on the same principles. We explain the commonalities between analysis tasks
such as sound event detection, sound scene classification, or audio tagging. We
focus on the machine learning approach, where the sound categories (i.e., classes)
to be analyzed are defined in advance. We explain the typical components of an
analysis system, including signal pre-processing, feature extraction, and pattern
classification. We also preset an example system based on multi-label deep neural
networks, which has been found to be applicable in many analysis tasks discussed in
this book. Finally, we explain the whole processing chain that involves developing
computational audio analysis systems.
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tion * Audio tagging ¢ Machine learning ¢ Supervised learning * Neural net-
works ¢ Single-label classification ¢ Multi-label classification ¢ Acoustic feature
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2.1 Introduction

In each application related to computational sound scene and event analysis,
the systems doing the computation need to solve very different types of tasks,
for example, automatically detecting a baby crying, labeling videos with some
predefined tags, or detecting whether a mobile phone is indoors or outdoors.
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Even though the tasks appear to be very different, the computational methods
used actually share several similarities, and follow the same kind of processing
architecture.

Sounds present in natural environments have substantial diversity, and, for
example, semantically similar sound events have generally different acoustic char-
acteristics. Because of this, the manual development of computational indicators of
sound scene or event presence is viable only in very simple cases, e.g., a gunshot
might be possible to detect simply based on loudness of the sound event. However,
in many practical computational analysis systems the target sounds have more
diverse characteristics and the system is required to detect more than one type of
sounds. Depending on the target application, the number of classes may vary quite
much between different analysis systems. In the simplest case, a detection system
uses only two classes of sounds: the target sound class vs. all the other sounds.
Theoretically there is no upper limit for the number of classes, but in practice it is
limited by the available data that is used to develop systems, the accuracy that can be
reached, and computational and memory requirements. In the scenario where there
are multiple target classes, systems can also be categorized depending on whether
they are able to detect only one event at a time, or multiple temporally overlapping
events (which are often present in natural environments). Analyzing a large variety
of sounds requires calculating a larger number of parameters from sound signals,
and using automatic methods like machine learning [3, 9, 13, 22] to differentiate
between various types of sounds.

Most of the computational analysis systems dealing with realistic sounds are
based on the supervised machine learning approach, where the system is trained
using labeled examples of sounds from each of target sound type [3, p. 3]. The
supervised learning approach requires that there is a set of possible scene (e.g.,
street, home, office) or event (e.g., car passing by, footsteps, dog barking) categories,
classes, defined by the system developer, and that there is sufficient amount of
labeled examples available to train the system. Other machine learning techniques
such as unsupervised learning [9, p. 17] and semi-supervised learning [9, p. 18] are
applicable, however, in this book we largely concentrate on the supervised learning
approaches, as they are the most frequently studied and used for the analysis of
sound scenes and events.

This chapter gives a general overview of the supervised machine learning
approach to analysis of sound scenes and events. Section 2.2 starts by presenting
the overview of audio analysis systems and introducing the main processing blocks
on such systems. Section 2.3 deals with the acquisition of learning examples,
and Sect.2.4 introduces the processing pipeline to transform the audio signals
into a compact representations suitable for machine learning. Basics of supervised
learning, including acoustic models, generalization properties, and recognition
process are discussed in Sect. 2.5, followed in Sect.2.6 by an example approach
based on neural networks. Lastly, Sect. 2.7 presents the development process of the
audio analysis systems from problem definition to functional application.
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2.2 Analysis Systems Overview

Analysis systems can be categorized into two types depending on whether or
not they output temporal information of sounds analyzed. Systems which output
information about the temporal activity of target sound classes are said to perform
detection. In this case, various temporal resolutions can be used, depending on the
requirements of the application. Detection can be performed for one or more sound
classes at a time. In the case where temporal information is not outputted, a system
only indicates whether the sound classes to be analyzed are present in the item
subject to analysis (e.g., a video recording, an audio file). A system is said to do
classification when it can output only one of the possible classes for an item to
be analyzed, and it is said to do tagging, when it can output more than one class
simultaneously for an item to be analyzed. In the machine learning terminology,
tagging would be equivalent to multi-label classification. Different analysis systems
types are illustrated in Fig. 2.1.

Figure 2.2 presents the block diagram of a typical computational sound scene
or event analysis system based on machine learning. The system takes an audio
signal as input, either in real-time, captured by a microphone, or offline, from an
audio recording. The methods presented in this book assume discrete-time signals,
obtained by using analog-to-digital converters. The audio processing block consists
of different processing stages and outputs acoustic features, as the actual analysis of
audio is rarely based on the audio signal itself, but rather on the compact signal
representation with features. The purpose of the feature extraction is to obtain
information sufficient for detecting or classifying the target sounds, making the
subsequent modeling stage computationally cheaper and also easier to achieve with
limited amount of development material.

At the development stage, the obtained acoustic features are used together with
reference annotations of the audio training examples, to learn models for the
sound classes of interest. Annotations contain information about the presence of
target sound classes in the training data, and are used as a reference information
to automatically learn a mapping between acoustic features and class labels. The
mapping is represented by acoustic models. At the usage stage, the learned acoustic
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models are used to do recognition (detection or classification), which predicts labels
for the input audio. The recognition stage may also involve temporal models and
post-processing of labels.

2.3 Data Acquisition

Machine learning approaches rely on data to learn parameters of the acoustic
models, and to evaluate the performance of the learned acoustic models. The
data includes both audio material and reference metadata associated with it (e.g.,
class labels). Data acquisition is an important stage of the development, as the
performance of the developed system is highly dependent on the data used to
develop it. As implementations of machine learning approaches are typically
available, obtaining suitable training and development material is often one of the
most time-consuming parts of the development cycle.

The defined target application dictates the type of acoustic data, recording
conditions it is collected in, and type of metadata required. Essentially, the aim is
to collect as realistic as possible acoustic signals in conditions which are as close as
possible to the intended target application. Metadata should include a ground truth
information which is often manually annotated during the data collection. Collected
data should have sufficient amount of representative examples of all sound classes
necessary for the target application to enable the acoustic models to generalize well
[13, p. 107]. For preliminary feasibility studies, smaller datasets, containing only
most typical examples can be collected. This type of dataset should not be used
for the final system evaluation though, as there is higher danger that the acoustic
models learned based on the dataset do not generalize well, and the system is
optimized particularly for this small dataset. This section gives a brief overview
of factors affecting the selection of the material that should be used, and discusses
shortly potential ways to obtain material for development. Available data sources
are discussed in more detail in Chap. 6 of this book.
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2.3.1 Source Audio

The optimal performance of methods based on supervised classification is achieved
when the material used to train and develop the system matches with the actual
material encountered at the usage stage. Realistic sound sources commonly have
internal variations in sound producing mechanism which can be heard as differences
in the sound they produce. In classification tasks targeting such sounds, these
variations cause intra-class variability which should be taken into account when
collecting training material. The amount of examples required to sufficiently capture
this variability depends highly on the degree of intra-class variability as well as
similarity of target sound classes. As a general rule of thumb, easy classification
cases may require tens of sound examples whereas more challenging scenarios can
require easily hundreds or thousands of examples to capture intra-class variability
sufficiently.

Depending on the application, there can be also variability in the sound signal
caused by, e.g., characteristics of acoustic environment (e.g., size of room, type
of reflective surfaces), relative placement of the source and the microphone, the
used capture device, and interfering noise sources. In the ideal case, the above
factors should be matched between actual usage stage and the training material to
ensure optimal performance. However, in typical realistic audio analysis scenarios
many of these variabilities cannot be fully controlled, leading to some level of
mismatch between the material used to train and develop the system and the
material encountered in the usage stage, and eventually to poor performance. These
variations can be taken into account in the learning stage by making sure that the
training material contains a representative set of signals captured under different
conditions [20, p. 116]. This technique is called multi-condition or mixed condition
training.

Most of the factors causing the variability (acoustic space, relative placement
of the source and microphone, and capturing device) are reflected in the overall
acoustic characteristics of the captured sound signal, called impulse response or in
specific cases room impulse response [20, p. 206]. Different impulse responses can
be artificially added to the signals, essentially easing the data collection process
when using multi-condition training [41]. An effective strategy to achieve this is
to obtain recordings of the target source with as little external effects as possible,
and then simulate the effect of various impulse responses by convolving the signal
with a collection of measured impulse responses from real acoustic environments.
If measured impulse responses are not available, room simulation techniques can be
used to generate room impulse responses for different type of acoustic environments
[42, p. 191]. Similar strategies can be applied to interfering noise sources. If the
noise source is known and stationary at the usage stage, the training material is
relatively easy to collect under similar conditions. In the case where there are
different types of noise sources at varying positions related to the microphone, the
best resort is to use multi-condition training, i.e., include as many expected noise
sources in the training material as possible. If it is feasible to obtain recordings of
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target sound sources without any interfering noise and recordings with the noise
sources alone, the best strategy is to simulate noisy source signals by artificially
mixing these two types of recordings with various signal-to-noise ratios (SNR).
This typically allows producing larger quantities of relevant training material in
comparison to directly recording noisy material. On the other hand, the amount and
diversity of the available recordings will influence and perhaps limit the variability
of the produced material.

In order to start development quickly, source material can be obtained from
external sources such as sound libraries (see Chap.6 for more information).
However, the availability of datasets that are collected for the development of
supervised classification methods is limited, and the above discussed factors in
the available datasets cannot be controlled properly. Therefore many audio analysis
applications require collection of additional material for the development in order
to achieve the best performance.

2.3.2 Reference Annotations

Supervised learning approaches that are discussed in this book require reference
annotations, which indicate in which parts of the source audio each of the source
classes is present. Depending on how the annotations are acquired, the annotations
can be in different forms. Ideally the annotations will contain temporal information
about each class, i.e., when a sound corresponding to the target class starts and when
it ends. In practice, accurate temporal information can be difficult to obtain. Often
the annotations are segment-level, i.e., each annotation indicates which classes are
present in a segment of audio, but there is no temporal information about the class
activities [19]. These two annotation types are illustrated in Fig. 2.3.
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Fig. 2.3 Annotation with segment-level temporal information and with full temporal information
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Reference annotations can be obtained in various ways. The most generic way to
obtain annotations is to do it manually, i.e., by having persons listening to the audio
to be used and indicating the activities of each class. This is a very time-consuming
process, and annotating a piece of audio accurately takes easily much more time than
the length of the audio. On the other hand, human annotation is often the only option
to obtain annotations for certain types of sound classes. Human annotation is also
the most generic approach since human annotators can be trained to annotate various
types of classes. In addition to being slow, human annotation can be inaccurate
at least if the material to be annotated is very noisy. Human annotations can also
be subjective, which should be taken into account when the annotations are used
as a reference when measuring the performance of developed methods. Details on
producing annotations and validating their quality can be found in Chap. 6.

Sometimes it is possible to use other sensors to acquire the reference annotations.
For example, the activity of a machine can be measured based on the electric power
used by the machine or presence of moving cars can be detected from a video signal.
This type of extra information may be available only during the development stage,
while in the actual usage scenario the system must rely only on audio capture.

When training material is obtained from sample libraries or databases, the
database often contains information about its content that can be used to obtain the
annotations. However, the descriptions of the database may not match one-to-one
the target classes and may therefore require some screening to identify and exclude
possible mismatches.

2.4 Audio Processing

Audio is prepared and processed for machine learning algorithms in the audio
processing phase of the overall system design. This phase consists of two stages:
pre-processing, in which the audio signal is processed to reduce the effect of noise
or to emphasize the target sounds, and acoustic feature extraction, in which the
audio signal is transformed into a compact representation.

2.4.1 Pre-processing

Pre-processing is applied to the audio signal before acoustic feature extraction if
needed. The main role of this stage is to enhance certain characteristics of the
incoming signal in order to maximize audio analysis performance in the later phases
of the analysis system. This is achieved by reducing the effects of noise or by
emphasizing the target sounds in the signal.

If the audio data is collected from various sources, it is most likely captured in
non-uniform recording settings, with variations in the amount of captured audio
channel, and used sampling frequency. These variations can be addressed by
converting the audio signal into uniform format by down-mixing it into fixed number
of channels and re-sampling it into fixed sampling frequency.
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Knowledge about the recording conditions and characteristics of target sounds
can be utilized in the pre-processing stage to enhance the signal. The energy of audio
signal is concentrated on lower frequencies; however, for sound recognition higher
frequencies contain also important information. This issue can be addressed by pre-
emphasis—emphasizing high frequencies before feature extraction. In the case of
noisy environments, noise suppression techniques can be used to reduce interference
of environmental noise to the audio analysis [31], while interference of overlapping
sounds can be minimized by using sound source separation techniques [16].

2.4.2 Feature Extraction

The audio analysis is commonly based on acoustic features extracted from audio
signal to represent the audio in a compact and non-redundant way. For recognition
algorithms, the necessary property of the acoustic features is low variability among
features extracted from examples assigned to the same class, and at the same
time high variability allowing distinction between features extracted from example
assigned to different classes [12, p. 107]. The feature representations fulfilling this
property usually make the learning problem easier. A compact feature representation
also requires less amount of memory and computational power than direct use of
audio signal in the analysis.

The role of feature extraction is to transform the signal into a representation
which maximizes the sound recognition performance of the analysis system. The
acoustic features provide a numerical representation of the signal content relevant
for machine learning, characterizing the signal with values which have connection
to its physical properties, for example, signal energy, its distribution in frequency,
and change over time. The processing pipeline in feature extraction is similar for
many types of acoustic features used in analysis and consists of frame blocking,
windowing, spectrum calculation, and subsequent analysis, as illustrated in Fig. 2.4.

Digital audio signals are discretized in terms of both amplitude and time when
captured. For audio analysis, a significant amount of information is contained in
relative distribution of energy in frequency, suggesting use of frequency domain
features or time-frequency representations. The most common transformation used
for audio signals is the discrete Fourier transform (DFT), which represents the signal
with a superposition of sinusoidal base functions, each base being characterized
by a magnitude and phase [25]. Examples of other transformation methods used
for audio signals are constant-Q transform (CQT) [4] and discrete wavelet trans-
form (DWT) [35].

Audio signals are generally non-stationary as the signal statistics (i.e., magni-
tudes of the frequency components) change rapidly over time. Because of this, the
feature extraction utilizes the short-time processing approach, where the analysis is
done periodically in short-time segments referred to as analysis frames, to capture
the signal in quasi-stationary state. In frame blocking the audio signal is sliced into
fixed length analysis frames, shifted with a fixed timestep. Typical analysis frame
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Fig. 2.4 The processing pipeline of feature extraction

sizes are between 20 and 60 ms, and the frame shift is typically selected so that the
consecutive frames are overlapping at least 50%. The analysis frames are smoothed
with a windowing function to avoid abrupt changes at the frame boundaries that can
cause distortions in the spectrum. The windowed frame is then transformed into
spectrum for further feature extraction.

The most common acoustic features used to represent spectral content of audio
signals are mel-band energies and mel-frequency cepstral coefficients (MFCCs)
[7]. Their design is based on the observation that human auditory perception
focuses only on magnitudes of frequency components. The perception of these
magnitudes is highly non-linear, and, in addition, perception of frequencies is also
non-linear. Following perception, these acoustic feature extraction techniques use
non-linear representation for magnitudes (power spectra and logarithm) and non-
linear frequency scaling (mel-frequency scaling). The non-linear frequency scaling
is implemented using filter banks which integrate the spectrum at non-linearly
spaced frequency ranges, with narrow band-pass filters at low frequencies and with
larger bandwidth at higher frequencies.

Mel-band energies and MFCCs provide a compact and smooth representation of
the local spectrum, but neglect temporal changes in the spectrum over time, which
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are also required for the recognition of environmental sounds. Temporal information
can be included by using delta features, which represent the local slope of the
extracted feature values within a predefined time window. Another way to capture
the temporal aspect of the features is to stack feature vectors of neighboring frames
(e.g., five on each side of the current frame) into a new feature vector.

The feature design and parameters used in the extraction commonly rely on prior
knowledge and assumptions about the content of the acoustic signal, which in some
analysis tasks can lead to sub-optimal performance. For example, selected length
of the analysis frame or number of mel-bands might be optimal only for a subset
of sound classes involved in the analysis. Unsupervised feature learning can be
used to learn better fitted feature representations for specific tasks [29, 39]. The
feature learning can be also incorporated into the overall learning process through
end-to-end learning, thus avoiding explicit learning of the feature representation. In
this approach, the correspondence of the input signal (usually raw audio signal or
spectrogram) and desired recognition output is learned directly [8, 14, 17, 40].

2.5 Supervised Learning and Recognition

After the data acquisition and feature extraction steps, acoustic features and
reference annotations for each audio signal are available. The next step is to learn a
mapping between these features and class labels for sound classes, where the labels
are determined from the reference annotations. This is based on a computational
algorithm that can analyze and learn the similarities/differences between acoustic
features and the class labels for various sound classes. The learned acoustic model is
then used to assign a class label for acoustic features without reference annotations
in the usage stage. The study of developing such algorithms is called supervised
learning.

In supervised learning, we are given a set of input—target output pairs, and the
aim is to learn a general model that maps the inputs to target outputs. In the case
of classification of sound classes, we have acoustic features o, extracted from ¢ =
1,2,...T analysis frames and the reference annotations for each sound signal to be
analyzed. Depending on the sound classification task at hand, there are several ways
to define the input and the target output for the model (more details in Sect. 2.6). In
this chapter, we define the input as o, € R”, acoustic features extracted from a single
analysis frame, where F is the number of features. The target output y, € R€ is a
binary vector which includes the annotation of present sound classes in the analysis
frame among C predefined class labels. If, according to the reference annotations,
the class with the cth label is present in the analysis frame #, then y., is set to 1
and 0 vice versa. Therefore, the acoustic features o, and the target outputs y, for
each analysis frame correspond to a single input—target output pair, and each pair is
called a training example for the model.

As illustrated in Fig. 2.5, the acoustic model is trained to learn the relationship
between o;, the input feature vectors, and y,, the target outputs obtained from
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reference annotations. When the target output is chosen in the range [0, 1], the
model’s estimated output ., € [0, 1] is expected to be either (a): close to 0 when
class with cth label is not present, or (b): close to 1 when class with cth label is
present. Therefore y, can be regarded as the class presence probabilities.

The type of the classification problem is an important factor in designing the
model. If there can be at most one label present at a given frame, the task
is regarded as single-label classification. Scene classification and sound event
classification tasks are most often single label. The task of classifying multiple
labels simultaneously present in a given frame is called multi-label classification.
Sound event detection in real-life environments may belong to this category, since
multiple sound events can occur simultaneously in daily life.

2.5.1 Learning

The learning process is about searching for the optimal model that would separate
the examples from different classes on a given feature space. In Fig. 2.6, we illustrate
a simple learning task involving examples with two features {01, 0,} from two
different classes marked with blue triangles and orange circles. The curved line
that divides the examples from different classes is called the decision boundary.
It is composed of data points that the model estimates to be equally likely belong
to one of the two classes. In the given figure, it can be observed that some of the
examples end up in the wrong side of the decision boundary, so our model can be
deemed imperfect. The performance of the model is calculated through a loss (can
be also called error or cost) function that calculates the difference between the target
and estimated outputs for the training examples, and the model is updated in order
to decrease the loss through various optimization techniques. For instance, we can
initialize our model parameters so that the decision boundary is a flat line roughly
dividing the examples from two classes. Then, we can iteratively update the model
parameters by minimizing the mean squared error between the target outputs and
estimated outputs based on the decision boundary.



24 T. Heittola et al.

A
02 Class A
Class B
o Decision
boundary

N
L

01

Fig. 2.6 Examples from two different classes and the decision boundary estimated by the learned
model

Supervised learning methods are often grouped into two main categories:
generative and discriminative learning methods. In generative learning, the aim
is to model the joint distribution p(x,y) for each class separately and then use
Bayes’ rule to find maximum posterior p(y|x), i.e., from which class a given input
x is most likely to be generated. Some of the established generative classifiers
include Gaussian mixture models (GMM), hidden Markov models (HMM), and
naive Bayes classifiers. On the other hand, in discriminative learning, the aim is
to model the boundaries between the classes rather than the classes themselves and
find a direct mapping between the input and the target output pairs [23]. Neural
networks, decision trees, and support vector machines are some of the established
discriminative learning methods. When it comes to classification of sound classes,
discriminative learning has recently been the widely chosen method [5, 11, 26, 28].
This is due to the fact that high intra-class variability among the samples makes it
hard to model the individual class accurately and also there is only little benefit for
classification in doing so. For example, if our task is to classify an audio recording
as either a cat meow or a dog bark, there is no need to model the cat meow and dog
bark sounds individually, as long as we can distinguish these two classes from each
other.

2.5.2 Generalization

Supervised learning methods aim to learn a model that can map the inputs to their
target outputs for a given set of training examples. For the usage stage, the learned
model is used to estimate the outputs for a different set of examples, which have not
been used during learning stage. These examples are often called fest (or unseen)
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examples. The underlying assumption in the usage stage is that the test examples
from a sound class have similar inputs compared to the inputs for the training
examples for the same class. Therefore, if the mapping between the input acoustic
features and the class label has been learned by the model during the learning
stage, then the learned model should be able to estimate the correct outputs for
test examples. However, in practice, the performance of the learned model may
differ between the training examples and the test examples. In machine learning,
the ability to perform well on unseen examples is called generalization [13, p. 107].

For sound classification tasks, there are several factors that make it challenging
to reach a good degree of generalization. Due to high levels of environmental noise
and multi-source nature of the recordings, there can be a large amount of variance
among the examples from the same class, i.e., intra-class variability. Besides, class
labels are often broadly defined to include a wide range of sound sources with high
variation in their acoustic characteristics, such as door bell or bird singing (see
Chap. 7 on taxonomy of sound events).

Modern supervised learning techniques, such as deep learning, are known for
their ability to express highly non-linear relationships between the input and the
output, given the high depth and large number of parameters [13, p. 163]. However,
high expressional capability may also cause overfitting [15]. Overfitting is the term
used when the difference between loss for training and test examples is large, i.e.,
the trained model can effectively model the examples for the training set but fails
to generalize for the examples in the test set. A learned model with high accuracy
in training examples and low accuracy in test examples may indicate that the model
has learned the peculiarities of the training examples for better performance on the
training set rather than to learn the general acoustic characteristics of the sound
classes. Therefore, a sufficiently large number of examples that can provide the gen-
eral characteristics of the classes and reflect the intra-class variability are required
in the training set. Overfitting can also be reduced by using simpler approximation
functions and regularization techniques such as L1/L.2 weight regularization [24],
dropout [32], and batch normalization [18]. On the other hand, the model should be
complex enough to provide a good representation of the classes and low loss on the
training set to avoid underfitting [37]. To summarize, learning is about finding the
optimal model on the fine line between overfitting and underfitting.

2.5.3 Recognition

After an acoustic model for classification is obtained through the learning stage, the
model is ready to be used in an actual usage scenario. An overview of the recognition
process is shown in Fig.2.7. First, acoustic features o, from the test examples are
extracted. Then, frame-level class presence probabilities ¥, for the acoustic features
are obtained through the learned model. Frame-level class presence probabilities
¥, can be obtained both from acoustic features o, in each timestep, or one can
use a memory-based model such as recurrent neural networks to calculate y, from
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O(—1,):1» Where Ty represents the memory capacity in timesteps. After obtaining
¥, there are several ways to obtain item-level binary estimates z € R, which is a
binary vector with only the assigned label elements as 1 and the rest 0, depending
on the type of the classification task and the item to be analyzed.

Classification For a single-label sound classification task, the item to be analyzed
(e.g., audio file or video recording) consists of multiple short analysis frames. In
order to combine the class presence probabilities of multiple analysis frames in
a single classification output, one can assign each frame the label with highest
class presence probability. This way, one would obtain 1-hot frame-level binary
estimates z; € RC. Item-level binary estimates z can be obtained, e.g., by performing
a majority voting over the frame-level binary estimates of all the frames for the item,
i.e., the item would be assigned the label with the highest number of occurrences
among the estimated labels. Another way to obtain z would be to sum §, € R class-
wise among the frames of the item, and then assign the item the label with highest
combined probability.

For a multi-label sound classification task, such as tagging, the number of present
sound classes in each item is most often unknown, so a similar majority voting
approach cannot be applied. In that case, frame-level class presence probabilities
¥y, can be converted to item-level class presence probabilities §, e.g., by taking the
average or the maximum y, for each class among all the frames of the item. Taking
the maximum y, among all the frames would help to correctly classify the classes
with rare activity (and therefore low average presence probability over the frames).
On the other hand, taking the average ¥, would be useful for the cases when a class is
mistakenly assigned a high presence probability in a small portion of frames (since
the average probability over the frames would be low in this case).

Then, binary estimates z for the item can be obtained by converting y into a
binary vector over a certain binarization rule. A simple binarization rule would be
thresholding over a constant o subjectto 0 < o < 1.

Detection and Temporal Post-processing In order to obtain the temporal activity
information of the sound classes in the usage stage, the acoustic features {o,}’_, are
presented to the acoustic model in a time sequential form. The features are extracted
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Fig. 2.8 Temporal activity information for each class can be obtained from the class presence
probabilities for consecutive analysis frames

from the consecutive analysis frames of the item to be analyzed and frame-level
class presence probabilities are obtained through the learned model. Detection of
the temporal activity for a single class from frame-level class presence probabilities
is visualized in Fig. 2.8.

The simplest way of obtaining discrete decisions about source activities from
frame-level class presence probabilities §, is to first convert ¥, to frame-level binary
estimates z, over a certain binarization rule, such as the thresholding that was
presented above. Having a frame-level binary estimate z., for class ¢ in consecutive
frames allows us to estimate the onset and offset information for this class. This
way, the temporal position of each sound class can be defected among the audio
signal.

When spectral domain acoustic features are used, the typical values selected for
the analysis frame length are quite small (often ranging from 20 to 50 ms). On the
other hand, the duration of an individual sound event is most often longer than
the analysis frame length, and a single event can span several consecutive frames.
For a given acoustic model, this may result in a correlation between classification
outputs for consecutive analysis frames. In order to make use of this correlation in
the detection tasks, temporal post-processing techniques can be applied over either
frame-level class presence probabilities ¥, or binary estimates z,. There are several
temporal post-processing techniques, and next, we will shortly describe two of them.

Sound signals may have short, intermittent periods which do not reflect the
acoustic characteristics of the sound class that they have been labeled with. For
instance, due to the overlap between the feature distributions over different sound
classes, acoustic features for an analysis frame for a sound class may be very similar
to the features from another class. Therefore, processing the audio signal in short,
consecutive analysis frames may introduce some noise in the detection outputs.
One simple way to filter this noise and smoothen the detection outputs is to use
median filtering. For each frame, the post-processed frame-level binary estimate z,
is obtained by taking the median of the binary estimates in a window of frames [5].
The method is continued by sliding this window by one frame when every new
frame is classified through the model.



28 T. Heittola et al.

Hidden Markov model (HMM) is an established generative learning method
which can be used for temporal post-processing over class presence probabil-
ities [10, 11]. HMM can be used for (a): smoothing y, using class presence
probabilities from previous analysis frames, and (b): producing an estimate of a
hidden state variable for each state which allows segmenting a sequence of features
from consecutive frames to various sound classes, provided that HMM states are
class-specific. More detailed information about HMMs can be found in Chap. 5.

2.6 An Example Approach Based on Neural Networks

This section introduces a basic deep neural network (DNN) [13, 30] based approach
for general audio analysis. DNNs are discriminative classifiers that can model the
highly non-linear relationships between the inputs and outputs, and which can be
easily adapted to output multiple classes at a time (multi-label classification) [5, 26].
This is especially useful for real-life environmental audio, as sounds are very likely
to overlap in time. For example, a recording in street environment may include
sounds such as car horns, speech, car engines, and footsteps occurring at the
same time. DNNs also enable good scalability. Depending on the computational
resources available and performance requirements of the target application, the
network size can be adjusted accordingly. With larger network sizes, DNNs can
take advantage of large sets of examples in the learning process, thus covering a
high variability of sounds. This usually leads to better generalization of the acoustic
model and better overall performance. With smaller network sizes, the approach
can meet the computational limits of the application without compromising the
performance too much. DNN-based audio analysis systems have recently shown
superior performance over more traditional machine learning approaches (e.g.,
GMM and support vector machines) given that there is sufficiently large amount
of learning examples available [5, 26]. The presented basic system architecture is
followed in many current state-of-the-art systems with various extensions, for exam-
ple [1, 5, 11, 26]. The architecture is here differentiated for two target applications:
audio tagging and sound event detection. Even though these applications may seem
at first quite dissimilar, the system architectures for them are highly similar, allowing
easy switching between applications during the research and development as will
be explained. The basic system architecture is illustrated in Fig.2.9. The system
uses DNNs to classify input audio in analysis frames, and using the frame-wise
classification results to get a system output matching the requirements of the target
application. Collected data, audio signals, and associated reference annotations are
divided into non-overlapping training and test sets.

Learning Stage In the learning stage, the training set is used to learn the acoustic
model. Training examples consist of acoustic features extracted in short analysis
frames from audio signals and target outputs defined for each frame based on
reference annotations. Acoustic features are extracted in 40 ms analysis frames with
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Fig. 2.9 Framework of the training and testing procedure for the example system. Grey processing
blocks are adapted according to the target application for the system

50% overlap over the audio signal. For each analysis frame, the magnitude spectrum
is calculated as the magnitude of the discrete Fourier transform (DFT) of the frame.
The bins are accumulated into 40 mel bands using non-linear frequency scaling
spanning from 0 to 22.05 kHz (assuming audio signal is sampled with 44.1 kHz) and
logarithm is applied to get the acoustic features—the log mel band energies [33, 34].
To include a temporal aspect of the features into the final feature vector, frame
stacking can be used: the acoustic features extracted from the current frame are
concatenated with features from neighboring frames, e.g., the previous four frames,
to create a single feature vector. The target output vectors for each analysis frame
are obtained by binary encoding of the reference annotations. In this process, classes
annotated to be active within the current analysis frame are marked with 1 and non-
active classes are marked with 0. The target outputs for the training set examples
will be used in training the acoustic model. A DNN acoustic model is used to
learn a mapping between acoustic features and the target outputs for the training
set examples [13, p. 163].

The DNN consists of multiple layers of inter-connected elements called neurons.
Each neuron outputs an activation through a weighted sum of previous layer
activations and a non-linear activation function. The first layer takes as input
the acoustic features and the following layers take as input the previous layer
activations. The class presence probabilities are obtained through the activations of
the final layer. The network parameters (weights of the neurons) are learned through
an iterative process where parameters are updated using an optimization algorithm
(e.g., gradient descent) and a loss function (e.g., cross-entropy) [13, p. 171]. Part of
the training examples are left out from the actual learning process, for validation,
being used to evaluate the performance of the system between the learning iterations
and to decide when the learning process should be stopped to avoid overfitting [13,
p- 239]. A comprehensive description of DNNs can be found in [13] and a review of
the DNN-based techniques can be found in [30]. After the network parameters are
trained, the system is ready to be used for test examples.

Usage Stage The usage stage shares the acoustic feature extraction part (same
parameters) with the learning stage. The same acoustic features are extracted from
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the input audio, and the previously learned acoustic model is used to get the class
presence probabilities for each analysis frame. The class presence probabilities are
acquired by a single forward-pass through the learned network. Frame-wise class
presence probabilities are then processed to obtain the output in correct format for
the target application as discussed in next subsections.

2.6.1 Sound Classification

The previously presented system structure for audio analysis can be adapted for
classification applications through specific use of training examples, output layer
for the network, and post-processing of the frame-wise class presence probabilities.
In the classification task, a segment of audio is classified into a single predefined
class for single-label classification, or into multiple predefined classes for multi-
label classification, depending on the target application. Audio analysis systems
performing multi-label classification are also referred to as audio tagging systems.
Ilustrative examples of system inputs and outputs for these applications are shown
in Fig. 2.1.

Single-Label Classification For single-label classification, the learning examples
are audio segments with a single class annotated throughout. The annotations are
encoded into target outputs which are used in the learning stage together with
audio signals. In this case, classes are mutually exclusive. This condition is included
into the neural network architecture by using output layer with softmax activation
function, which will normalize outputted frame-level class presence probabilities
to sum up to one [13, p. 78]. In the usage stage, the frame-level class presence
probabilities within the classified item (e.g., audio segment) are first calculated.
These probabilities can be used to get the overall classification output in two
different ways: by doing classification at frame-level and combining results, or by
combining frame-level information and doing final classification at item level. In
the frame-level approach, classification is done first for each frame by assigning
each frame the label with the highest class presence probability, and then majority
voting is used among these frame-level results to get the final classification result.
In the item-level approach, the frame-level class presence probabilities are summed
up class-wise and the final classification is done by assigning the item the label with
highest combined probability. This type of system architecture has been utilized for
both acoustic scene classification [2, 27, 36] and sound event classification tasks
[21, 28].

Multi-Label Classification For multi-label classification or audio tagging, the
learning examples contain audio annotated similarly as for single-label classifica-
tion, only this time multiple classes can be active at same time in the annotations.
In this case, the neural network architecture is using an output layer with sig-
moid activation, which will output class presence probabilities independently in
the range (0, 1) [13, p. 65]. In the usage stage, the frame-level class presence
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probabilities within the classified item (e.g., audio segment) are calculated and
collected over the item. The final class-wise activity estimation is done, for example,
based on the average frame-level class presence probability and binarization with
a threshold o. Since the average frame-level class presence probability is in the
range [0,1], an unbiased selection for o would be 0.5 [5]. The threshold o can be
adjusted if there is any bias towards less false-alarms (false positives) or less misses
(false negatives) in the usage stage. The same overall system architecture has been
used in many published works [6, 28, 38]. A system architecture for multi-label
sound classification is shown in Fig.2.10, where highlighted blocks are modified
compared to the basic architecture (see Fig. 2.9 for comparison).

2.6.2 Sound Event Detection

The basic system structure can also be adapted for detection applications. In the
detection task, temporal activity is estimated along with actual class labels for the
events. A system architecture for sound event detection is shown in Fig.2.11. The
highlighted blocks are the ones different compared to the basic architecture from
Fig.2.9.
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Fig. 2.10 Multi-label sound classification. Adapted blocks compared to the basic system architec-
ture shown in Fig. 2.9 are highlighted
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Fig. 2.11 Sound event detection. Adapted blocks compared to the basic system architecture shown
in Fig. 2.9 are highlighted
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Fig. 2.12 Tllustration of acoustic features, class presence probabilities, and estimated class
activities for a multi-label sound event detection task

Essentially this is the same architecture as the multi-label classification one, the
main difference being the temporal resolution of the acoustic modeling during the
learning and usage stages. Annotation of sound events provides detailed temporal
information about class presence at any given time, which is transformed into a
frame-level binary activity indicator that serves as target for the network learning
stage. In the usage stage, binarization of the class presence probabilities output
by the network is done at frame-level, resulting in estimated class activities that
are likely to be noisy. This procedure is illustrated in Fig.2.12. Post-processing
is commonly applied to this binarized output by imposing minimum lengths (e.g.,
300 ms) for event instances and the gaps between them (e.g., 200 ms), to clean up
activity estimates. This system architecture has been used successfully for sound
event detection in recent years [1, 5, 11].

2.7 Development Process of Audio Analysis Systems

The previous sections presented the main building blocks of the audio analysis
system, and introduced basic system architectures for various target applications.
A majority of systems are nowadays based on machine learning methods, and to get
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these type of systems to work at the optimal level, rigorous development process is
required. The crucial steps required for successful system development are identified
and briefly introduced in this section, in order to give a general overview of the
development process.

In academia, the audio analysis systems are often developed from a research
perspective. The aim of this process is to push the technology in this field further,
including through academic publications. Once the technology reaches a sufficient
level, measured either in analysis performance or user experience, the development
focuses on refining the technology and making it work reliably in real use cases,
and possibly building a real product around it. Often in this stage the development
starts to shift towards industry either through joint projects between academia
and industry, or by moving intellectual properties to industrial partners. As the
development progresses, the aim of the development is to deploy a product into
actual use (either into commercial or non-commercial market).

The development of a audio analysis system consists of two main phases:
technological research, where research and development is done in a laboratory
environment, and product demonstration with a prototype system in a real operating
environment. This book concentrates mostly on topics related to the first phase.
The technological research phase uses fundamental research from different fields,
and applies them to the target application. Interesting supporting research fields
for sound scene and event analysis are, for example, human perception and
machine learning. The aim of technological research is to produce a proof-of-
concept system that shows the capability and feasibility of the analysis system,
with the system evaluated in laboratory environment with audio datasets. In the
product demonstration phase, the proof-of-concept system is further developed into
a prototype having all the key features planned for the final system. The prototype
is tested in realistic use cases, and demonstrated with real users, while continuing to
develop and refine the system for eventually being suitable for deployment into use.

2.7.1 Technological Research

Before entering the active research and development of the audio analysis system,
one has to identify the target application for the system and main characteristics of
this application, as these will dictate system design choices later on. By having
the target application identified, the research problem becomes easier to define.
Sometimes in academic research, one cannot identify a clear target application for
the system, especially in such early stage of the research. In these cases it is still
a good practice to envision a speculative application for the system to steer the
research and development.

In the research problem definition, the analysis system type is identified (detec-
tion vs. classification), the used sound classes are defined, and amount of classes
needed to be recognized at the same time is defined (e.g., classification vs. tagging).
For example, if our target application is the recognition of the sound scene in
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5s intervals from a predefined set of scene classes, then the problem definition
would be the classification of input signal into a single class within predefined set
of 15 sound scene classes. Another example would have as target application to
recognize certain target sound events in office environment (e.g., mouse click); in
this case the problem definition would be the detection of occurrences of the one
predefined sound event in a predefined environment. Based on the defined research
problem, the system development moves into active research and development. In
this phase, three main stages can be identified: data collection, system design and
implementation, and system evaluation.

Data Collection The audio data and associated metadata is used to learn param-
eters of the acoustic models in the system design and implementation stage.
Furthermore, the data is used to evaluate performance in the system evaluation
stage. The defined target application dictates the type of acoustic data, recording
conditions it is collected in and type of metadata required. In general, the aim should
be to collect as realistic as possible acoustic signals in conditions which are as close
as possible to the target application. Details of the data collection and the annotation
process are discussed in Chap. 6.

System Design and Implementation The main goal of the system design and
implementation stage is to create a proof-of-concept system which solves the
defined problem. The stage starts with the design of the overall system architecture
and implementation of the initial version of the system. This initial version usually
contains basic approaches and it is used as comparison point (baseline system) when
developing the system further. The actual system design is a gradual process, where
different steps of the system are developed either independently or jointly, and
integrated into the overall system. Main steps involved in the processing chain for
system design are audio processing (containing, e.g., pre-processing and acoustic
feature extraction), machine learning (containing, e.g., learning, and recognition or
detection), and post-processing. To some extent, it is possible to isolate each step
in the development and optimize the corresponding parameters of the system while
keeping the other parts fixed. This allows to take into account the effect of each
processing step on the overall system performance, and will enable identification
of the error sources and their contribution to the overall performance. The system
integration stage uses the knowledge acquired in the development process to
maximize performance of the overall system. In particular cases, some steps can be
designed, implemented, and evaluated independently outside the system for optimal
performance: for example, a noise suppression method can be first evaluated using
specific data and metrics, before including it into the developed system as a pre-
processing step.

System Evaluation The evaluation of the system is based on the test data and
reference annotations assigned to it, and using a metric related to the target
application. Ideally the system should be evaluated in scenarios which match the
target application as much as possible, to get a realistic performance estimation.
During the development the evaluation is commonly done in steps by gradually
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increasing how closely the scenario matches the target application to better isolate
factors affecting the performance. At the beginning of the development, highly
controlled laboratory scenarios are preferred, and as the development progresses
evaluation switches to more realistic scenarios. An example of a highly controlled
scenario is the offfine scenario where pre-recorded audio data is read directly from
audio files and the analysis can be done efficiently for large datasets repeatedly while
the core algorithms are developed. Depending on the target application, the system
should be evaluated also in online use case, where the system is capturing audio
in real-time. For example, the same pre-recorded audio data used in offline case
can be played back in a laboratory environment to verify that the system performs
similarly as in offline case and then move to more realistic usage environment.
The evaluation metrics are chosen to reflect performance that should be maximized
or errors that should be minimized in the system development. In some cases,
subjective evaluation of the system can be performed based on user opinions or
user satisfaction with system output, avoiding the need for reference annotations.
For objective evaluation, a part of the data is assigned to the training of the system
and a part is assigned to the festing of the system’s performance. For sound scene
recognition systems the most commonly used metric is accuracy, a percentage of
correctly classified items. For sound event detection systems the most commonly
used metrics are F-score (balanced mean of precision and recall) and error rate (ER).
They are both calculated based on correctly classified items and errors made by the
system, but emphasize different characteristics of the systems, namely the ability of
correctly detecting as much as possible of the content versus the ability of making as
small amount of mistakes as possible. The details of evaluation metrics are discussed
in Chap. 6. The performance of the system is compared against other solutions to the
same problem, for example, state-of-the-art methods or well-established (baseline)
approaches. The analysis of these alternative solutions and comparison against
developed system is necessary to put the obtained evaluation scores into larger
context while doing the research.

2.7.2 Product Demonstrations

Once the proof-of-concept system is ready, the development moves to the product
demonstration phase. In this phase, the desired use cases are first identified, and
acceptable error types and level of performance in these use cases are defined.
These factors are closely related to the end users’ requirements and perception on
good performing system, and thus they should be considered as early as possible
in the development of the product. The proof-of-concept system developed in
the technological research phase is used as a starting point for the development
targeting a prototype having all the key features planned for the final system.
When the prototype is ready, the technology is validated by testing it in real
operating environment with realistic use cases, and demonstrated with real users.
User experience studies can be used in this stage to get quantified feedback, and
these results can be further used to refine the overall system design.
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In the actual development project, there are often setbacks which force the
development to return back to the technological research phase and to reiterate
stages within it. Testing the system with realistic use cases can reveal problems
in the core system design which were not identified earlier in the development. For
example, the system could have poor user experience due to a wrongly selected
recognition approach which is producing results with too high latency, or the system
could have low recognition performance because of low noise robustness. These
type of problems are usually such fundamental design flaws that they have to be
addressed in the technological research phase.

Once the prototype is validated and achieves sufficient recognition performance
with good user experience, the system is developed into a final system which is
demonstrated with a small group of real users in actual operating environments.
Usually in this stage the core system is considered ready and development concen-
trates mainly on polishing the possible user interface and communication interfaces
with other applications. After the successful demonstrations, the system can be
deployed to the market with small scale pilots first, and finally in full scale.

2.7.3 Development Process

The previously introduced development stages often overlap, and are executed
multiple times during the overall development process. An example of one possible
development process is shown in Fig.2.13. The figure shows main stages for both
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Fig. 2.13 Process graph for audio analysis system development. Fundamental research is happen-
ing outside this graph. The actual development is divided into two phases, technological research
phase and product demonstration phase
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the technological research and the product demonstration phases to give a compre-
hensive view for the whole process. However, as the book mainly concentrates on
the technological research phase, in the following only the stages from technological
research phase are fully explained.

The technological research phase starts from the problem definition stage, where
the target application for the system is identified and the system characteristics
are defined. After this, the actual active development starts by data collection and
manual annotation of this collected data. The annotation stage is usually one of the
most time-consuming parts of the development, and in some cases the amount of
data is gradually increased as the annotation progresses during the development. It
is also a good practice to interlace the data collection and annotation, to get some
data ready for the development as early as possible. Once the dataset is complete, the
evaluation setup is designed by selecting the evaluation metrics, defining the cross-
validation setup, and selecting appropriate comparison systems. Before entering the
full system development, the overall system architecture has to be designed. As each
part of the system is developed in separate development stages but evaluated as a
part of entire system, the components of the whole system have to be defined in
general terms. The initial version of the entire system is implemented based on this
design by using basic approaches, and usually is also used as a baseline system.

After the initial version of the system is ready, the main development can start.
Individual parts of the system are designed, implemented, and evaluated in the order
which follows the logical signal path through the system: first audio processing
parts (pre-processing, acoustic feature extraction), followed by machine learning
parts, and finally the post-processing parts. The evaluation results are used to guide
the design choices within each part of the system. When the system performance
reaches the desired level or saturates, the development moves to the next part. In
the system integration stage, all parts of the system are optimized to get maximum
overall performance. The end result of this stage is a complete proof-of-the-concept
system which can be moved for further development to the product demonstration
phase.

2.8 Conclusions

This chapter introduced the basic concepts in computational methods used for audio
analysis, concentrating on supervised machine learning approaches. The focus is on
classification and detection applications such as scene classification, audio tagging,
and sound event detection. Systems for audio analysis have very similar architecture,
with building blocks such as data acquisition, feature extraction, and learning often
being identical between different systems. The learning process mirrors the selected
target application in its association between labels and features, guiding the mapping
between class labels and features performed during learning. An approach based on
deep neural networks was presented, illustrating a very general system architecture
that can be adapted for various sound classification and detection problems.
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The last section of this chapter brought into discussion the larger picture of

system development, from the definition of the problem all the way to the product
developed for the market. System development is often a lengthy and iterative
process involving stages of various difficulty and duration. Mid-way of this process
is the link between academic research and industry, where the focus switches
from proof-of-concept to the commercialization of a product. Industrial research
concentrates on the prototyping and product demonstrations with the goal of refining
and improving the user experience with the product. Specific solutions for this will
be presented in more detail in Chap. 12.
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