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Preface 

Numerical modelling is being an advanced tool in geoscience and 

geoengineering. Idealized experiments and field observations have been 

the main pillars of geoscience for decades, while the rapid development 

of supercomputers leads to a paradigm shift towards geocomputing. High-

performance computing based simulations offer outstanding opportunities 

to get insights into increasingly complex geoscience and geoengineering 

problems. 

Several new institutes and initiatives with special emphasis on high-

performance geocomputing have been established around the world, such 

as ACcESS MNRF (Australian Computational Earth System Simulator, 

Major National Research Facility, http://www.access.edu.au) and AuScope 

(an organisation for a National Earth Science Infrastructure Program, 

http://www.auscope.org.au) in Australia; GEON (GEOscience Network, 

http://www.geongrid.org/), PRAGMA (Pacific Rim Applications and Grid 

Middleware Assembly, http://www.pragma-grid.net/ ), SERVO (Solid 

Earth Virtual Research Observatory, http://www.servogrid.org/),  PetaSHA 

(Petascale Cyberfacility for Physics-based Seismic Hazard Analysis from 

Southern California Earthquake Center, including TeraShake etc. platforms, 

http://scecdata.usc.edu/petasha/) and CIG (Computational Infrastructure 

for Geodynamics, http://www.geodynamics.org) in the United States; 

GeoFEM (http://geofem.tokyo.rist.or.jp) and CHIKAKU system 

(http://www.riken.go.jp/lab-www/CHIKAKU/index-e.html), and the  Earth 

Simulator Center (www.es.jamstec.go.jp/) in Japan; the Laboratory of 

Computational Geodynamics of Chinese Academy of Sciences in China; 

and the iSERVO seed project (iSERVO-international Solid Earth Virtual 

Research Observatory, http://www.iservo.edu.au) aims to foster ongoing 

international cooperation on simulation of solid earth phenomena.  

iSERVO is the natural follow-on to ACES (APEC Cooperation for 

Earthquake Simulation, http://www.aces.org.au).  

This book provides a concise overview of the recent developments in 

geocomputing, covering model construction, advanced computational 

development on supercomputers. We present applications spanning the 

different temporal and spatial scales of geoscience. Those exemplary 

theory, visualization of the results, and high-performance software 
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simulations focus on topics from geodynamics, crustal dynamics, 

earthquakes, tsunami and rock physics. The book is composed of 8 

chapters written by 35 authors from 6 countries – Australia, China, 

Germany, Japan, Switzerland and the Unites States, which reflected the 

current state-of-the-art achievements and the future research direction in 

the field. All mention of colour in the legends can be seen only in the 

enclosed DVD-ROM and in the online version in addition to the animation 

files of the amazing simulation results. 

The collection of topics aims to reflect the diversity of recent advances 

in geocomputing. Such a broad perspective may be useful for scientists as 

well as for graduate students in geophysics, geology, geochemistry, 

computational science, environmental and mining engineering, and 

software engineering. I hope this book will be relevant and valuable to the 

whole geoscience community and serve to both define and advance the 

state of geocomputing. 

The last but not the least, I would like to express my deep appreciation 

to all the authors and reviewers for their outstanding contribution to this 

book, and to Professor Dave Yuen of University of Minnesota, Dr. Chris 

Bendall and Janet Sterritt-Brunner of Springer for their kind 

encouragement and help to have such diverse topics on geocomputing 

published as a book.  
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Recent advances in computational geodynamics are applied to explore the 
link between Earth’s heat, its chemistry and its mechanical behavior. Compu-
tational thermal-mechanical solutions are now allowing us to understand 
Earth patterns by solving the basic physics of heat transfer. This approach is 
currently used to solve basic convection patterns of terrestrial planets. Apply-
ing the same methodology to smaller scales delivers promising similarities 
between observed and predicted structures which are often the site of mineral 
deposits. The new approach involves a fully coupled solution to the energy, 
momentum and continuity equations of the system at all scales, allowing the 
prediction of fractures, shear zones and other typical geological patterns out 
of a randomly perturbed initial state. The results of this approach are linking a 
global geodynamic mechanical framework over regional-scale mineral de-
posits down to the underlying micro-scale processes. Ongoing work includes 
the challenge of incorporating chemistry into the formulation. 

For this, we use computational experiments on micro-scale processes and 
build a Preliminary Reference Earth Material Database PreMDB. Gibbs 
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in chemistry and to predict the basic mechanical properties from chemistry. 
Physical properties that cannot be extracted directly from the thermodynamic 
potential functions are complemented by empirical data. The next level of 
models concerns itself with a homogenization of the mechanical properties to 
larger scale reproducing micro-chemical and microstructural observations. 
The predictive power of these models is currently tested based on field data 
from mineral deposits at micro-decameter scale. The next steps will be to up-
scale the approach to meter and kilometer scale. The global scale modelling 
will provide better forward simulations for the genesis of giant ore/mineral 
deposits and other processes of global interest. The approach presented here 
is intended as a first step for such future cross-scale simulations in geology. 
Advanced multi-scale formalisms are beyond the scope of this paper.  

1 Introduction 

When applying laboratory data directly to Earth System modeling it is im-
possible to reproduce key observations and investigate a number of appar-
ent paradoxes, such as:  

(1) The subduction initiation paradox; the generation of weak trans-
lithospheric faults requires special pleading in classical models 
(McKenzie, 1977). 

(2) The Brace-Goetze (Christmas tree) crustal strength paradox; the 
continental lithosphere is found to be too strong. Cold continental 
breakup (for surface heat flow < 60 mW/m2) is not possible under 
normal geodynamic forcing (Kusznir and Park, 1984a). 

(3) The mid-crustal detachment paradox (Axen and Selverstone, 
1994); weak crustal detachments are observed exactly where clas-
sical strength envelopes predict a strength maximum. 

(4) The jelly sandwich paradox (Jackson, 2002); the upper mantle fails 
to present significant strength and does not deform in a seis-
mogenic manner. 

(5) The upper plate paradox (Kusznir, 1991; Weinberg et al., 2007); 
the brittle crust is deforming much less than the ductile lower crust 
and mantle. 

These paradoxes prompt us to rethink about simple extrapolations of the 
laboratory strength estimates. Clearly we must improve in our way of mod-
eling the lithosphere. We postulate here, that most, if not all these paradoxes 
are derived from the fact that numerical models do not take into account 
feedback effects within a fully coupled momentum-energy-continuity sys-
tem. We will show that the feedback between deformation, heat production 
and the mechanical response of the system can resolve these paradoxes. Ad-
ditional feedback (e.g. melt generation, fluid release) might be important, 

energy minimization techniques are used to solve equilibrium compositions 
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but are not required to resolve the paradoxes and are therefore considered to 
be future refinements. Here we will formulate only a simple formulation 
showing that this necessarily leads to a multi-scale approach.  

2 Multiscale Non-Equilibrium Thermodynamics 

2.1 The Equilibrium Yardstick 

Predicting the way the Earth works from a fundamental physics based ap-
proach is a present challenge in computational geophysics. At conceptual 
level, many approaches have been suggested (Ben-Zion and Sammis, 
2003; Fleitout and Froidevaux, 1980; Ord and Hobbs, 1989; Regenauer-
Lieb and Yuen, 2003; Yuen et al., 1978), but there has been no develop-
ment of a clear roadmap for the practical implementation of this approach. 

The key to coupling length and time scales is the identification of specific 
scales relevant for Earth dynamic processes. Candidate for the large scale is 
the thermal diffusion length scale, which potentially provides a minimum 
equilibrium yardstick equivalent to a quantum energy state for earthquakes. 
Microstructure evolution on the other hand relies on a much smaller scale 
which is of the order of the chemical diffusion length scale. This suggests 
that thermal-mechanical modelling must explore the equilibrium of these 
chemical gradients. The chemical diffusion length scale may become the 
dominant equilibrium yardstick. Although considerable work has been de-
voted to exploring these approaches in the past, the science of multi-scaling 
in thermodynamics has not yet made a breakthrough in geology. This is 
chiefly because coupled thermodynamic modelling is computationally de-
manding and has not yet become state of the art in the geoscience.  

The coupled energy approach has its natural antecedents in planetary 
scale convection simulations. Figure 1 shows that the same approach ap-
plied to smaller scales is promising for exploring pattern formation at these 
scales. At the large planetary scale, pattern formation is calculated by solv-
ing the problem of how a planet looses heat. It is well known that such a 
planet can reach a critical energy state where convection transfers heat 
more efficiently than conduction. This occurs when the positive feedback 
given by the product of buoyancy forces and heat advection overcomes the 
negative feedback defined by the product of viscous forces and heat con-
duction. A fully coupled momentum-energy-continuity equation calcula-
tion can resolve this instability. Nonlinear feedbacks lead to the onset of 
convection, meaning that convection emerges self-consistently. The impor-
tant and underlying assumption for calculating this phenomenon is that any 
scale(s) below the dominant wavelength for growth of Rayleigh-Taylor in-
stabilities are unimportant for the evolution of these instabilities. Processes 
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at this scale are approximated by an effective viscous rheology. The dominant 
wavelength for Rayleigh-Taylor becomes the equilibrium yardstick for 
calculating planetary convection. Note that this distinction of scales is arbi-
trary; other scales may just not be resolved and therefore parameterized in 
the model and they could be still important. However, this approach is now 
well established in computational geodynamics.  

Planetary 
Convection

Meter scale

cm scale

 

Fig. 1 Far from equilibrium processes and Earth patterns. Computational thermal-
mechanical solutions are now allowing us to understand pattern formation from con-
sideration of basic physics and chemistry. However, a common framework is still 
lacking. The planetary convection simulation shows the temperature field inside the 
Earth as resulting from a spherical geodynamical mantle convection model (Bunge 
et al., 1997). We are proposing here to derive similar Earth patterns at smaller scale 
emerging out of random perturbations of the basic energy fluxes. Our, first such 
thermal-mechanical self-consistent results are compared with structures observed in 
nature. Photographs show conjugated Cu-veins and a cm scale fold (courtesy of 
Yanhua Zhang and Andy Tomkins, respectively). The attached movie material 
(Gosford.avi + fold.avi, available on accompanying DVD) show simulation of meter 
scale fracturing of Gosford sandstone and cm-scale folding, respectively. The Gos-
ford movie shows a particle simulation where particles cracks either in tension (red) 
or shear (yellow). With increasing vertical loading, the primary shear zones emerge 
through the centre of the specimen, with further damage zones, of similar orientation 
but of lesser scale, emerging off-centre, and reflecting off the boundaries (Movie 
courtesy of Yanhua Zhang). The cm-fold shown in the other movie emerge out of 
thermal-mechanical simulation for an initially perfectly layered feldspar-quartz 
composite (contours show strain). If thermal-mechanical feedback is switched off, 
the same simulation shortens homogeneously by pure shear 



Patterns at meter scale can also be obtained by fully coupling the me-
chanics to the energy equation. The particle simulation in Fig. 1 shows a 
surprising similarity to fracture patterns observed in nature. Here the equi-
librium yardstick is the grain size and it is assumed that there is no prop-
erty change below this scale. A continuum thermodynamic approach ap-
plied to cm scale folding, also leads to convincing results. Here, the 
equilibrium yardstick is the diffusion of some chemical species. The con-
tinuum mechanical approach needs to resolve this length scale and the 
physics of chemical diffusion in order to calculate the patterns emerging 
out of shortening a randomly perturbed stratified layer. While these results 
may be qualitatively appealing they do not provide a unified framework.  

2.2 Non Equilibrium Thermodynamics and Multiscaling 

Most natural processes are non-equilibrium processes. A local equilibrium 
assumption can be used as a first step towards a multi-scale computation. 
The assumption on the local equilibrium is an approximation but it holds 
for many systems. This assumption is valid if it is possible to distinguish 
two characteristic time scales, that is, the time required to reach the equi-
librium in the entire system and the time required to reach the equilibrium 
in some volume, which is small compared to the size of a system under 
study.  

A brute force computational non-equilibrium method is a better choice, 
but it will rely on efficient numerical schemes which allow an adaptive 
multi-scale resolution. Such methods are under development but are not 
available yet. The local equilibrium assumption works particularly well on 
a geological time scale because of the logarithmic relationship between re-
levant processes and their time scales indicated in Fig. 2. The separation of 
scales relies on the “multi-physics” nature of their underlying processes, 
spanning from molecular dynamics at the microscale to continuum me-
chanics at planetary scales. A detailed description of the underlying proc-
esses including a summary of numerical approaches can be found in 
Tables 1, 2 in (Regenauer-Lieb and Yuen, 2003). The large separation of 
scales has led to a separation of scientific disciplines which are: nano-
chemistry dealing with atomic scales; structural geology and laboratory 
physics for analysing microstructures at grain size scale; field geology, 
structural geology and seismology for analyzing fold and fault length 
scales; geodynamics for plate tectonic scale and planetary physics for 
planetary convection scales.  

First Steps Towards Modeling a Multi-Scale Earth System      5 
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Fig. 2 Time and spatial processes are coupled. For the equilibrium calculation of 
elastic constants, time steps of molecular dynamics simulations are on the order of 
half a femtosecond and the spatial scale is on the order of Angstrom resolution. At 
the grain size scale with hours of deformation, these elastic properties may be as-
sumed to have reached local equilibrium but faults are out of equilibrium. The 
same principle may be applied in a staggered sense to the larger plate tectonics 
and planetary convection scales. An example is highlighted in the figure, namely 
that of grain size elasticity observed in the laboratory over time scales of seconds 
to hours, where it can safely be assumed to be in equilibrium. As a simple ap-
proach we suggest to derive equilibrium properties for the next larger scale by re-
laxation to equilibrium calculations at the smaller scale.  

The staggered solution method presented here is conceived as the most 
basic approach towards crossing the traditional scale separations. In doing 
so the mathematical approach to “multi-physics” interactions is boiled 
down to a continuum mechanics framework extended by chemistry intro-
ducing heterogeneity at grain size scale. We wish to emphasize that such a 
framework is at best applicable to the “real world” by “nudging” of solu-
tions to observations at various scales. This complication arises because 
the relaxation to equilibrium at small scale is a function of the large scale 
hierarchical driver, i.e. different local equilibrium states exist for different 
large scale out of equilibrium boundary conditions. This important macro-
microscale feedback is not yet implemented. The approach is, intended as 
the first step towards a “heterogeneous multi-scale method” (Enquist and 
Huang, 2003) which would overcome the deficiency.  

2.3 Coupling Mechanics and Chemistry 

The simplified local equilibrium approach is a simple avenue for cou-
pling chemistry with mechanics. In order to do so we propose to use local 
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equilibrium for chemical processes and derive material properties from 
Gibbs free energy minimization method. Reversible material properties 
such as thermal expansion coefficient, specific heat, elastic shear 
modulus, bulk modulus and density, can be directly calculated from this 
method. These material properties are thus derived self-consistently from 
thermodynamics.  
 

 

Fig. 3 An example of the density at local equilibrium given as a function of pres-
sure and temperature from PreMDB (Siret et al., 2008). The equilibrium density is 
predicted from Gibbs free energy minimization for the given chemical composi-
tion (Peridotite, wet). In addition to density, thermal expansion coefficient, spe-
cific heat, elastic shear modulus and bulk modulus can also be derived from the 
chemical equilibrium  

Currently the compositions of 48 major rock forming dry and wet min-
erals and nine terrestrial rocks have been incorporated into a reference da-
tabase Preliminary Reference Earth Material Database PreMDB, represent-
ing a standard for the sedimentary part of the crust, the upper and lower 
continental crust, oceanic crust and mantle (pyrolite and peridotite). A total 
of 20 material properties are obtained and prepared for coupling with finite 
element models to run non-equilibrium geological, geotechnical and geo-
dynamical models driven by chemical and thermal gradients. Work on an 
implementation of this chemical solver for larger scales is still ongoing. Of 
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particular concern is revisiting the behaviour of polyphase rocks as predicted 
from homogenization calculations of its mineral constituents (Tullis et al., 
1991) and its chemical and thermal gradients. The goal of this sub-
millimetre (microstructural) – decimetre (meso-) scale work is the deriva-
tion of better flow laws for the metre (macro-) scale (Fig. 2). This work is 
aimed at allowing more realistic coupling of chemistry and mechanics but 
is not yet completed. In the following we will only discuss plate tectonic 
scale modelling for which we use empirically derived laws for local equi-
librium states.  

Non-equilibrium computational models mathematically solve the time 
dependent evolution of dissipative structures based on maximizing the en-
tropy production. This approach was put forward in the early days of plas-
ticity theory (Martyushev and Seleznev, 2006) where it was called the 
principle of the maximum specific power of dissipation or the maximum 
dissipation rate of mechanical energy (Prager, 1959). Ziegler (1983) ex-
tended this principle of the theory of plasticity to all non-equilibrium ther-
modynamics. Numerical methods were not available at the time and it was 
impossible to calculate dissipative structures on the basis of this principle 
Therefore the classical developments in continuum mechanics moved 
away from the early postulates into what is described in the following as a 
constitutive theory for rock deformation. The two approaches are reviewed 
in the sections to come. They are labelled “constitutive approach” and “en-
ergy approach” respectively. 

2.4 Classical Brittle-Ductile Modeling 

The Earth’s surface deforms in a “brittle” mode represented by pressure-
sensitive, temperature insensitive elasto-plastic behavior. The rocks below 
the brittle-ductile transition (BDT) deform by “ductile” creep represented 
by pressure insensitive, temperature sensitive visco-elastic behavior. Ad-
vanced modeling approaches of the brittle-ductile transition (Albert and 
Phillips, 2002) employ a combined elasto-visco-plastic approach in 
which all three behaviors are allowed to occur simultaneously in series. 
The BDT then emerges self consistently as a narrow transition zone between 
the plastic (brittle) and the viscous (ductile) regimes above and below, 
respectively.  

While such classical models can reproduce key features observed in 
large scale geodynamics these numerical predictions fail to reproduce 
observations on the brittle-ductile transition from microstructural and 
laboratory analyses. These call for the existence of a broad transition 
zone named “semi brittle” (Kohlstedt et al., 1995). The semi-brittle re-
gime is the region where brittle and ductile processes overlap. It is 
thought to be around 10 km wide (Kohlstedt et al., 1995). It is therefore 



inferred to be considerably wider than the sub-kilometer scale inferred by 
numerical models. A second important problem is that in the classical nu-
merical models localized shear zones are mainly driven by brittle deforma-
tion while in geology the importance of mylonitic ductile shear zones is 
very well documented (Christiansen and Pollard, 1997).  

Finally, the traditional approach to modeling crustal deformation is 
based on the balance of momentum with no attempt to consider energy dis-
sipation within the system as a key to solving the “mechanical” evolution 
of state. Dynamic, time dependent processes, driven by the energy fluxes 
occurring during an earthquake, for example, are never considered in these 
approaches. These incompatibilities of observations, nomenclature and 
fundamental theories form well recognized communication gaps between 
geodynamicists, rock mechanicians, field geologists, and seismologists 
(Handy et al., 2001), and a unified approach is needed. This approach is a 
non-equilibrium thermodynamics formulation (Regenauer-Lieb and Yuen, 
2003) which is based on stored and dissipated energy potentials and the 
principle of maximum entropy production. The mathematical formulation 
is relatively compact in terms of non-equilibrium thermodynamics and it 
allows for the incorporation of chemistry. However, since we have not yet 
routinely implemented the chemical potentials we choose to present the 
thermo-mechanical formulation in order to relate the two approaches and 
show the similarities and the differences between them.  
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We differentiate between two basic modeling strategies for localization 
phenomena: (1) The classical “constitutive approach”, basically a mathe-
matical/engineering approach to failure which is ideal for the lifetime of 
engineering structures and is used as a first order approximation to geo-
logical time scale (2) the new “energy approach” which uses basic physics 
to calculate failure and may be more appropriate for long geological time-
scales, since diffusion processes control the degree of potential weakening 
self-consistently. The energy approach features, in principle, a simplified 
thermodynamic method. However, we refrain from calling it a “thermody-
namic model” since the consideration of energy feedback provides neces-
sary but not sufficient conditions for a unified thermodynamic theory 
which should in the future include chemistry. In the present version of our 
model many additional feedback mechanisms with their associated energy 
states are not yet considered (Lyakhovsky et al., 1997). We describe a very 
basic setup, where only the entropy change through competition between 
two simple feedback loops; isentropic thermal expansion (Benallal and 
Bigoni, 2004) and dissipative shear heating (Braeck and Podladchikov, 
2007; Gruntfest, 1963; Kaus and Podladchikov, 2006; Ogawa, 1987; 
Regenauer-Lieb and Yuen, 1998) differentiate the “energy approach” from 
the classical “constitutive approach”. In the discussion, we will show that 
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this simple difference can resolve all of the above mentioned discrepancies 
and paradoxes. 

3 Mathematical Formulation 

3.1 Classical Constitutive Approaches for the Lithosphere 

The classical constitutive approach assumes scale invariant material behav-
ior and neglects the principle of maximum dissipation which implies ne-
glect of the conversion of mechanical work into heat. In this approach the 
uppermost part of the crust is commonly represented by Byerlee’s law 
which is essentially a plastic failure criterion (Albert and Phillips, 2002). 
The lower part of the crust is then represented by a viscous law (commonly 
power-law creep). Elasticity is sometimes incorporated into these represen-
tations; however, for large scale modeling its effect is often neglected. In 
the most basic approaches, the switch from one kind of behavior to the 
other is somewhat arbitrarily defined for a given strain-rate and geothermal 
gradient, where the stress in the viscous material matches that in the plastic 
material resulting in a “Christmas Tree” distribution of strength down-
wards through the crust. 

Within the context of the Mohr-Coulomb constitutive relation, Byerlee’s 
law implies a zero value for the cohesion and a friction angle of approxi-
mately 50o; the dilation angle is never explicitly stated but, assuming that 
this dilation angle is not equal to the friction angle, non-associative behav-
ior is implied with the consequence that localization according to the Hill 
postulate (Rice, 1977) is possible. However for this to happen, Byerlee’s 
law needs to be expressed in a formulation that allows non-associative be-
havior in a continuum and not as a failure criterion on a single discontinu-
ity. This allows a prediction of brittle faults without the consideration of 
the energy dissipation.  

One problem of this approach is an arbitrary switch between rheologies 
at a certain predefined strain rate. This can be avoided through the use of 
an elasto-visco-plastic rheology, where the brittle-ductile transition can ad-
just to different boundary conditions. However, when applying only this 
elasto-visco-plastic strain rate addition, without further couplings, invaria-
bly narrow transition zones at mesh resolution are obtained.  

In contrast to these constitutive models, our energy models employ a 
single constitutive relation for the entire crust, namely, that of a modified 
elasto-plastic von Mises potential (Albert and Phillips, 2002; Regenauer-
Lieb et al., 2004) with an added power-law creep term. More precisely, in 
our approach the yield function at low pressure is a Drucker-Prager func-
tion growing in a linear manner with hydrostatic pressure to the classical 
von Mises yield surface. The elasto-plastic rheology is then commonly 



extended by adding a non-linear viscous creep constitutive law assuming 
power-law creep.  

 
is the trace of the Cauchy stress tensor, or the pressure. 
  
We thus use the same formulation as in the classical theory, the only dif-

ference being that we do not hardwire shear zone formation into a Mohr-
Coulomb approach and we consider the conversion of mechanical work 
into heat. In our approach shear zones do not appear without this energy 
coupling.  
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where E is Young’s modulus, � is Poisson ratio and α  is the coefficient of 

thermal expansion. ijσ�~  is the objective co-rotational stress rate and ijδ  is 

the Kronecker delta. The plastic yield stress is �; A  and n are power-law 

material constants. Q is the activation enthalpy and R is the universal gas 
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3.2 Energy Approach 

Processes that operate in deforming rocks are commonly strongly coupled, 
in that one process has a first order feedback influence on other processes. 
Such feedback is neglected in the classical constitutive theory for rock de-
formation. This is done through choice of a special rheology, namely non-
associated Mohr-Coulomb (labeled constitutive theory in Fig. 4).  

Figure 4 illustrates the mathematical framework underlying the feed-
back of the thermal diffusion process, which is fundamentally important 
for the emergence of planetary convection in Fig. 1. The same approach 
can also predict planetary scale shear zones, if shear heating is considered 
in addition. Therefore, in a simple model at planetary spatial and temporal 
scales, the thermal diffusion length scale is sufficient. Thermodynamic 
models gain complexity when considering smaller scale processes.  

 

 
Fig. 4 Processes in a rock involve small changes in the feedback variables density, 
pressure and temperature which have a large effect on the deformation of rocks; in 
particular their localization phenomena. Two key physical processes are described 
by the two opposing mechanical terms in the energy equation, the dissipated shear 
heating term (first grey box see text for explanation of parameters) and the recov-
erable, isentropic thermal expansion (second grey box). The classical constitutive 
approach bypasses the energy equation and hardwires pattern formation into a 
constitutive equation 
 
All constitutive equations in our formulation are non-localizing at the out-
set. However, the rheology must be chosen such that the maximum entropy 



production applies. Localization behavior can only arise locally through 
energy feedback. These energy feedbacks close the balance laws via the 
energy equation. When investigating the feedback from heat/mechanical 
power generated through mechanical dissipation two important processes 
have been identified: (a) shear heating feedback by ductile (viscous) proc-
esses assessed through linear stability analyses presented two decades ago 
(Hobbs et al., 1986); (b) thermal-plastic instabilities arising from elastic 
thermal-expansion couplings in brittle processes (Benallal and Bigoni, 
2004). The latter mechanism is one of a family of mechanisms that incor-
porate volumetric deformation and density change. Thermal expansion 
feedback has been found to be a critical phenomenon in experimental stud-
ies of the semi-brittle regime (Lu and Jackson, 1998). However, it has only 
recently been discussed in a thorough theoretical analysis (Benallal and 
Bigoni, 2004). Now we have the numerical tools (ABAQUS/Standard, 
2000; Regenauer-Lieb and Yuen, 2004) available to go beyond the qua-
sistatic linear stability framework with the new approach. 

We only use thermo-mechanical coupling through thermo-elasticity and 
shear heating which leads to flow localization. Thermo-elastic feedback re-
lies on the importance of thermal expansion which in our approach is the 
only feedback/localization mechanism considered for the brittle field. 
Shear heating feedback relies on the Arrhenius-temperature dependence of 
power law creep and is the only feedback loop considered for shear zone 
formation at greater depth. Thermal expansion feedback introduces weak 
pressure dependence to the constitutive relation which is equivalent to is-
entropic dilation. This has the effect that the material develops localization 
on a length scale that complies with heterogeneities in the spatial distribu-
tion of thermal expansion. Thus localization is permitted in both the brittle 
and ductile regimes arising solely from thermal-elastic dilation effects. We 
interpret the development of localization through this mechanism in the 
brittle regime as brittle fracturing, whilst localization in the ductile regime 
corresponds to ductile shear zone development.  

It should be noted that this simple formulation can be extended, but does 
not, as yet, describe brittle fracture near the surface. At the surface, the 
plastic dilatancy is several orders of magnitude larger than thermal expan-
sion. However, we suggest that our simple approach adequately captures 
the elementary physics at higher temperature and pressures corresponding 
to more than about 3 km overburden.  

In our approach the brittle-ductile transition (BDT) emerges self-
consistently as a region where both feedback mechanisms overlap at ap-
proximately the same magnitude. The principal diagnostic difference to 
the above described constitutive non-associated approaches for the BDT 
is that there are two, and not just one, mechanisms for flow localization 
available, a brittle localization and a ductile localization process. The latter 
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mechanism is missing in the classical constitutive approach and is the 
reason for its failure to predict the BDT as a wide transition zone. 

We use these two processes to address key issues in geodynamics and 
earthquake mechanics. While other mechanisms clearly exist, the two dif-
ferent principal physical mechanisms, shear heating and thermal expansion 
instabilities, are found to be sufficient to explain localization phenomena 
in all materials, other mechanisms clearly exist, but are not considered for 
simplicity. 

Our new approach is summarized in Fig. 4. This figure highlights the 
difference between our formulation and previous approaches to flow local-
ization. We employ the feedback between the fully coupled continuity, 
momentum and energy equations which are: 
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The momentum equation describes equilibrium of forces  
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where ijσ⋅∇  is the divergence of the Cauchy stress tensor and f  is the 
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The energy equation describes the energy fluxes which in our case are 
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is the material derivative of the tem-

perature. The first term on the right side describes shear heating through 

mechanical dissipative processes where χ  is the efficiency of converting 

mechanical work into heat ( 1≤χ ). The shear heating efficiency of most 

materials is commonly 85% and 95% for large strain (Chrysochoos et al., 

1989). The second term on the right describes the temperature change 

where  is the density and u is the local material velocity vector of the 
volume under consideration; the second term describes the divergence of 
the velocity field. The continuity equation incorporates time as a deriva-
tive, which is implicitly derived from the evolution of isentropic (thermal 
expansion) work in the energy equation. 

ρ



through isentropic/recoverable work arising from thermal expansion and 
the last term describes the temperature change arising from the phonon 

3.3 Scale Dependence of Ductile Shear Zones 

The spatial scale of resolution can be derived from one-dimensional cal-
culations and from theoretical considerations (Regenauer-Lieb et al., 
2006a). Up to now the basic progress in this field has been mostly made in 
metallurgy. However, for metals the intrinsic material length scales of 
plasticity and thermal feedback (Lemonds and Needleman, 1986) collapses 
into the micron-scale. This makes the above mentioned separation of 
scales impossible and the calculations somewhat more complicated. In ge-
ology thermal feedback and meso-scale plasticity spreads out owing to the 
slow deformation and the low diffusivity of rocks. On the question regard-
ing nucleation of shear zones, a separation of the length scales for shear 
zone formation is a fundamental issue. 

The intrinsic material length scale of deformation by dislocations can be 
shown to govern the width of shear bands in metals (see Aifantis (1987)). 
The fundamental physics of this length scale hinges on a breakdown of the 
classical continuum mechanics below a homogenization scale where dislo-
cation can be referred to as “statistically stored dislocations”. Below 10 
microns the discrete nature of dislocations is felt and there appear so called 
“geometrically necessary dislocations” which are related to the gradients 
of plastic strain in a material. Recently, nano-indentation and micro-torsion 
experiments have given support to this theoretically postulated limit. It was 
found that it is 200–300% harder to indent at nano-scale than at large scale 
(see Gao et al. (1999) for a review). The immediate outcome of this is that 
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part of heat conduction with thermal diffusivity �. 

Elasto-visco-plastic modelling with feedback includes all ingredients neces-
sary for the investigation of the transient phenomena leading to the self-
consistent nucleation of shear and fault zones. The drawback of this approach 
is that a proper implementation of the multi-level feedback is computationally 
expensive due to its inherent multi-scale nature. The computational cost relies 
on the high degree of spatial and hence temporal resolution that is required 
to resolve feedback. Different homogenization scales apply to different 
physical processes. These scales may be decoupled if they are sufficiently 
wide apart and the smaller scale may be assumed to have reached thermo-
dynamic equilibrium within the time scale relevant for the large scale 
process. If this assumption is true the calculations can indeed be performed 
independently. We are here proposing such an approach for the plate tec-
tonic scale.  
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in plasticity there appears an intrinsic material length parameter character-
izing the energy of defects. This defect energy governs the strain gradient 
of plasticity at mesoscale. This strain-gradient plasticity theory recovers at 
large homogenization scale the power law hardening relationship when a 
macroscopic population of statistically distributed dislocations is achieved. 
While this length scale relies on the shear gradients it has been suggested 
to expand the theory to include a second length scale for stretch gradients 
(Fleck and Hutchinson, 2001). All of these length scales are below tens of 
micrometer scale and are below the length scale of interest for geodynamic 
processes. For the purpose of our calculations we assume that dislocations 
can be described in a homogenized way by the power law and calculate 
feedback processes at larger scale. 

Each feedback process has its own diffusional length scale in the quasi-
steady state limit, if such a limit can be achieved during the deformation. 
In this respect, the energy approach can be expanded naturally for other 
weakening/strengthening effects such as those arising from chemical reac-
tions. The limit is defined by a characteristic diffusive length scale li:   

Considering, for instance, mechanical weakening through the effect of a 
chemical diffusion process, the mechanical shear zone width, li, would be 
expected to be of the order of centimeters or less, because this is a typical 
diffusion length scale for chemical species in crustal environments. We as-
sume here that there is no porous flow across the BDT, hence temperature 
must be the fastest diffusion process trailed by chemistry. Therefore, for 
plate tectonic length scales of kilometers and time scales of millions of 
years, the main diffusional scaling length is that of thermal diffusion. In 
this approach a number of heat source terms become very important (ra-
diogenic heat, heat of reaction/solution, latent heat effects of mineral trans-
formations etc.). In the numerical approach discussed above the main large 
scale mechanism that is capable of supplying a planar heat source impor-
tant for a plate bounding fault is shear heating. Its associated feedback in 
creep deformation and thermal expansion is hence the main factor for plate 
tectonic localization. This thermal-visco-elastic feedback ensures that en-
ergy dissipated by the deformation is capable of weakening the material if 
temperature dependent mechanisms dominate. We wish to emphasize that 
this mechanism of shear localization in ductile rocks is intended as the 
most basic approach. A future comprehensive multi-scale approach should 
additionally include ductile damage and other micro-scale processes.  

                                        
max

2 i
il

κ
ε

=
�

  

where i refers to the ith weakening mechanism associated with an effective

 diffusivity κι .  



This length scale is a new aspect of the physics introduced thermal dif-
fusion. It is the fundamental quantity controlling the final post-localization 
equilibration width of shear heating controlled shear zones (Shawki, 1994; 
Shawki and Clifton, 1989) when heat conduction and shear heating are in 
approximate thermal-mechanical equilibrium. It is also the quantity that 
governs the resolution criteria for numerical thermal-mechanical modeling 
of shear zones (Regenauer-Lieb and Yuen, 2003). In order to be able to see 
thermal feedback in a numerical simulation, we need to resolve below the 
thermal length scale.  

Summing up these length scales, we would want to have a maximum 
element size of the order of tens to hundreds of metre in order to be able to 
resolve all feedback mechanism within a single numerical analysis. Now, a 
typical 2-D geodynamic calculation would comprise an area of 1000 km × 
100 km. This would imply a minimum of ten million nodes in the calcula-
tion, although in practice not all of the model needs to be resolved at such 
high resolution, if it does not localize. However, it becomes apparent why 
ductile shear zones are hard to capture in geodynamical calculations. Duc-
tile shear zones are however not beyond the reach of current computers. 

There are important differences in the intrinsic length and time scales of 
elastic, plastic and viscous deformation. Visco-plastic deformation is 
transmitted by the motion of line defects, so it is a rate limited process con-
trolled by atomic relaxation times. Elastic strain relies on electromagnetic 
waves, so it is determined by electronic relaxation times. The length scale 
of plastic deformation relies on the size of line defects and magnitude of 
lattice vibrations. The length scale of viscous deformation relies on ther-
mal and chemical diffusion through lattice and crystal sizes, while elastic 
deformation relies on electronic (ionic or covalent) bonding only. In the 

It is hence obvious that in this approach the ductile shear localization 

and weakening is limited by thermal diffusion. The advantage of the new 

approach is that brittle deformation is also linked to temperature through 

the isentropic thermal dilation effect. In our formulation brittle shear zones 

are therefore also governed by a length scale that is controlled by the ther-

mal diffusivity which, in the quasi-steady state limit, describes equilibrium 

between shear heating and cooling by conduction. Assuming representa-

tive values of thermalκ  of the order of 10–6 m2 s–1 and maxε  of the order of 

10–12 s–1, ltherm for the shear zone is of the order of 1 km for quasi-steady 

state, which is a reasonable value for a plate bounding mylonitic shear 

zone.  
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glected, thus a time-invariant formulation may be adopted. One may come 
to the conclusion that the development of a multi-scale brittle theory is 
simpler than the ductile theory.  

This is erroneous because the concept of time enters through the back 
door, by the evolution of damage during brittle-elastic deformation, which 
of course, is again linked to the energy/temperature evolution inside a brit-
tle shear zone. For the evolution of brittle damage inside the fault zone it is 
also important to know how much of the plastic work is dissipated as heat 
because both together describe the total state evolution inside the shear 
zone. It is, hence, logical to start with a solution that can describe crack 
evolution and crystalline slip by dislocation (largely appearing as heat) to-
gether. Such theories are emerging now and they are briefly described.  

Multiscale computer simulations are now coming up with a totally new 
dimension and insight into the dynamics and micro-physics of shear zones. 
The calculations are conventionally first done at atomistic level with say 
about 100 million atoms displaying the dislocation evolution around a 
crack tip (Bulatov et al., 1998). In such dislocation-dynamics simulations, 
computational efficiency is achieved through a less detailed description of 
dislocations in which atomic degrees of freedom are replaced by piece-
wise straight lines, and a mesh spacing (a few nanometres) is used that is 
larger than the crystal lattice parameter. This means dislocation mobility 
and close-range interactions are not determined as atomic-level proc-
esses, but are specified by external parameters known as “local rules”. 
For this approach to be predictive, atomistic behaviour of dislocation 
cores has to be integrated into meso-scale dislocation-dynamics simula-
tions. This can be done by a simple step up in scale (Bulatov et al., 
1998). A micro-to-mesoscale connection is proposed in which the local 
rules are derived from the physically occurring dislocation core processes 
in an atomistic simulation. 

The most complete method for spanning the length scales of dynamic 
simulations is to embed molecular dynamic calculations into larger scale 
finite element continuum calculations. This has been done for a crack in a 
silicon slab where five nested computational dynamic regions have been 
used (Abraham et al., 1998): the largest continuum finite-element (FE) re-
gion; the atomistic molecular-dynamics (MD) region; in between the quan-
tum tight-binding (TB) region; the Finite Element-Tight-Binding (FE-TB) 
“handshaking” region; and the MD-TB “handshaking” region.  

Another interesting method for multi-scaling is by going straight from 
discrete (molecular dynamics) to continuum style calculations without an 

classical brittle elastic theory the electronic relaxation time can be ne-



based-potential FEM has been developed, that is capable of reproducing 
stability criteria at both the atomistic and the continuum levels thus provid-
ing a fundamental potential framework for the physics of deformation 
(Li et al., 2002).  

While the multi-scale approaches from atomistic to micro-scale are thus 
growing rapidly for the case of individual cracks, the next level up of de-
scribing the behavior of crack populations appears to be still outside the 
realm of fundamental atomistic based calculations. For the purpose of do-
ing this, in a first step without the rigor underpinned by MD simulations, 
we introduce some basic assumptions that serve a priori as an empirical 
framework. 

Thermodynamic solutions to the problem of brittle shear zone formation 
will provide insight into the quasi-periodicity of earthquakes while solu-
tions to the ductile shear zones give insights into the problem of cyclic-like 
nature of plate tectonics. We have shown above that multi-scaling analyses 
in ductile shear zones are emerging as a new standard in material sciences. 
However, in the brittle field the multi-scale thermal-dynamic material 
properties are less well constrained than the ductile properties. From the 
last chapter it becomes apparent that we cannot resolve the physics of mul-
tiple interacting cracks at large plate tectonic scale chiefly because of lack 
of computer power. Experiments and field observations suggest, however, 
that the brittle strength of the lithosphere is probably overstated. Signifi-
cant scale dependence of the brittle properties of rocks have for instance 
been reported in the literature on brittle rock experiments and their tem-
perature sensitivity see e.g. (Shimada, 1993). In field observation (mine 
site load bearing jacks) the brittle compressive failure strength of a rock is 
for instance found to be at least a factor of three magnitude smaller at me-
ter scale than at cm scale (Pinto da Cunha, 1993). Above 1 m there appears 
to be a statistical satisfactory number of planes of weaknesses in rocks so 
that the failure strength does not decrease further. Unfortunately, huge test-
ing machines are necessary to obtain mechanical data relevant for the lar-
ger scale. The necessity for assessing the large scale has been realized only 
for the laboratory assessment of friction (Dieterich, 1979). An equivalent 
approach is lacking for the compressive failure strength of rocks. 

On the weight of the above described observations and in the absence of 
precise data we assume that the characteristic scale of 1 m3 is the homog-
enization scale and we assume that that rock strength is defined in the high 
temperature limit by Goetze’s criterion (Caristan, 1982) rather than the 

intervening discrete element (dislocation dynamics) step. An inter-atomic-
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Byerlee law (Byerlee, 1978). Our particular emphasis lies on the high tem-
perature rock strength since this is where the largest deviatoric stresses are 
expected inside the lithosphere. 

 

4 Discussion  

The observations of multi-scale material strength from different disciplines 
reported above suggest that classical scale-invariant material property ex-
trapolations might give an upper bound of strength of the lithosphere. 
Conventionally, laboratory data are obtained at cm scale and may result in 
overestimations of lithospheric strength when applied to the hundreds of 
kilometers scale. 

In effect, all of the plate tectonic paradoxes reported in the introduction 
can be assumed to result from the overestimation of the dynamic strength 
of the lithosphere by constitutive methods. We briefly summarize results 
from the “energy approach” which overcome these shortcomings.  

The first observation concerns the subduction initiation paradox and the 
generation of weak trans-lithospheric faults (McKenzie, 1977). This obser-
vation required special pleading for classical strength models. It is con-
ceivable that forcing convergence across fracture zones and at the same 
time requiring enormously high fluid pressures could initiate subduction 
(Hall et al., 2003). It can be shown on the other hand that the shear heating 
feedback becomes critical when allowing for a small amount of water in-
side the lithosphere (Regenauer-Lieb et al., 2001). Energy feedback thus 
naturally lead to the development of extremely weak km wide shear zones 
with an effective viscosity as low as 5 × 1020 Pas (Regenauer-Lieb et al., 
2001; Regenauer-Lieb and Yuen, 2003) and the weak shear zone need not 
be assumed a priori.  

would be prevented for thermal conditions below 75 mW/m2 in compres-
sion and a value of 60 mW/m2 in extension (Kusznir and Park, 1984a; 
1984b). While such heat flows are not entirely off limits it would imply 
that any tectonic activity would be impossible for areas below these 
threshold values. We know that this is not the case. The Asian intraplate 
has for instance an average surface heat flow lower than 75 mW/m2 
(Wang, 2001). The Brace-Goetze strength profile implies that the Asian 
continental lithosphere is too strong to be indented by the Indian indenter. 
Likewise, cold continental breakup such as in Galicia margin would be 
impossible under normal geodynamic forcing. This paradox is solved by 
considering weakening through shear heating feedback (Weinberg et al., 

The Brace-Goetze (Christmas tree) crustal strength paradox (Brace and 
Kohlstedt, 1980) implies that significant deformation of the lithosphere 



2007). Specifically, two key feedback effects both related to thermal en-
ergy, and natural in geological systems, have been included in large scale 
numerical models of continental deformation driven by plate tectonics: (a) 
shear heating, whereby heating around a small strength perturbation leads 
to decreased viscosity, which triggers increased strain rate thus increasing 
heating, causing the development of a ductile shear zone; (b) thermal ex-
pansion feedback, where the same temperature heterogeneities, lead to 
pressure fluctuations; regions of temperature decrease lead to a pressure 
decrease, whereas regions with a positive temperature increase lead to a 
pressure increase thus, triggering the onset or arrest of brittle failure, re-
spectively. Cross scale calculations including such effects can be per-
formed with sufficient local resolution (100 m) nowadays. The solutions 
show that there is considerable weakening of the strong layers in conti-
nents so that the continents are much weaker than previously estimated. 

The mid-crustal detachment paradox (Axen and Selverstone, 1994) im-
plies that weak crustal detachments are observed exactly where classical 
strength envelopes predict a strength maximum. This paradox is conven-
tionally explained by either high fluid pressure or weak rheologies. How-
ever, it can be shown that mid-crustal detachment develop naturally out of 
energy feedback through its effect on continental strength (Regenauer-Lieb 
et al., 2006b). 

The jelly sandwich paradox (Jackson, 2002) highlights the fact that the 
upper mantle fails to present significant strength and does not deform in a 
seismogenic manner – yet in the classical constitutive model it would be 
expected to be the strongest part of the lithosphere. Our models support the 
hypothesis that it is indeed time to abandon the jelly sandwich. The impli-
cations for upper mantle strength and seismicity can be explained by the 
efficiency of feedback in the mantle (Weinberg et al., 2007) and the fun-
damentally different seismogenic behavior of quartz compared to olivine 
(Regenauer-Lieb and Yuen, 2006). This comparison shows that olivine 
having a high activation energy for creep behaves in a fundamentally dif-
ferent manner to quartz which has a much lower activation energy. The 
main difference lies in the efficiency of the shear heating feedback. In 
quartz shear heating feedback is inefficient and therefore cannot easily 
cross the scales. This leads to unstable dynamic slip pulses with heteroge-
neous faults. Olivine on the other hand behaves in a much more stable 
manner because the efficient weakening by shear heating quickly estab-
lishes large scale shear zones. These shear zones are characterized by a qu-
asi-equilibrium of heat production on the shear planes and thermal diffu-
sion away from the shear zones. 

The upper plate paradox (Kusznir, 1991) implies that the brittle crust is 
deforming much less than the ductile lower crust. This mismatch frequently 
observed between stretching values inferred from surface extension and 
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bulk crustal thinning can be explained by assuming a priori an exception-
ally weak middle crust (Nagel and Buck, 2007). However, the weakness of 
the middle crustal layer is also a natural feature of the energy feedback at 
the brittle-ductile transition and below (Weinberg et al., 2007).  

While it is always possible to argue for special pleading to explain the 
individual observations we believe that the weight of the sum of the obser-
vations is compelling enough to consider the possibility that the litho-
sphere can become a lot weaker than previously thought through multi-
scale feedback processes. We have shown here how we can apply large 
scale planetary thermal-mechanical modeling techniques to small scale 
features and have presented a first cut of incorporation of chemistry for fu-
ture more robust up-scaling methods. 
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Abstract Mesh generation has been widely used in engineering computing, but 
seems to be relatively “new” for geoscience community. This paper firstly lists 
such relevant progresses of mesh generation for the engineering computing and 
then discusses the possibility for applying/extending them to geoscience comput-
ing (i.e. geocomputing). For geoscience, the available input data are normally a 
large quantity of point data in the 3D space rather than the defined shapes and di-
mensions with reasonable tolerances provided by the industrial designers, thus 
quite different from the engineering cases. To deal with such geoscience data, 
this paper briefly introduces the relevant progresses on geometrical modeling, 
hexahedral and tetrahedral shaped mesh generation, and then focuses on the apply-
ing and/or extending the related methods to generate all hexahedral/tetrahedral 
shaped meshes in 3D for geoscience purposes, which is described through the 
different practical application examples, such as the all-hexahedral shaped mesh 
generation for a fracture dominated reservoir system, the South Australia interact-
ing fault system and the entire earth model without or with the simplified/practical 
plate boundaries; and all-tetrahedral shaped mesh generation for a multi-layer un-
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derground geological model, and visualizing and meshing with the microseismici-
ty data recorded during a hydraulic stimulation process in a geothermal reservoir. 

II. 3D Mesh Generation in Geocomputing 
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1 Introduction 

With the rapid development of supercomputers, high-performance comput-
ing based simulation is internationally recognized as paradigm shift that 
offers an outstanding opportunity for advancement to better understand 
and quantify the earth systems science, materials science and engineering 
etc. Especially for the geoscience, short-term idealized experiments and 
field site observations have helped people to understand the relevant phe-
nomena, while the prediction and risk assessment of complex earth sys-
tems may be better to be achieved numerically, that includes the finite 
element method (FEM), the finite difference method (FDM). FDM nor-
mally requires the simplified regular square/cubic mesh (even with over-
lap), which is much easier to deal with. Therefore, the mesh generation for 
FEM analysis is focused here. Several commercial FEM software pack-
ages are available and widely used in the practical for industrial engineer-
ing design and analysis, such as ABAQUS, ANSYS, ADINA, MSC Soft-
ware and LS-Dyna3D. Following the above successful stories in the 
mechanical and civil engineering computing, the finite element based nu-
merical modeling of the geoscience offers an outstanding opportunity to 
gain an understanding of those dynamics and complex system behaviour, 
and to develop the scientific underpinning for geoscience, such as ground 
motion, geodynamics, interacting fault system, and earthquake and tsu-
nami forecasting.  

Mesh generation is a critical step before finite element analysis could be 
carried out, which is defined as a process of dividing a continuous physical 
domain into a grids (elements) for the further numerical solution. Mesh 
generation and optimization process may be achieved by numerous in-
house and/or commercial software programs, and many researchers are 
still working on it. The Sandia National Laboratories’ 16th International 
Meshing Roundtable (http://www.imr.sandia.gov/16imr/main.html) and 
the 6th Symposium on Trends in Unstructured Mesh Generation 
(http://www.andrew.cmu.edu/user/sowen/meshtrends6/index.html) was 
just held in 2007, which reflects the related research history, current out-
comes and problems. Robert Schneiders maintains a website to provide in-
formation on mesh and grid generation: people working in the field, re-
search groups, books and conferences (http://www-users.informatik.rwth-
aachen.de/~roberts/meshgeneration.html); Owen also maintains a meshing 
research corner (see http:// www.andrew.cmu.edu/user/sowen/mesh.html) 
and did a survey of unstructured mesh generation technology used in both 
in-house and commercial software (see http://www.andrew.cmu.edu/user/ 
sowen/survey/index.html); Xing and Mora (2003) did a similar survey but 
focused on the technologies mostly relevant to mesh generation of crustal 
fault systems. Based on these surveys, surface domains may be subdivided 
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into triangle or quadrilateral shaped mesh and volumes may be subdivided 
primarily into tetrahedral or hexahedral shaped mesh by using various of 
software, where the following algorithms are mostly used: Octree (e.g. 
Frey et al. 1994; Schneiders and Bunten 1995, 1996; Schneiders 1996, 
1997; Shephard and Marcel 1991, 1992; Tu and O’Hallaron 2004; Yerry 
and Shephard 1984), Delaunay (e.g. Baker 1989; Borouchaki and Lo 1995; 
Borouchaki et al. 1996; Borouchaki and George 1997; Borouchaki and 
Frey1998; Borouchaki et al. 2000; Du and Wang 2003; George et al. 1991; 
George and Seveno 1994; George1997; Joe 1991a, b, c, 1995; Lee and 
Schacter 1980; Shewchuk 2002; Weatherill and Hassan 1994; Wright and 
Alan 1994), advanced front algorithm (e.g. Lau and Lo, 1996; Lee and Lo 
1994; Lee and Hobbs 1999; Lee 2003; Lee and Lee 2002, 2003; Lo 1991a, 
b, 1992; Lohner 1996a, b, c; Lohner and Cebral 2000; Lohner and Eugenio 
1998; Owen et al. 1999; Owen and Saigal 2000; Yamakawa and Shimada 
2003), and sweeping/mapping method (e.g. Cheng and Li 1996; Knupp 
1998, 1999; Lai et al. 2000; Scott et al. 2005; Staten et al. 1998, 2005). A 
brief summary is listed in Table 1. Automatic generation of triangle and 
quadrilateral shaped mesh in 2D and tetrahedral shaped mesh in 3D for a 
normal continuous domain is already quite mature, but for a high quality 
hexahedral shaped mesh, the automatic mesh generation of a general 3D 
physical domain is still not available, which is mainly achieved through 
the case-by-case trial-and-error techniques. Moreover, for a discontinuous 
complex domain, further research for automatic mesh generation of tetra-
hedron/hexahedron shaped meshes is still required. 
 
 

Table 1 Various algorithms used in mesh generation and their advantages/ 
disadvantages 

(Continued)

 

 Delaunay AFT Quadtree/ 
Octree 

Indirect/  
Sweeping/  
Mapped  
Meshing 

Supported 
Element 
Type 

Triangle/ 
Tetrahedron 

Triangle/ 
Tetrahedron/ 
Quadrangle/ 
Hexahedron  

Triangle/ 
Tetrahedron/ 
Quadrangle/ 
Hexahedron 

Hexahedron 

Algorithm 
Efficiency O(Nlog(N)) O(Nlog(N)) O(Nlog(N))  

Element 
Quality 

Normally 
good 

Normally 
good 

Good except 
boundary 

Normally good, 
but not always 
achievable 



30      H. Xing et al. 

asee http://www.ansys.com for more information. 
bsee http://www.qhull.org for more information. 
csee http://www.cs.cmu.edu/~quake/triangle.html for more information. 
dsee http://gid.cimne.upc.es for more information. 
esee http://www.altair.com/software/hw_hm.htm for more information. 
fsee http://www.icemcfd.com/ for more information. 
gsee http://www.scorec.rpi.edu/ for more information. 
hsee http://www.synopsys.com/products/tcad/mesh_ds.html for more information. 
isee http://simon.cs.cornell.edu/Info/People/vavasis/qmg-home.html for more in-
formation. 
jsee http://cubit.sandia.gov for more information. 

 
The existing commercial and industrial strength in-house graphics soft-

ware as above are, on the whole, designed for the mechanical and civil en-
gineering industry (such as the automobile industry). In these industries, 
the domain normally has defined shapes and dimensions with reasonable 
tolerances provided by the designers. Many applications use a “bottom-up” 
approach to mesh generation. Vertices are firstly meshed, followed by 
curves, then surfaces and finally solids. The input for the subsequent mesh-
ing operation is the result of the previous lower dimension meshing opera-
tion. For an example, nodes are firstly placed at all vertices of the geome-
try. Nodes are then distributed along the geometric curves. The result of 
the curve meshing process provides input of a surface meshing algorithm, 
where a set of curves define a closed set of surface boundaries. Decompos-
ing the surface into well-shaped triangles or quadrilaterals is the next stage 
of the meshing process. Finally, if a solid model is provided as the geomet-
ric domain, a set of meshed surfaces defining a closed volume is provided 

Table 1 (Continued)

 Delaunay AFT Quadtree/ 
Octree 

Indirect/  
Sweeping/  
Mapped  
Meshing 

Adaptivity Yes Yes Yes Case by case 
Automatic
generation  Yes  Yes Yes Case by case 

Known 
problems 

Boundary 
recovery/ 
Sliver De-
composition 

Convergence 
problem 

Boundary 
fitting  

Sometimes 
not achivable 

Commecial 
Software/ 
Public Code 

ANSYSa/ 
Qhullb/ 
Trianglec 

ANSYS/GIDd/ 
Hypermeshe 

ICEM CFDf/ 
MEGAg/ 
MESHh/QMGi 

ANSYS/ 
GID/ 
Hypermesh/ 
CUBITj 
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as input of a volume mesher for automatic generation of tetrahedra, hexa-
hedra or mixed element types (see Owen’s survey as indicated above).  

However, difficulties have been encountered by using the existing 
commercial graphics packages (including the industrial strength in-house 
software) to construct a computational model of a certain geoscience case, 
such as an interacting fault system. Specifically, it is very difficult and 
time-consuming to use the existing engineering-focused software to con-
struct practical 3D models with complex fault geometries, which are given 
by the converted fault data from digital images or a serial of point sets. 
This is mainly because the existing commercial graphics software are, on 
the whole, designed for the mechanical and civil engineering industry 
(such as the automobile industry) as described above. In these industries, 
the domain normally has defined shapes and dimensions with reasonable 
tolerances provided by the designers, whereas, in the cases of geoscience, 
these are usually specified by a large quantity of point data, such as the 
fault data. Therefore, special techniques are required for treatment of the 
different cases from the geoscience community. In addition, mesh genera-
tion seems to be quite “new” for the geoscience community despite it is 
widely used in the engineering computing. To follow the successful stories 
in the mechanical/civil engineering computing etc., a preliminary introduc-
tion/training is necessary to ensure such successful engineering-focused 
mesh generation procedures and relevant software be helpful and applica-
ble to the geoscience filed. 

Automatic generation of triangle and quadrilateral shaped mesh in 2D is 
already quite mature, thus the 3D cases are focused here. To generate 
meshes containing faults (discontinuity) described by a large amount of 
point data set (including digital images) in 3D space, tetrahedral shaped 
elements seem to be more easily achieved automatically by using the De-
launay algorithm (the mostly common one) and the advancing front tech-
nique (AFT). While the conventional Delaunay algorithm is not ideal 
since it is difficult to guarantee that nodal points are exactly located at 
the fault/boundary interfaces specified by the input point data. The AFT 
may generate a mesh with nodes located exactly at fault interfaces, al-
though very few codes are available with this algorithm for automatic 
mesh generation due to a few of its limitations. Hexahedral shaped ele-
ments provide an alternative to tetrahedral shaped meshes. So far, there is 
no software tool available to automatically generate a high quality hexa-
hedral mesh for a general 3D physical domain including the fault system, 
despite a lot of outcomes have been achieved, such as CUBIT 
(http://sass1693.sandia.gov/cubit/).  

In summary, mesh generation is well developed and widely used in the 
engineering field as above, but it seems to be quite “new” for the geoscien-
tists, thus the successful experiences and outcomes in the other field would 
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be quite helpful and useful for the geoscience community. Here, we focus 
on applying and/or extending such relevant successful experiences and 
methods to generate all hexahedral/tetrahedral shaped mesh in 3D for 
the geoscience purposes through several different practical application 
examples.  

2 Geometrical Modeling 

With the rapid development of advanced digital image technology and its 
application in the earth sciences, more and more image information of the 
Earth is available and may be used to build computational models and 
even to validate numerical results. However, the available input data for 
geoscience are quite different from the engineering case as described 
above; it is a large quantity of point data (including digital images) rather 
than defined shapes and dimensions with reasonable tolerances provided 
by the industrial designers. Thus there are a number of challenges that 
must be overcome, such as how to obtain and use geological point data set 
to construct the computational model and in particular generate usable 
meshes (elements) for the further finite element analysis. Such a pre-
processing normally includes geometrical modeling and mesh generation. 
Here geometrical modeling aims to construct and manage the related geo-
logical data, and it can also be applied to reconstruct the tectonic evolution 
of the whole Earth, or a specified region such as the western Mediterra-
nean since the Oligocene (e.g. Rosenbaum et al. 2002). The task of geo-
metrical modeling here concentrates on the geological model construction, 
which aims at editing and managing the tectonic data, and constructing 2D 
or 3D geological surface/solid model involving faults and/or plate bounda-
ries. A specially-purposed tectonic CAD/Database module was developed 
within the CHIKAKU system (Kanai et al. 2000; Xing et al. 2001), which 
aims to manage the data and construct a computational model for an inter-
acting fault system. It is composed of two subsystems: tectonic database 
and CAD. The main purpose is to construct 2D and/or 3D solid models in-
cluding faults and plate boundaries and to output the solid model of the 
specified region directly for the CHIKAKU Mesh (Xing et al. 2001, 
2007a) and/or in the standard IGES data format for easily interfacing with 
other software packages (such as I-DEAS and Patran) for further mesh 
generation. The developed geometrical modeling module includes the fol-
lowing three aspects: (1) Data input: The data may include (a) the under-
ground structural data of stratum boundary point, stratum borderline, stra-
tum and plate/fault, which could be available through the natural and/or 
man-made earthquake data inversion, drilling well and advanced digital 
image etc.; (b) observational data: hypocentral distribution and distribution 
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of the distortion and (c) reference data for coastlines, the administration 
field, rivers, the Earth’s surface and the ocean floor. (2) Data management 
and editing: conversion of digital images and other data to the necessary 
formats for constructing the fault and plate models, visualization and edit-
ing of the above data; (3) Geometrical modeling: construction and editing 
of the lines and curves defining faults and plate boundaries, construction of 
the parametric surfaces using the above curves, construction and editing of 
the solid models using the generated surfaces, editing and output of a solid 
model of a specified region. The above function may be also partly or to-
tally achieved by other in-house or commercial software such as those 
specified in the above surveys with the similar procedure. Upon comple-
tion of the geometrical modeling, the mesh generation and optimization are 
carried out together with the specification of loading, boundary conditions 
and material properties and so on. 

3 Hexahedral Mesh Generation 

3.1 Introduction 

There is the often-held position that quadrilateral and hexahedral shaped 
elements have superior performance over tetrahedral shaped elements 
when comparing an equivalent number of degrees of freedom, and also 
more suitable for nonlinear finite element analysis in some cases. For finite 
element analysis of incompressible or nearly incompressible nonlinear be-
havior, such as the large deformation of the Earth in 3D, it seems to be 
necessary to use a hexahedral mesh rather than a tetrahedral mesh to obtain 
sufficiently accurate results. The hexahedral shaped mesh generation is 
crucial for the finite element community, but the automatic generation of 
such a high quality all-hexahedral mesh for a general three-dimension do-
main is still not available, especially for meshing a large scale complex 
geometry containing faults (discontinuities).  

Due to difficulties in automatic generation of such a high quality all-
hexahedral mesh, several methods on special classes of geometry have 
been proposed and become the easier ways to go, such as (1) the Octree 
method (e.g. Schneiders et al. 1996; Loic 2001), which generates small 
cubes inside the geometric model and generates a mesh by mapping the 
surfaces of the boundary cubes onto the surfaces of the geometric model; 
Normally, it is difficult to fit the boundary well, thus its application is quite 
limited; (2) the mapped method, which firstly decomposes the whole ge-
ometry to one or several meshable blocks before meshing (Shin and Sakurai 
1996; Taghavi 2000; Calvo and Idelsohm 2000); In addition, a shape rec-
ognition and boundary fitting based method is also proposed (Takahashi 
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and Shimizu 1991; Chiba et al. 1998), which employs a unique shape-
recognition technique to change a geometric model into an approximate 
one consisting of straight lines. Boundary fitting maps small cubes that are 
generated by dividing the approximate model, onto the geometric and gen-
erate hexahedral meshes. However, this sometimes can not be always suc-
cessfully applied in case of some complicated models, such as (a) If the 
geometric model contains surfaces which has three or fewer edges, a rec-
ognition model that is topologically equal to the geometric model cannot 
be generated; and (b) If the assigned edge directions are not correct, a rec-
ognition model cannot be generated even if the geometric model is topo-
logically correct. This method has then been improved by automating the 
model-editing task using feature line extraction (Hariya et al. 2006), but it 
still just works case-by-case; (3) sweeping method (e.g. Scott et al. 2005). 
To ensure that the geometry be meshed with all-hexahedral finite elements, 
sweeping requires that the geometry should be 2.5D or decomposable into 
2.5D sub-geometries. It includes the following two ways: One-to-One 
sweeping and Many-to-One or Many-to-Many Sweeping. As for One-to-
One Sweeping (Scott et al. 2005), sweeping of “One-to-One” geometry 
begins by identifying “source”, “target”, and connected “guiding” 
curves/surfaces. The source surface is then usually meshed with quadrilat-
erals using an unstructured scheme such as paving (Blacker and Stephen-
son 1991). Each guiding curves/surfaces must also be meshed with a 
mapped or sub-mapped mesh. The surface mesh on the source is then 
swept or extruded one layer at a time along the mapped mesh on the guid-
ing curves/surfaces toward the target mesh. This type of sweep is termed 
as “One-to-One” because of the One-to-One correspondence between the 
source and target surface. Due to the One-to-One sweeping’s strict re-
quirements, few geometry satisfy the topological constraints required to 
generate a swept mesh. The Many-to-One or Many-to-Many Sweeping 
methods have been proposed to decompose more complex geometry into 
2.5D sweep “blocks” or “barrels” which then be sweepable (e.g. Lai et al. 
2000; Shepherd et al. 2000; Knupp 1998; White et al. 2004). Sweepable 
geometries or geometries that may be decomposed into sweepable parts 
can be detected automatically with a fair amount of success (White et al. 
2000); (4) converting from the tetrahedral shaped mesh. Normally, the tet-
rahedron mesh is much easier to be generated and can be converted to the 
hexahedron mesh, but such a kind of hexahedron mesh is normally in poor 
shape quality and with dramatically increased node and element numbers, 
thus not always acceptable for further finite element analysis. Related ef-
forts have been attempted to re-generate the domain occupied by tetrahe-
dral shaped mesh to the hexahedron mesh with high quality, but not always 
achievable (e.g. Owen et al. 1997, 2000).  
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The above methods are applied here to mesh the following practical 
geoscience problems. It is important to note that geometry decomposition 
is widely used as above for the hexahedral shaped mesh generation. For a 
continuous geometry, the actual decomposition of the geometry does not 
occur, only an internal characterization of sweep/mapped blocks; but for a 
discontinuous geometry containing faults, the discontinuous boundaries 
(faults) will be used as a constraint for the geometry decomposition for 
further mesh generation. 

3.2 Fracture Dominated Reservoir System 

Figure 1 shows a fault system in a certain fracture dominated gas reservoir. 
The faults at the upper surface are depicted as 19 curves, and the fault 
surfaces are straight along the vertical direction. Therefore, the sweeping 
method can be applied to generate the hexahedral shaped mesh for such a 
2.5 dimension case. Normally, one may use all the faults at the upper 
surface as the constrained curves to generate the quadrilateral shaped mesh 
without additional geometrical operation, and then generate the hexahedral 
shaped mesh using the sweeping method, i.e. take the quadrilateral shaped 
surface mesh as front and then advance inward. It may work well for a 
normal continuous domain. However, for such a complicated fracture 
dominated reservoir system, this will make all the meshes continuous 
without taking all the faults as the real discontinuous boundaries 
(curves/surfaces) for the quadrilateral/hexahedral shaped mesh in 2D/3D, 
and the meshing result even fails when the constrained curves are 
complicated and interacted with each other, as shown in Fig. 2 with the 
current fault system. Therefore, the whole geometry is firstly decomposed 
into a number of simple meshable shaped geometries (i.e. triangular or/and 
quadrilateral shape) with the constraint of the fault curves as shown in Fig. 
3 and put into different groups; secondly, the quadrilateral shaped mesh is 
generated as above but sharing the same mesh seed at the common edges 
(curves) between the neighbour groups; thirdly, the hexahedral shaped 
mesh is generated using the sweeping method for the different groups; 
finally, the above hexahedral meshes are assembled together with 
“welding” operation (i.e. node equivalent), while keeping the meshes 
along the faults being discontinuous, which are taken as the frictional 
contact interfaces in the further finite element analysis. More regular and 
fine meshes are used around the faults, while coarse meshes are used in the 
other regions. The current model consists of about 46,000 hexahedron 
elements with 65,000 nodes and all the 19 faults (see Fig. 4). 
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Fig. 1 The geometry and distribution of 19 faults in a certain fracture dominated 
gas reservoir 

Fig. 2 A failed example of the quadrilateral shaped mesh generation on the top 
surface using all the 19 complicated faults as the constrained curves, because only 
the faults marking with black triangular are really involved for such an automatic 
operation  
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Fig. 3 The top surface of the above fault system is decomposed into the 2D 
meshable geometries for the quadrilateral shaped mesh generation with the con-
straint of all the 19 fault curves  

 

 

(a) 
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Fig. 4 The hexahedral shaped mesh generated using the sweeping method (a) the 
whole mesh and (b) magnification of the central part of (a)  

The sweeping method used here is limited that the number, size, and 
orientation of the quadrilateral faces on opposing fronts direction should 
match, thus it is rarely able to resolve the unmeshed voids and real general 
3D problems. Once the opposing fronts collide, the algorithm frequently 
has deficiencies. Many creative attempts have been made to resolve this 
unmeshed void left behind by plastering. For examples, since arbitrary 3D 
voids can be robustly filled with tetrahedral meshes, the idea of plastering 
in a few layers, followed by tetrahedron-meshing the remaining void was 
attempted (Dewhirst et al. 1995; Ray et al. 1998); Transitions between the 
tetrahedral and the hexahedral meshes were done with Pyramids (Owen 
et al. 1997) and multi-point constraints; The Geode-Template (Leland 
et al. 1998) provided a method of generating an all-hexahedral mesh by re-
fining both the tetrahedral and the hexahedral meshes. However, this re-
quires an additional refinement of the entire mesh, which resulting in 
node/element numbers much larger than required. In addition, the Geode-
Template was unable to provide reasonable mesh quality (Staten et al. 
2005). 

(b) 
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enable a mesh be constructed. With detailed fault data based on ad-
vanced digital images (e.g. Fig. 5a) and geological knowledge of the 
region, provided by Professor Mike Sandiford of Melbourne University, 
a few of faults along the vertical direction are not straight along the 
vertical direction, it is a real 3D case, thus the mapped block method 
rather than the sweeping method is applied here. A 3D fault geometry 
model within a block with dimensions of about 530 × 350 × 60 km3 
(Fig. 5b) was firstly constructed. This involved editing and smoothing the 
related curves/surfaces defining the faults. In order to easily generate the 
hexahedral mesh and specify the conditions necessary for the finite ele-
ment simulation (i.e. boundary conditions and information about faults), 
the entire geometric model of faults was firstly divided into several differ-
ent geometrical components/blocks representing components of the solid 
model (e.g. Fig. 6a, b, c, d, e, and f). All of them are meshable using the 
mapped block meshing method, and a few of them can also be meshed by 
sweeping method (such as that in Fig. 6c and 7c); and these blocks were 
then used to generate finite element meshes (e.g. see Fig. 7a, b, c, d, e and f). 
Finally, the hexahedral meshes generated for the different components 
were assembled together with “welding” operation (i.e. node equivalent), 

faults, while coarse meshes are used in the other regions. This approach 
enables more accurate computational results be obtained with reasonable 
finite computational resources. The discretised model after optimization 
currently includes 504,471 nodes and 464,620 8-node hexahedron ele-
ments together with 9 contact interfaces (i.e. faults). It was further ana-
lyzed by using our finite element code (Xing and Mora 2006). 
 

or our stick contact algorithm after meshing (Xing et al. 2007a) (see Fig. 8). 
As shown in Fig. 8, more regular and fine meshes are used around the 

3.3 Meshing Interacting Fault System of South Australia with 
Mapped Block Method  

The South Australian interacting fault system was chosen as a representa-
tive intraplate fault system. This choice was based on South Australia be-
ing reasonably representative of an active fault system in Australia and the 
availability of sufficient data and geological expertise for this region to 
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Fig. 5 The South Australian interacting fault system (a) Image of the region of 
South Australia being considered; (b) 3-D fault model to be analyzed 

(b) 

(a) 
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Fig. 6 The entire geometric model of SA fault system is decomposed into several 
different geometrical components/blocks and shown in the XY plane 

  

 

 

(a) (b)

(c) (d)
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Fig. 8 (a) The total mesh generated after assembling all the components together; 
(b) magnification of the central part of the upper surface of (a) 

(e) (f)

(a) 

(b) 

Fig. 7 (a, b, c and d) The hexahedral shaped mesh generated respectively from 
the components shown in Fig. 6a, b, c and d; (e) The left component of that in (a); 
(f) The middle component of that in (b) 
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3.4 All Hexahedron Mesh Generation for a Whole-Earth Model  

Mesh generation for a certain region in the reservoir and the fault system 
scale is described above, but sometimes the whole-earth model is highly 
required, such as for the tide deformation/stress analysis, deformable 
whole-earth rotation, the whole-earth system analysis and the interaction 
of a planetary system with the earth. Geophysical earth-models have 
advanced from the simplest Guttenburg-Bullen Model to the more 
complex Preliminary Reference Earth Model (PREM) (Dziewonski and 
Anderson 1981) and current 3D models including plate/fault boundaries. 
This provides more opportunities for the further analysis with a more 
accurate earth model, while it is a great challenge for the mesh generation 
before the finite element analysis could be carried out. Yin-Yang grid 
(Kagayama et al. 2004) used in the mantle convection simulation of the 
whole-earth, which is easily generated, but the meshes with Yin-Yang 
method are partly overlapped and not suitable for the finite element 
modeling. Our efforts on all-hexahedral shaped mesh generation of the 
whole-earth of model without/with considering the real plate boundaries 
are introduced here. 

3.4.1 The PREM whole-Earth model 

The PREM model (Dziewonski and Anderson 1981) is a widely applied 
whole-earth model. It is composed of the inner core, the outer core, the 
mantle, the transition zone and the crust. For simplicity, we simplify it to a 
four-layered geophysical earth-model: the inner core, the outer core, the 
mantle and the crust (including the transition zone), as shown in Fig. 9. For 
convenience, the mapped block technique is applied here to decompose the 
whole spherical earth to different meshable blocks (groups). Each layer of 
the above whole-Earth model consists of 6 groups, thus 24 groups are gen-
erated in the whole-Earth model (Fig. 9), the model construction and mesh 
generation are thus much more simplified. The whole-Earth is discretised 
into 44,602 nodes and 43,008 hexahedron elements for the continuous 
case. For simplicity, both the same and the different material parameters 
can be assigned in each layer (but varying amongst the different layers) for 
the further finite element analysis. 

For a certain case for simply analyzing the fault effects, such as the tidal 
deformation of the entire earth with a discontinuous outer layer (Xing et al. 
2007b), a simplified fault (i.e. a discontinuous seismogenic interface) is 
enough, which can be assumed to exist in the outer layer between the 
groups g_1 and g_1_3 as shown in Fig. 9. But the practical plate bounda-
ries with the detailed geometry and fault properties (i.e. frictional contact 
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parameters along the plate boundaries) are necessary for such as earth-
quake dynamics analysis. 
 

 

Fig. 9 The entire geophysical Earth-model to be analysed. It is composed of four 
layers (from the inside to the outside): the inner code, the outer core, the mantle 
and outer layer (crust), and each layer consists of 6 groups 
 

3.4.2 The Whole-Earth Crust with Plate Boundaries 

As described above, various earth models are available now. Here, the 
plate boundary data from the Plates Project at Texas University is ap-
plied to construct the whole-earth discontinuous crustal model (Fig. 10. 
See the detailed data at http://www.ig.utexas.edu/research/projects/plates/  
index.htm). It seems to be impossible to mesh the crustal layer with such 
complicated plate boundary geometries by directly using the above mesh-
ing methods. 
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A and B are similar and the corresponding zone can be easily meshed, but 
the latter domain C are much more complicated due to the discontinuity 
from all the plate boundaries. Due to shortage of the dip angle data of the 
plate boundaries, we take all the faults are straight along the radial direc-
tion of the earth. The following procedure is then applied to generate the 
hexahedral shaped mesh of the whole model including the above plate 
boundaries: (1) The geometrical domain C is decomposed to several 
meshable sub-domains with the constraints of the plate boundaries as 
shown in Figs. 10 and 11a; (2) It is further grouped into different groups, 
and each group is meshed to the quadrilateral shaped mesh using pav-
ing/mapped mesh method and then transformed to an independent location 
for easy depiction, see Fig. 11b, c, d, e and f; (3) The above quadrilateral 

to advance inward for the hexahedral shaped mesh generation with the 
sweeping method and then projected back to the 3D spherical space from 
the above projected plane coordinate system, as correspondingly shown in 
Fig. 12a, b, c, d and e. Here the crustal thickness is taken as 60 km; (4) 
Once the domain C is meshed, the blocks relevant with domains A and B 
can be easily meshed with the mapped method as described above but with 
the compatibility to the existing mesh/mesh seed along the common sur-
faces/edges shared with domain A and B, as denoted by A in Fig. 13a and 
b; (5) The hexahedral shaped meshes generated for the different 
groups/domains are assembled together with “welding” operation (i.e. 
node equivalent) except the nodes along the current plate boundaries and 
potential faults (that is treated as sticking frictional state when simulated 

generated meshes are optimized, and then the fault information could be 
extracted as shown in Fig. 14.  
 
 

shaped mesh in Fig. 11b, c, d, e and f are respectively used as seed (fronts) 

using our finite element code (Xing et al. 2007a)), Figs. 13a, b and c. The 

For simplification, we firstly construct and edit the fault data in the lon-
gitude-latitude plane coordinate system (i.e. with the map Mercator projec-
tion), and create the curves with the input point data of the plate bounda-
ries, then divide it into three following domains respectively: Domain A, 
ranging for the longitude [–180°, 180°] and the latitude [–90°, –85°]; Do-
main B: longitude [–180°, 180°] and latitude [85°, 90°]; and Domain C: 
longitude [–180°, 180°] and latitude [–85°, 85°]. The former two domains 
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Fig. 10 The major plate boundaries of the entire Earth to be analyzed (courtesy of 
the U.S. Geological Survey) 

 

Fig. 11 The whole earth is divided into 3 domains A, B and C (a) The geometrical 
domain C here is decomposed to several meshable sub-domains (groups) with the 
constraints of the plate boundaries; (b, c, d, e and f) The quadrilateral shaped 
mesh generated with each group within the geometrical domain C (transformation 
is applied to each group in the figures for easy depiction) 
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Fig. 12 (a, b, c, d and e) The hexahedral shaped mesh is generated using the 
sweeping method with the above quadrilateral shaped mesh respectively in (b, c, 
d, e and f) as seed (fronts) and then transferred to the 3D XYZ space from the 
above projected longitude-latitude plane 

(a) (b)

(c) (d)

(e) 
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Fig. 13 The hexahedral shaped mesh generated after assembling all the 
components together in the whole domain (A, B and C) and viewed in the 
following coordinate systems (a) XY plane, (b) ZXY space and (c) XYZ space. A 
in (a) and (b) shows the meshes generated in the subdomain A or B after 
assembling with the meshes generated in the domain C 

A 

(a) 

(b) 

(c) 
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Fig. 14 The geometry and shape of the discontinuous surfaces (including the plate 
boundaries) in the hexahedral shaped mesh generated 

4 Tetrahedral Mesh Generation 

4.1 Introduction 

Besides the hexahedral mesh as above, the tetrahedron is also very popular 
for mesh generation in 3D. All the above methods for all-hexahedral mesh 
generation could be directly used for the tetrahedral mesh generation, be-
cause a hexahedral mesh can be easily divided into tetrahedral meshes. 
The great advantage of tetrahedral shaped mesh generation over the above 
hexahedron is that it could be much easier to be automatically generated 
for a general physical domain using the Delaunay algorithm and advancing 
front technique et al. (see Table 1). The Delaunay algorithm (Delaunay 
1934) is most widely used and has two following important properties: (1) 
the empty circle (or empty sphere) criterion, which means no node should 
be contained in the circumcircle (or circumsphere) of any triangle (or tet-
rahedral) element; (2) the maximum–minimum angle criterion, which 
means the smallest angle in the Delaunay triangular mesh is the largest one 
in all possible triangular mesh of a given node set. Such criteria were used 
and extended in mesh generation by Bowyer-Watson (Watson 1981), 
Baker (1989), Weatherill (1994) and George (1991) et al. For more details, 
please refer to the related surveys as above. 
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and stratigraphy for the further numerical modeling of such as groundwa-
ter resource development, gas/oil reservoir system, waste disposal in a 
geologic repository. Besides those listed above, LaGriT is such a special-
purposed software tool for importing and automatically producing unstruc-
tured tetrahedral mesh tuned to the special needs of geological and geo-
engineering applications developed at Los Alamos national laboratory (see 
http://meshing.lanl.gov/). Here, we focus on meshing a geological domain 
based on the available point data set with the regular or irregular meshes 
using our mesh generation code. 

4.2 Automatic Tetrahedral Mesh Generation for the 
Stratigraphy Point Set  

With the advanced measurement technique, the stratigraphy information in 
a certain geological domain is widely available, which may be described 
by a huge amount of point data. Therefore, the boundary/material surfaces 
can be extracted and defined by the relevant point data, which can be 
further described as triangular irregular networks (TINS). Figure 15a 
shows an example for a certain given domain to be analysed, which is 
composed of 3 different materials as denoted by different colours. The top 
surface and the setting of the different surfaces are shown in Fig. 15b and 
c, respectively. For a single stratigraphy, besides the above surfaces (i.e. 
the top and bottom surfaces), the other surfaces (the user defined normal 
regular plane to define the range of the above domain, i.e. the four vertical 
surfaces of this example) can be more easily described by triangular 
meshes which matching with the existing neighbour edges of the top and 
bottom surfaces), thus all these triangular surfaces could form a closed 
volume/representation of this single stratigraphy. And then a node 
distribution inside the closed volume domain is applied according to the 
prescribed characters, such as the material properties. Finally it is meshed 
into tetrahedral shaped meshes by using the Delaunay algorithm and 
further optimization. Here, assuming the material interfaces and the middle 
layer need to be specially addressed and thus the finer meshes generated 
around those areas correspondingly, Fig. 16a and b.  

Tetrahedral shaped mesh generation has a wide variety of geological 
applications for accurate representation of complex geological structure 



3D Mesh Generation in Geocomputing      51 

 

 

 

Fig. 15 Stratigraphy model for a certain given range of the region to be analysed 
(a) A solid model with 3 different materials as denoted using different colours; (b) 
the top surface and (c) the setting of the different surfaces of stratigraphy model 

(a) 

(b) 

(c) 
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Fig. 16 The tetrahedral shaped mesh generated (a) in the whole domain and (b) 
the specified domain to show the internal mesh distribution 

4.3 Visualizing and Meshing with the Microseismicity Data 

Microseismicity is widely used in the mining industry including the hot 
dry/fractured rocks (HDR/HFR) geothermal exploitation to monitor and 
determine where and how the underground rupture proceeds during a cer-
tain processing, such as the widely applied hydraulic stimulation. The re-
corded microseismicity data provides the detailed location where an event 
(i.e. underground dynamic rupture) occurs at a certain time. During a hy-
draulic stimulation process, hundreds and thousands of microsesimic 
events are recorded. With all the recorded data (i.e. an event location and 
its occurrence time), we take every event as an independent node/point 

(a) 

(b) 
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Movie 1 Visualization of the micro-seismicity proceeding with time in a hydraulic 
stimulation process (available on accompanying DVD) 

Moreover, we want to generate the mesh using the recorded data for 
determining the solid domain of the ruptured zone and the further 
numerical analysis. The Delaunay algorithm may be the most suitable 
mesh generation method for such a point set and thus is applied here. 
However, the recorded data are not suitable to be directly used for mesh 
generation, because there may be lots of coincided points (including those 

mulation process by the Geodynamics Limited (see Movie 1 for more de-
tails).  

with its location in 3D space as recorded and colour it with its occurrence 
time, thus we can directly know where the underground dynamic rupture 
locates and how it proceeds with the time from the above information. 
Fig. 17a, b, c, d, e, f and g show an example within a certain range, which 
includes 11,724 events over 52 days recorded during the hydraulic sti-
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Given a point Nzyxp iiii ∈),,( and a toleranceε ∈ ℜ , the neighbor-

hood point set ),( εδ ip is defined as follows: 

})()()(,),,(|),,{(),( 222 εεδ <−+−+−∈= iiii zzyyxxNzyxzyxp (2) 

Given the minimum and maximum tolerance, which are represented by 

minε  and maxε . For every point Nzyxp iiii ∈),,( , find the minimum 

neighborhood ),( minεδ ip  and the maximum neighborhood ),( maxεδ ip . 

If ),( minεδ ip  is not empty, all other points except ),,( iiii zyxp  in 

),( minεδ ip  will be deleted. Given an integer number +∈ Iλ , if 

λεδ <|),(| maxip , ),,( iiii zyxp  will be deleted. 

Once the above preprocessing procedure is finished, the Delaunay algo-
rithm is used to form the convex hull using these point data, and the out-
side surface of the convex hull is then extracted. Furthermore, a certain in-
ternal node distribution (such as the variable mesh size control according 
to the outside surface) is determined and carried out. Finally, the Delaunay 
algorithm is applied to generate the tetrahedral shaped meshes. Figure 18a, 
b, c and d are the generated meshes with the above data at the different hy-
draulic stimulation stages (see Movie 2 for more details), which clearly 
show the solid domain which the ruptured zone roughly occupies with the 
microseismicity rupture proceeding and can also be used for the further fi-
nite element analysis. Here, the related parameters are set as: 10min =ε , 

100max =ε , |)log(| N=λ . 

Define the recorded microseismicity data as the following scattered 
point set in 3D,  

},,|),,{( ℜ∈= zyxzyxN  (1) 

located too close) as well as some points which are far away from the main 
body data. A preprocess before mesh generation is taken as follows.  
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Movie 2 Visualization of the solid domain of the micro-seismicity rupture zone 
proceeding with time in a hydraulic stimulation process (available on 
accompanying DVD) 

 

  

(a) (b)
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Fig. 17 Visualization of the micro-seismicity data in a hydraulic stimulation 
process at the different time (days): (a) 9.917, (b) 16.417, (c) 31.758, (d) 34.25, 
(e) 37.254, (f) 46.917 and (g) 52.60 

  

(d)(c) 

(e) (f)

(g) 

(a) (b)
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Fig. 18 Visualization of the solid domain of the rupture zone occupied in a 
hydraulic stimulation process at the different time (days): (a) 9.917, (b) 16.417, 
(c) 31.758, (d) 34.25, (e) 37.254, (f) 46.917 and (g) 52.60 

Furthermore, the whole domain shown in Figs. 17 and 18 is chosen as 
the range to be analyzed. Following the similar procedure as above, the 
tetrahedral meshes generated using Delaunay algorithm are shown in Fig. 

same, but the nodal positions inside (i.e. mesh size) are controlled by the 
above microseismic data. Therefore, the inside mesh is quite 
heterogeneously distributed and its mesh size appears much smaller around 
the microseismicity concentrated zone, see Figs. 19 b and c.  

(c) (d)

(f)(e) 

(g) 

19a, b and c. Here, the mesh size on the 6 outer surfaces is taken as the 
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Fig. 19 The tetrahedral shaped mesh generated (a) in the full domain; (b) and (c) 
the internal mesh distribution seeing through a cross-section depicted in the XYZ 
space and the YZ plane respectively 

(a) 

(c) 

(b) 
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5 Conclusions 

Mesh generation is widely and successfully applied in the engineering 
computing, but it is relatively “new” for the geoscience community. This 
paper briefly introduces the relevant progresses and then discusses the pos-
sibility for applying and extending the above successful stories in engi-
neering computing to geo-computing. For geoscience, the available input 
data are normally a large quantity of point data in the 3D space rather than 
the defined shapes and dimensions with reasonable tolerances provided by 
the industrial designers, thus quite different from the engineering cases. To 
deal with such geoscience data, this paper focuses on applying and/or ex-
tending the related methods to generate all hexahedral or tetrahedral 
shaped mesh in 3D for the different practical geoscience application ex-
amples based on the relevant progresses on geometrical modeling and 
hexahedral/tetrahedral shaped mesh generation. That includes all-
hexahedral shaped mesh generation for a fracture dominated reservoir sys-
tem, the South Australia interacting fault system and the entire earth mod-
els with the simplified/practical plate boundaries, and all-tetrahedral 
shaped mesh generation for a multi-layer underground geological model, 
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1 Background 

1.1  Why Preconditioned Iterative Solvers?  

Solving large-scale systems of linear equations [ ]{ } { }bxA =  is one of the 
most expensive and critical processes in scientific computing. In particular, 
for simulation codes based on the finite-element method (FEM), most of the 

computational time is devoted to solving linear equation systems with 
sparse coefficient matrices. For this reason, a significant proportion of 
scalable algorithm research and development is aimed at solving these large, 

sparse linear systems of equations on parallel computers. Sparse linear 
solvers can be broadly classified as being either direct or iterative.  

Direct solvers, such as Gaussian elimination and LU factorization, are 

based on a factorization of the associated sparse matrix. They are extremely 
robust and yield the exact solution of [ ]{ } { }bxA = after a finite number of 
steps without round-off errors. However, their memory requirements grow 

as a nonlinear function of the matrix size because initially zero components 
of the original matrix fill in during factorization. In contrast, iterative 
methods are memory scalable. Iterative methods are therefore the only 

choice for large-scale simulations by massively parallel computers. While 
iterative methods are memory scalable, a disadvantage is that their con-
vergence can be slow or they can fail to converge. The rate of convergence 

of iterative methods depends strongly on the spectrum of the coefficient 
matrix. Hence, iterative methods usually involve a second matrix that 

Kengo Nakajima 

Information Technology Center, The University of Tokyo,  
2-11-16 Yayoi, Bunkyo-ku, Tokyo 113-8658, Japan. 

H. Xing, Advances in Geocomputing, Lecture Notes in Earth Sciences 119, 
DOI 10.1007/978-3-540-85879-9_3 

© Springer-Verlag Berlin Heidelberg 2009 

III. Strategies for Preconditioning Methods 
of Parallel Iterative Solvers for Finite-Element 
Applications in Geophysics 



66      K. Nakajima 

transforms the coefficient matrix to a matrix with a more favorable spec-
trum. This transformation matrix is called a preconditioner. The im-
provement in the convergence of an iterative method yielded by the ap-

plication of an effective preconditioner outweighs the extra cost of 
constructing and applying it. Indeed, without a preconditioner the iterative 
method may even fail to converge.  

In preconditioned iterative methods, the original linear equation: 

[ ]{ } { }bxA =  (1) 

is transformed into the following Eq. (2) using the preconditioner (or pre-

conditioning matrix) [ ]M :  

[ ]{ } { } [ ] [ ] [ ] { } [ ] { }bMbAMAbxA 11 ~
,

~
,

~~ −− ===  (2) 

Equation (2) has the same solution as Eq. (1), but the spectral properties of 

the coefficient matrix [ ] [ ] [ ]AMA 1~ −=  may be more favorable, facilitating a 
faster convergence.   

Various types of preconditioners have been proposed, developed and 

applied. The simplest method is called diagonal scaling or the point Jacobi 
method, where [ ]M  is given by the diagonal components of the original 
coefficient matrix [ ]A . Jacobi, Gauss-Seidel and SOR type stationary it-

erative methods are also well-known preconditioners, while preconditioners 
using various types of polynomials have also been widely used (Barrett et al. 
1994).  

The incomplete lower-upper (ILU) and incomplete Cholesky (IC) fac-
torization methods are the most popular preconditioning techniques for 
accelerating the convergence of Krylov iterative methods (Barrett et al. 

1994). These ILU/IC methods are based on LU/Cholesky factorization used 
in direct solution techniques. LU factorization is applicable to general 
un-symmetric matrices, while Cholesky is applicable to symmetric matri-

ces. In LU/Cholesky factorization, many fill-ins are introduced during the 
factorization process, and so the factorized matrix can be dense even if the 
original matrix is sparse. ILU(p)/IC(p) is an incomplete factorization in 

which p-th-order fill-ins are allowed. Larger values of p provide a more 
accurate factorization and usually lead to robust preconditioning, but are 
more expensive in both memory and CPU time. In many engineering ap-

plications, ILU(0)/IC(0) is widely used where there are no fill-ins and the 
non-zero pattern of the original coefficient matrix is maintained in the fac-
torized matrix. 
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1.2  Selective Blocking Preconditioning for Contact Problems 

1.2.1 GeoFEM Project 

From 1999 to 2002, the author developed parallel iterative solvers and 
preconditioning methods for geophysics problems in the GeoFEM project,1 
which develops a parallel finite-element platform for solid earth simulation 
on the Earth Simulator.2  One of the most important applications of 
GeoFEM is the simulation of the stress accumulation process at plate 
boundaries (faults), which is critical for estimating the earthquake genera-

around zones with higher stress accumulations, and so more than hundreds 
of millions of meshes may be required for detailed simulations. In this type 
of simulation, material, geometric and boundary nonlinearity should be 
considered. Among these, boundary nonlinearity due to the contact of 
faults is the most critical. In GeoFEM, the augmented Lagrange method 
(ALM) and penalty method are implemented, with a large penalty number, 
λ, introduced for constraint conditions around faults (Iizuka et al. 2000). 
The nonlinear process is solved iteratively by the Newton-Raphson (NR) 
method. A large λ (~103 × Young’s modulus) can provide an accurate so-
lution and fast nonlinear convergence for NR processes, but the condition 
number of the coefficient matrices of the corresponding linear equations is 
large, and several iterations are required for the convergence of iterative 
solvers (Fig. 3). Therefore, a robust preconditioning method is essential for 
such ill-conditioned problems. 

 

 

 

 

 

 

 

Fig. 1  Subductive plate boundaries (faults) around Japanese Islands and an exam-
ple of the finite-element model 

                                                      
1 http://geofem.tokyo.rist.or.jp/ 
2 http://www.es.jamstec.go.jp/ 
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Fig. 2 Example of the finite-element model with locally refined meshes for a 
transcurrent fault (movie available on accompanying DVD) 

 

 
Fig. 3 Typical relationship between λ (penalty number) and the required number 
of iterations in contact simulations by ALM (Iizuka et al. 2000) 
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1.2.2 Selective Blocking 

Selective blocking is a special preconditioning method developed for this 
type of application by the author on GeoFEM’s framework (Nakajima 
2003, Nakajima and Okuda 2004). In this method, finite element nodes in 
the same contact group coupled through penalty constraints are placed into 
a large block (selective block or super node) (Fig. 4). For symmetric posi-
tive definite matrices, preconditioning with block incomplete Cholesky 
factorization using selective blocking (SB-BIC) yields an excellent per-
formance and robustness (Nakajima 2003, Nakajima and Okuda 2004). 
Details of the parallel iterative solvers of GeoFEM and algorithm of selec-
tive blocking are described in Appendices 1 and 2 of this chapter. 

Fig. 4  Matrix operation of nodes in contact groups for selective blocking precon-
ditioning 
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1.3  Overview of this Work 

Contact phenomena are one of the most important and critical issues in 
various types of scientific and engineering problems. In previous works 
(Nakajima 2003, Nakajima and Okuda 2004), the numbers of nodes in 
contact groups are consistent, and conditions for infinitesimal deformation 
have been also assumed, as shown in Fig. 5a. With this approach, the posi-
tions of nodes do not change and a consistent relationship among nodes in 
contact groups is maintained during the simulation. Moreover, a special 
partitioning method, where all nodes in the same contact group are located 
in the same domain, has been applied, as shown in Appendix 2. However, 

In (Nakajima 2007a), new parallel preconditioning methods for this 
type of general contact problem have been developed. These methods 
comprise two parts: One part is a preconditioning method with selective 
fill-ins, in which fill-ins of higher order are introduced only for nodes con-
nected to special contact-condition elements. 

The other part is the extension of overlapped elements between do-
mains. It is widely known that convergence of parallel finite-element ap-
plications with preconditioned iterative solvers strongly depends on 
method of domain decomposition. In (Nakajima 2007a), the selective 
overlapping method was proposed, which extends the layers of overlapped 
elements according to the information of the special elements used for 
contact conditions. Both methods are based on the idea of selective block-
ing, but are more general and flexible than that approach. 

These methods are very unique, because dropping rules of the precon-
ditioning matrices are defined according to properties of individual fi-
nite-element and features of finite-element applications before assembling 
entire coefficient matrices. 

In addition, the following two methods are further introduced in this 
work:  

 
• Local reordering in distributed data 
• Hierarchical Interface Decomposition (HID) (Henon and Saad 2007) 
 

this approach is not therefore flexible, and cannot be applied to fault contact 
simulations with large slip/deformation and to simulations of assembly 
structures in engineering fields (Fig. 6), where the numbers and positions of 

nodes in contact groups may be inconsistent, as shown in Fig. 5b. In this 
situation, number of finite-element nodes in each selective block might be 
very large. If the size of selective block is more than 103, preconditioning 

with full LU factorization for each block is very expensive. 
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HID provides a method of domain decomposition with robustness and 
scalability for parallel ILU/IC preconditioners. The robustness and effi-
ciency of HID and selective overlapping are compared in this work. 

In the following part of this chapter, these four methods (selective 
fill-ins, selective overlapping, local reordering and HID) are reviewed in 
detail. These methods are implemented as preconditioners of iterative 
solvers for parallel finite-element applications for ill-conditioned prob-
lems. Parallel codes are based on the framework for parallel FEM proce-
dures of GeoFEM, and the GeoFEM’s local data structure (ref. Appendix 1) 
is applied. 

The results of example problems with contact conditions using 64-core 
PC clusters are shown. Finally, the developed methods are applied to gen-
eral ill-conditioned problems for problems with heterogeneous material 
properties. 

(a) Consistent                  (b) Inconsistent 

Fig. 5  Consistent and inconsistent node numbers at contact surfaces in FEM 
models applied to contact simulations 

Fig. 6  Example of an assembly structure: Jet Engine 
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2  Various Approaches for Parallel Preconditioning 
Methods in Ill-Conditioned Problems 

2.1  Selective Fill-Ins 

The selective blocking preconditioning method (Nakajima and Okuda 
2004) is a robust and efficient preconditioning method for contact prob-
lems. However, it can only be applied in a very limited number of situa-
tions, as shown in the previous section. 

Incomplete LU factorization with p-th-order fill-in (ILU(p)) precondi-
tioning methods are widely used for various types of applications (Saad 
2003). The higher the order of fill-ins (p) is, the more robust the precondi-
tioner will be, but this normally comes at the cost of being computationally 
more expensive. The required memory for coefficient matrices increases 
by a factor of from 2 to 5 if the order of fill-ins (p) increases from 0 to 1, 
or from 1 to 2 (Nakajima and Okuda 2004).   

  

 

 

 

 

 

 

Fig. 7  Example of the ILU(1+) preconditioning technique 

In (Nakajima 2007a), new preconditioning methods for general contact 
problems have been developed. The first approach is a preconditioning 
method with selective fill-ins, called ILU(p+). Figure 7 describes the prin-
ciple of ILU(p+). Denoting the i,j-th component of the preconditioner ma-
trix by mij, in ILU(p+), (p+1)-th order fill-ins are allowed for mij such that 
both the i-th and j-th nodes are connected to special contact-condition ele-
ments, such as master-slave type elements (Iizuka et al. 2000). In Fig. 7, 
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second-order fill-ins can be allowed for all three i-j pairs, according to 
graphical connectivity information. However, in the ILU(p+) precondi-
tioning approach, only the white circles are allowed to generate sec-
ond-order fill-ins. 

This approach closely resembles that of selective blocking, in which 
full LU factorization is applied to nodes in contact groups, but is much 
more general and flexible. Since constraint conditions are applied to the 
nodes that are connected to special elements through penalty terms, selec-
tive ILU factorization with higher order fill-ins for these nodes is expected 
to provide robust convergence with efficiency. In (Washio et al. 2005), a 
preconditioning method with block ILU factorization is proposed for cou-
pled equations of incompressible fluid flow and solid structure. Different 
orders of fill-ins are applied to velocity and pressure components to gener-
ate block ILU factorization of coefficient matrices. ILU(p+) is very similar 
to this idea. 

Figure 8 describes the model used for the validation of the developed 
preconditioning methods. This problem simulates general contact condi-
tions, in which the positions and number of nodes on contact surfaces are 
inconsistent. In this model there are four blocks of elastic material that are 
discretized into cubic tri-linear type finite-elements. Each block is con-
nected through elastic truss elements generated at each node on the contact 
surfaces. The truss elements together take up the form of a cross, as shown 
in Fig. 8. In the present case, the elastic coefficient of the truss elements is 
set to 103 times that of the solid elements, which corresponds to the coeffi-
cient λ (=103) for constraint conditions of the augmented Lagrangian 
method (ALM). Poisson’s ratio is set to 0.25 for the cubic elements. 

Symmetric boundary conditions are applied at the x=0 and y=0 sur-
faces, while a Dirichlet fixed condition for deformation in the direction of 
the z-axis is applied to z=0 surfaces. Finally, a uniform distributed load in 
the direction of the z-axis is applied to z=Zmax surfaces. This problem lies in 
the area of linear elasticity, but the coefficient matrices are particularly 
ill-conditioned, and so this problem provides a good simulation of nonlin-
ear contact problems (Nakajima 2003, Nakajima and Okuda 2004). 
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Fig. 8  Elastic blocks connected through truss elements 

The plots in Fig. 9 display results describing the performance of four 
preconditioning techniques for the problem in linear elasticity described 
above. All calculations were performed using a single core of AMD Op-
teron 275 (2.2 GHz)3 with PGI FORTAN90 compiler.4 Each block in 
Fig. 8 has 8,192 (=16×16×32) cubes, where the total problem size has 
107,811 degrees of freedom (DOF). Generalized product-type methods 
based on Bi-CG (GPBi-CG) (Zhang 1997) for general coefficient matrices 
have been applied as an iterative method, although the coefficient matrices 
for this problem are positive indefinite. Each node has three DOF in each 
axis in 3D solid mechanics; therefore, block ILU (BILU) type precondi-
tioning (Nakajima 2003, Nakajima and Okuda 2004) has been applied.  

BILU(1+), in which additional selective fill-ins to BILU(1) have been 
applied for nodes connected to special elements (elastic truss elements in 
Fig. 8), provides the most robust and efficient convergence. BILU(p) pro-
vides faster convergence the larger the value of p, as shown in Fig. 9b, but 
is also more computationally expensive with increasing p, as shown in 
Fig. 9c, where the number of off-diagonal components in preconditioning 
matrices [M] is described. BILU(1) and BILU(1+) are competitive, but 
BILU(1+) provides a better convergence rate. 

                                                      
3 http://www.amd.com/ 
4 http://www.pgroup.com/ 
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(a) Computation time 

 

 

 

 

 

 

 

(b) Iterations for convergence 

 

 

 

 

 

 

 

(c) Off-diagonal component # 

 

 

 

 

 

 

 

 Fig. 9 Results for the problem in linear elasticity, whose configuration is given in 
Fig. 8, considering simple cube geometries of 107,811 DOF with contact condi-
tions on a single core of AMD Opteron 275 (2.2 GHz) with the PGI FORTRAN90 
compiler 
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2.2  Selective Overlapping 

The second approach proposed here is the extension of overlapped zones 
between domains for parallel computing. The GeoFEM local data struc-
ture, which has been applied in previous works (Nakajima 2003, Nakajima 
and Okuda 2004), is node-based with a single layer of overlapped elements 
(the depth of overlapping is 1) and is appropriate for parallel iterative 
solvers with block Jacobi-type localized preconditioning methods. Figure 
10 shows an example of the local data for contact problems, in which the 
depth of overlapping is 1. 

In (Nakajima 2007a), a larger number of layers of overlapped elements 
were considered to improve the robustness of parallel preconditioners. 
Generally speaking, a larger depth of overlapped layers provides faster 
convergence in block Jacobi-type localized preconditioning methods, 

In (Nakajima 2007a), the selective overlapping method was proposed. 
As is illustrated in Fig. 11, for the process of extending overlapped areas, 
this method gives priority to those nodes connected to special con-
tact-condition elements. In particular, in selective overlapping, the exten-
sion of overlapping to nodes that are not connected to special con-
tact-condition elements is delayed. For example, the hatched elements 
shown in the selective overlapping plots of Fig. 11 would be included as 
extended overlapped elements in a conventional overlapping extension. 
However, in selective overlapping, the extension of overlapping to include 
these elements is delayed, and is instead performed at the next stage of 
overlapping. Thus, the increases in computation and communication costs 
due to the extension of the overlapped elements are reduced. 

This idea is also an extension of the idea of selective blocking, and is 
also based on the idea of special partitioning strategy for contact problems, 
developed in (Nakajima and Okuda 2004). The convergence rate of paral-
lel iterative solvers with block Jacobi-type localized preconditioning is 
generally poor, because the edge-cut may occur at inter-domain boundary 
edges that are included in contact groups (Nakajima and Okuda 2004). All 
nodes in the same contact group should be in the same domain in order to 
avoid such edge-cuts. Because the constraint conditions are applied to 
those nodes that are connected to special elements through penalty terms, 
the selective extension of overlapping for these nodes is expected to pro-
vide robust convergence with efficiency. 

 

 

but at the expense of increasing computation and communication costs 
(Nakajima 2005). 
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Fig. 10  Example of GeoFEM’s local data structure for contact problems 
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Fig. 11 Example of selective overlapping, precedence for extensions of over-
lapped layers is given to nodes connected to special contact-condition elements 
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2.3  Local Reordering in Distributed Data 

It is widely known that the reordering of vertices strongly affects the conver-
gence of iterative solvers with ILU-type preconditioners (Nakajima 2007b).  

As shown in Appendix 1, nodes in each local mesh data of the GeoFEM 
data structure are classified into the following three categories from the 
viewpoint of message passing: 
 
• Internal nodes (originally assigned to the domain) 
• External nodes (forming an element in the domain, but are from external 

domains) 
• Boundary nodes (external nodes of other domains) 
 
Figure 12 describes a very simple example, where an initial entire mesh 
comprising 18 nodes and 10 quadrilateral elements is partitioned into two 
domains. Local numbering starts from the internal nodes. The external 
nodes are numbered after all the internal nodes have been numbered, as 
shown in Fig. 12. According to this numbering method, the bandwidth of 
local sparse coefficient matrices including the external nodes is relatively 
large, as shown in Fig. 12. Coefficient matrices with larger bandwidth usu-
ally provide slower convergence for iterative solvers with ILU-type pre-
conditioning methods (Saad 2003). As long as block Jacobi-type fully lo-
calized preconditioning methods in Nakajima (2003) are adopted, this 
effect of bandwidth is rather smaller. But if overlapping among domain is 
applied, this effect may be more significant. 

In this work, a global numbering is introduced, where both the internal 
and external nodes in each domain are reordered according to their original 
global ID. Figure 13 shows local data meshes obtained through this global 
numbering, and corresponding local coefficient matrices. It may be noted 
that the bandwidth of local coefficient matrices is smaller than that of 
original matrices in Fig. 12.  

The Reverse Cuthill-Mckee (RCM) method is a well-known reordering 
technique, which is also suitable for reducing the bandwidth of sparse ma-
trices (Nakajima 2003, Saad 2003). In the previous works (Nakajima 2003, 
Nakajima 2007b), RCM reordering has been applied to internal nodes for 
parallel efficiency. In this work, the following two types of approaches 
have been applied:  

 
• RCM is applied only to internal nodes (Fig. 14) 

− local numbering with RCM-internal 
• RCM is applied to both internal and external nodes (Fig. 15) 

− local numbering with RCM-entire 
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Fig. 12  An initial entire mesh with global node ID, local domains with local node 
ID and local coefficient matrices for two domains 

 

 

 

 

 

 

 

 

 

 

Fig. 13  Local domains and coefficient matrices according to global numbering 
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 Fig. 14  Local domains and coefficient matrices with RCM-internal reordering 

 

 

 

 

 

 

 

 

 

 

 
Fig. 15 Local domains and coefficient matrices with RCM-entire reordering 
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2.4  HID (Hierarchical Interface Decomposition) 

The Parallel Hierarchical Interface Decomposition Algorithm (PHIDAL) 
provides robustness and scalability for parallel ILU/IC preconditioners 
(Henon and Saad 2007). PHIDAL is based on defining “hierarchical in-
terface decomposition (HID)”. The HID process starts with a partitioning 
of the graph, with one layer of overlap. The “levels” are defined from this 
partitioning, with each level consisting of a set of vertex groups. Each ver-
tex group of a given level is a separator for vertex groups of a lower level. 
The incomplete factorization process proceeds by “level” from lowest to 
highest. Due to the separation property of the vertex groups at different 
levels, this process can be carried out in a highly parallel manner. In (He-
non and Saad (2007), the concept of connectors (small connected 
sub-graphs) of different levels and keys are introduced for the purposes of 
applying this idea to general graphs as follows:  
 
• Connectors of level-1 (C1) are the sets of interior points. Each set of in-

terior points is called a sub-domain. 
• A connector of level-k (Ck) (k>1) is adjacent to k sub-domains. 
• No Ck is adjacent to any other connector of level-k. 
• Key(u) is the set of sub-domains (connectors of level-1, C1) connected to 

vertex u. 
 
Figure 16 shows the example of the partition of a 9-point grid into 4 do-
mains. In this case, there are 4 connectors of level-1 (C1, sub-domain), 4 
connectors of level-2 (C2) and 1 connector of level-4 (C4). Note that dif-
ferent connectors of the same level are not connected directly, but are 
separated by connectors of higher levels. These properties induce a block 
structure of the coefficient matrix [A] through reordering the unknowns by 
this decomposition. If the unknowns are reordered according to their level 
numbers, from the lowest to highest, the block structure of the reordered 
matrix is as shown in Fig. 17. This block structure leads to a natural paral-
lelism if ILU/IC decompositions or forward/backward substitution proc-
esses are applied. Figure 18 provides algorithms for the construction of 
independent connectors (Henon and Saad 2007). Thus, 
HID/PHIDAL-based ILU/IC preconditioners can consider the global effect 
of external domains in parallel computations, and are expected to be more 
robust than block Jacobi-type localized ones. In this work, HID and selec-
tive overlapping are compared from this point of view. 

In (Nakajima 2007b), GeoFEM’s original partitioner for domain de-
composition was modified so that it could create a distributed hierarchical 
data structure for HID. Each sub-domain (interior vertices, connectors of 
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level-1) is assigned to an individual domain, which corresponds to each 
MPI process. Higher-level connectors are distributed to each domain so 
that load-balancing can be attained and communications can be minimized. 
Figure 19 shows an example of the final partition of a 9-point grid into 4 
sub-domains. 

 

 

 

 

 

 

 

 

(a) Initial entire grid           (b) Connectors and levels 

Fig. 16  HID partitioning of a 9-point grid into 4 sub-domains 

 

 

 

 

 

 

 
 
(a) Domain decomposition            (b) matrix and non-empty blocks 

       (connectors and keys) 

 Fig. 17  Domain/block decomposition of the coefficient matrix according to HID 
reordering 

 

 

 

0 0 0 1 1 1

0,2 0,2 0,2 1,3 1,3 1,3

2 2 2 0,1
2,3 3 3 3

2 2 2 2,3 3 3 3

2 2 2 2,3 3 3 3

0 0 0 0,1 1 1 1

0 0 0 0,1 1 1 1

0,1
2,3

0,1
2,30 0 0 1 1 1

0,2 0,2 0,2 1,3 1,3 1,3

2 2 2 0,1
2,3 3 3 3

2 2 2 2,3 3 3 3

2 2 2 2,3 3 3 3

0 0 0 0,1 1 1 1

0 0 0 0,1 1 1 1

0,1
2,3

0,1
2,3

� C1

� C2

� C4

� C1

� C2

� C4

 0
1

2
3

0,1

0,2

2,3

1,3
0,1,
2,3

Level-1

Level-2

Level-4

0
1

2
3

0,1

0,2

2,3

1,3
0,1,
2,3

0
1

2
3

0,1

0,2

2,3

1,3
0,1,
2,3

Level-1

Level-2

Level-4



84      K. Nakajima 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 18  Algorithms for HID processes (Henon and Saad 2007) 

Initialization:
for each vertex u�V

Key(u) := list of subdomains containing vertex u
end
for each vertex u�V

Kdegu := |{v�Vl(u) / Key(v)�Key(u)}|
end
for l = 1, to p do:

Ll= {u�V / |Key(u)| = = l}
end

Initialization:
for each vertex u�V

Key(u) := list of subdomains containing vertex u
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Main Loop:
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for each vertex u�Ll do:

end
while all vertices in Ll have not been processed;

get u the vertex in Ll such that Kdegu is maximum.

m = |Key(u)|
if m > l  then

Ll := Ll� {u}
Lm := Lm� {u}
for each vertex v�Vl(u)

Kdegv := Kdegv - 1
end

endif
end
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(a) Final partition (number’s correspond to ID of partition (0-3)) 

                                                           

 

 

 

 

 

 

 

 

 

 

 

 

 
(b) Distributed local data sets with external vertices 

Fig. 19 The final partition of a 9-point grid into 4 domains 
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3  Examples: Contact Problems 

3.1  Effect of Selective Fill-Ins and Selective Overlapping 

Partitioning was applied in an RCB (recursive coordinate bisection) 
manner (Simon 1991), and the entire domain has been partitioned into 64 
local data sets. The initial local numbering procedure shown in Fig. 12 has 
been applied to each local data set.  

Generally speaking, the convergence rate is improved by the extension 
of overlapping (Fig. 20b). This is particularly significant when the depth of 
overlapping (d) is increased from (d=0) and (d=1) to (d=1+), because 
edge-cuts may occur at truss elements for contact conditions if the depth of 
overlapping is 0 or 1. However, the decrease in the number of iterations 
required for convergence is comparatively small for further rises in d if the 
depth of overlapping is greater than 2.  

It can also be seen that the number of off-diagonal components of the 
preconditioned matrices [M] increases as the depth of overlapping in-
creases (Fig. 20c). Finally, computations using large depths of overlapping 
are more expensive, as may be seen in Fig. 20a, where the computational 
time increases as the depth of overlapping increases from values larger 
than 2 (Fig. 20a). Methods BILU(1)-(1+) and BILU(1+)-(1+) offer the 
best performance, and these two methods are closely matched. 

                                                      
5 http://www.pathscale.com/ 
6 http://www.infinibandta.org/ 

The plots in Fig. 20 compare the effect of different overlapping strategies on 
results obtained for the problem in linear elasticity described by Fig. 8. 

Results were obtained using 64 cores of an AMD Opteron 275 cluster with a 
PGI FORTAN90 compiler and Pathscale MPI5 connected through an In-
finiband6 network. Each block in Fig. 8 has 250,000 (=50×50×100) cubes, 

yielding a total problem size of 3,090,903 DOF. The effect of the extension 
of overlapping is evaluated for BILU(1), BILU(1+), and BILU(2). Here 
BILU(p)-(d) means BILU(p) preconditioning, where the depth of over-

lapping is equal to d. The local data with a single layer of overlapped ele-
ments, shown in Fig. 10, is applied to both of (d=0) and (d=1). In (d=0), 
effect of external nodes are not considered at all during ILU/IC decompo-

sitions and forward/backward substitution processes. Therefore, 
BILU(p)-(0) corresponds to pure block Jacobi-type localized precondi-
tioning method, which provides excellent parallel efficiency, but is not ro-

bust for ill-conditioned problems. In (d=1), effect of external nodes are 
considered in preconditioning and forward/backward substitution processes. 
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(a) Computation time          
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Fig. 20  Results detailing the effect of overlapping for the model problem consid-
ering simple cube geometries of 3,090,903 DOF with contact conditions in linear 
elasticity described by Fig. 8 on 64 cores of AMD Opteron 275 cluster using the 
PGI compiler 
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3.2  Effect of Local Reordering 

Generally speaking, global numbering, RCM-internal and RCM-entire 
provide superior convergence to that of initial local numbering. 
RCM-entire attains the best performance and robustness, while Global 
numbering and RCM-internal are competitive from the view point of the 
number of iterations required for convergence (Fig. 21b). The computa-
tional cost of RCM-internal is, however, slightly more expensive than 
global numbering (Fig. 21a), because BILU(p) factorization provides more 
fill-ins in RCM-internal than global numbering, as shown in Fig. 21c.   

The plots in Fig. 21 show the effect of the extension of overlapping for 
BILU(1+), which was the best performing method of Sect. 3.1, on various 
types of orderings/numberings for the same test problem considered in 
Sect. 3.1, The numbering strategies considered here are the initial local 
numbering (Fig. 12), global numbering (Fig. 13), local numbering with 
RCM-internal (Fig. 14) and local numbering with RCM-entire (Fig. 15).  
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Fig. 21  Effect of overlapping and local reordering for BILU(1+) in linear-elastic 
problem for simple cube geometries of 3,090,903 DOF with contact conditions in 
Fig. 8 on 64 cores of AMD Opteron 275 cluster with PGI compiler 

0

200

400

600

800

1000

1 1+ 2 2+ 3

Depth of Overlapping

IT
ER

A
TI

O
N

S

0.0E+00

5.0E+07

1.0E+08

1.5E+08

1 1+ 2 2+ 3

Depth of Overlapping

O
ff-

D
ia

g.
 C

om
po

ne
nt

 #
0

50

100

150

200

1 1+ 2 2+ 3

Depth of Overlapping

se
c.

� Initial Local Numbering 
(Fig.11)


 Global Numbering
(Fig.12)

� Local Numbering/
RCM-internal (Fig.13)

� Local Numbering/
RCM-entire (Fig.14)



90      K. Nakajima 

3.3  Effect of HID 

In this section, the robustness and efficiency of HID is compared with that 
of selective overlapping. The plots in Fig. 22 compare the performance of 
BILU(1), BILU(1+), BILU(2) preconditioning for (d=0), (d=1) and 
(d=1+) overlapping using local numbering with RCM-entire with that of 
the same preconditioners applied in conjunction with HID.  

The depth of overlapping for each local data set provided by HID cor-
responds to (d=0) and is thus in particular smaller than (d=1), as shown in 

Figures 22a and b show that BILU(1)/BILU(1+)/BILU(2) precondi-
tioners applied with HID are faster and more robust than 
BILU(1)/BILU(1+)/BILU(2)-(d=1), and are almost competitive with 
BILU(1)/BILU(1+)/BILU(2)-(d=1+), although BILU(p)-(d=1+) is 
slightly better. 

The block structure of the reordered matrix in HID leads to natural par-
allelism in ILU/IC computations. Thus, HID/PHIDAL-based ILU/IC pre-
conditioners can consider the global effect of external domains in parallel 
computations. Therefore, although the cost of HID is as cheap as (d=0) 
overlapping, its convergence may be as robust as (d=1+) in ill-conditioned 
problems. 

 

 

 

Fig. 19. Figure 22c also shows that cost of HID is competitive with that of 
(d=0)



Strategies for Preconditioning Methods      91 
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Fig. 22  The effect of overlapping in comparison with HID for the problem in lin-
ear elasticity considering simple cube geometries of 3,090,903 DOF with contact 
conditions as shown in Fig. 8, on 64 cores of AMD Opteron 275 cluster using the 
PGI compiler, RCM-entire reordering applied 
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4  Examples: Linear-Elastic Problems with Heterogeneous 
Material Properties 

4.1  BILU(p+,ω)-(d+,α) 

In (Nakajima 2007a), the BILU(p)-(d) method for contact problems was 
extended to BILU(p+,ω)-(d+,α) for ill-conditioned problems with hetero-
geneous material properties, such as that shown in Fig. 23 (available on 
accompanying DVD), where ω and α are threshold parameters for the ex-
tension of fill-ins and overlapping. 

Fig. 23  Heterogeneous distribution of a material property, and groundwater flow 

through heterogeneous porous media (movie available on accompanying DVD) 

In applications developed for a heterogeneous distribution of material 
properties, the coefficient matrices for linear solvers are generally ill-

conditioned and the rate of convergence is poor. In BILU(p+,ω)-(d+,α), 
(p+1)-th-order fill-ins are allowed for pairs of nodes if both nodes are 
connected to elements for which the Young’s modulus is greater than ω, 

while selective overlapping is applied to nodes if the nodes are connected to 
elements for which the Young’s modulus is greater than α, as shown in 
Fig. 24. 
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Fig. 24  Selective fill-ins and overlapping for a heterogeneous field 

4.2 Problem Description 

Figure 25 describes the boundary conditions for a model problem in linear 
elasticity considering heterogeneous material of simple cubic geometry. 
Each element is a cubic tri-linear type finite-element. Poisson’s ratio is set 
to 0.25 for all elements, while the heterogeneous distribution of Young’s 
modulus in each tri-linear element is calculated by a sequential Gauss al-
gorithm, which is widely used in the area of geo-statistics (Deutsch and 
Journel 1998). The minimum and maximum values of Young’s modulus 
are 10–3 and 103, respectively, where the average value is 1.0.  

Symmetric boundary conditions are applied to the x = 0 and y = 0 sur-
faces, and the Dirichlet fixed condition for deformation in the direction of 
the z-axis is applied at z = 0. Finally, a uniform distributed load in the di-
rection of the z-axis is applied at the z = Zmax surface. This problem is line-
arly elastic, but the coefficient matrices are particularly ill-conditioned.  

The GPBi-CG method for general coefficient matrices is used here as 
the iterative solution technique, although the coefficient matrices of this 
problems are positive indefinite. Each node has three DOF in each axis in 
3D solid mechanics; therefore, block ILU (BILU) type preconditioning 
has been applied. 

The plots of Fig. 26 show results obtained from computations using 
BILU preconditioning applied to the linearly elastic model problem shown 
in Fig. 24, using a single core of AMD Opteron 275 with PGI compiler. 

shaded elements: 
Young’s modulus E > ω, α

�: fill-ins of higher order and
extension of overlapping are
allowed on these nodes
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The number of cubic elements is 32,768 (=323), where the total problem 
size is 107,811 DOF.  

BILU(0+,ω), in which additional selective fill-ins have been applied to 
BILU(0) for nodes connected to special elements (Young’s modulus is 
larger than ω), provides robust and efficient convergence. Although the 
number of non-zero components of the preconditioning matrices associ-
ated with methods BILU(0) and BILU(0+,200) is comparable, the latter is 
much more robust and efficient. BILU(1) provides better convergence 
than BILU(0+,ω), but it is more expensive. 

 

 

Fig. 25  Boundary conditions of a model problem in linear elasticity considering 
simple cubic geometries with heterogeneity as shown in Fig. 24 
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(a) Computation time 
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Fig. 26  Results for the problem in linear elasticity considering simple cube ge-
ometries of 107,811 DOF with heterogeneity as shown in Fig. 24 on a single core 
of AMD Opteron 275 using the PGI compiler  
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4.3  Effect of Selective Fill-Ins and Selective Overlapping 

The plots in Fig.27 display the dependence of the results for the heteroge-
neous test problem in linear elasticity shown in Fig. 24 on the depth of 
overlapping. All calculations were performed using 64 cores of AMD Op-
teron 275 cluster with PGI compiler and Pathscale MPI connected through 
an Infiniband network. The number of cube elements is 1,000,000 (=1003), 
where the total problem size has 3,090,903 DOF.  

Partitioning was applied in an RCB (Simon 1991), and the entire do-
main has been partitioned into 64 local data sets. Initial local numbering in 
Fig. 12 has been applied to each local data set. 

Generally speaking, the convergence rate is improved by the extension 
of overlapping, but the effect saturates if the depth of overlapping is 
greater than (d,α)=(1+,10). The effect of selective overlapping is particu-
larly noticeable for increases of the depth of overlapping from (d=0) to 
(d=1) or (d=1+), especially for BILU(1) and BILU(0+,ω), where ω is 
relatively small. 

Generally, amount of computations and communications increases, as 
the depth of overlapping is larger, but it also saturates if the depth of over-
lapping is greater than (d,α)=(1+,10), as shown in Fig. 28. 
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Fig. 27  The effect of overlapping on the results for the problem in linear elasticity 
considering simple cube geometries of 3,090,903 DOF with heterogeneity as 
shown in Fig. 24 on 64 cores of an AMD Opteron 275 cluster using the PGI 
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Fig. 28  The averaged elapsed time for each iteration for the problem in linear 
elasticity considering simple cube geometries of 3,090,903 DOF with heterogene-
ity as shown in Fig. 24 on 64 cores of an AMD Opteron 275 cluster using the PGI 
compiler 

4.4 Effect of Local Reordering 

For the same heterogeneous, linearly elastic test problem considered in the 
preceding section, the plots in Fig. 29 display the effect of the extension of 
the depth of overlapping for BILU(0+,10), which was the best performing 
method in Sect. 4.3, for various types of ordering/numbering schemes. 

Generally speaking, the convergence of global numbering and 
RCM-entire is much better than that of initial local numbering, while 
RCM-internal offers the poorest convergence in every case considered. 
Global numbering and RCM-entire offer comparable performance over 
most of the cases considered here, but global numbering is slightly better 
for larger depths of overlapping. 

Figure 30 displays the performance of schemes based on global num-
bering for a variety of preconditioners and depths of overlapping. 
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BILU(0+,10) applied to the problem in linear elasticity simple cube geometries of 
3,090,903 DOF with heterogeneity as shown in Fig. 24 on 64 cores of AMD Op-
teron 275 cluster using the PGI compiler 
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(a) Computation time          
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Fig. 30  The effect of overlapping on results for the problem in linear elasticity 
considering simple cube geometries of 3,090,903 DOF with heterogeneity as 
shown in Fig. 24 on 64 cores of an AMD Opteron 275 cluster using the PGI com-
piler, global numbering applied 
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4.5  Effect of HID 

In this section the robustness and efficiency of HID is compared with that 
of selective overlapping. The plots in Fig. 31 evaluate the performance of 
BILU(0), BILU(0+), BILU(1) for (d=0), (d=1) and (d=1+,α) overlapping 
using global numbering (Fig. 13) together with BILU(1), BILU(1+), 
BILU(2) applied with HID.  

The depth of overlapping for each local data set provided by HID cor-
responds to (d=0), and is thus in particular smaller than (d=1), as shown in 

 

 

 

 

 

 

 

Fig. 19. Figure 31c shows that cost of HID is competitive with that of (d=0).  
Figure 31a and b show that BILU(0)/BILU(0+)/BILU(1) with HID are 

faster and more robust than BILU(0)/BILU(0+)/BILU(1)-(d=1), and 

BILU(0)/BILU(0+)/BILU(1)-(d=1+,α) in most of the cases considered. 
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(a) Computation time          
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Fig. 31  The effect of overlapping compared with HID on results for the problem 
in linear elasticity considering simple cube geometries of 3,090,903 DOF with 
heterogeneity as shown in Fig. 24 on 64 cores of an AMD Opteron 275 cluster 
using the PGI compiler, global numbering applied 
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5  Concluding Remarks 

In this work, the following four approaches have been proposed and intro-
duced as parallel preconditioning methods for ill-conditioned problems: 
 
• Selective fill-ins 
• Selective overlapping 
• Local reordering 
• HID 
 
These methods have been implemented to parallel iterative solvers for fi-
nite-element applications, and applied to two types of 3D linear elasticity 
problems with ill-conditioned coefficient matrices. The first problem in-
cludes contact conditions, while the other problem concerns a medium 
with heterogeneous material properties. 

Selective fill-ins and selective overlapping are very unique methods, be-
cause the dropping rules of the preconditioning matrices are defined ac-
cording to the properties of individual finite-elements and features of the 
finite-element applications before assembling entire coefficient matrices. 

Generally speaking, BILU(1+)-(1+) with selective fill-ins (p=1+) and 
selective overlapping (d=1+), provides the best performance with robust-
ness for contact problems, while BILU(0+,ω)-(1+,α) with selective fill-ins 
(p=0+) and selective overlapping (d=1+) offers the best performance for 
heterogeneous cases. The effect of selective overlapping is particularly 
marked for increases in the depth of overlapping from (d=0) or (d=1) to 
(d=1+). 

In this work, the effect of reordering of local nodes on convergence has 
also been evaluated. Although the optimum method was different for the 
two test problems considered here, both global numbering and local num-
bering with RCM-entire provide better convergence than the other methods 
considered. These two methods apply renumbering on both the internal 
and external nodes in each local data set. If a deeper overlapping of do-
mains is employed in the preconditioning processes, both the internal and 
external nodes should be reordered for better convergence. 

Furthermore, HID was compared with selective overlapping. Through 
reordering the unknowns according to their level numbers, the properties of 
HID ensure that the coefficient matrix [A] has a block structure. This block 
structure of the reordered matrix in turn leads to a natural parallelism in 
ILU/IC computations Thus, HID/PHIDAL-based ILU/IC preconditioners 
can consider the global effect of external domains in parallel computations. 
Although HID is as cheap in terms of computational costs as (d=0) 
overlapping, it is as robust as (d=1+) and (d=1+,α) even for ill-conditioned 
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The selection of optimum preconditioning methods with appropriate 
parameters for parallel computing is a difficult task, especially for 
ill-conditioned problems, the focus of this work. Usually, there are many 
parameters to be selected. For example we have order of fill-ins, depth of 
overlapping, threshold parameters for fill-ins and overlapping, and the 
method of local reordering in this work. First of all, further investigation of 
the effect of each parameter on convergence is required for various types 
of real applications. 

There have been some projects considering the automatic selection of 
preconditioners and parameters, such as the I-LIB (Intelligent Library) 
project.7 They are mainly focusing on the evaluation of the features of co-
efficient matrices derived from applications. In real applications, conver-
gence of parallel iterative solvers is often affected by local heterogeneity 
and/or discontinuity of the field, as shown in this paper. Our strategy is to 
utilize both the global information obtained from derived coefficient ma-
trices and also very local information, such as information obtained from 
each mesh in finite-element applications. 

The strategy of domain decomposition strongly affects the convergence 
of the method. In this work, it has been shown that optimum methods for 
reordering of local data differ according to the particular application, al-
though RCM-entire generally provides robust convergence. Furthermore, 
finite-element models for practical simulations contain various sizes and 
shapes of elements, although only uniform cubic elements were considered 
in this work.  

The first step towards an automatic selection of parameters in parallel 
preconditioning methods for ill-conditioned problems is the development 
of an intelligent domain decomposer (partitioner). According to our ex-
periences in this field, convergence declines if domain boundaries are on 
elements that provide strong connections, such as elements with higher 
values of Young’s modulus in heterogeneous cases, and truss elements in 
contact cases. The intelligent partitioner should also include some rules for 
the distortion of elements. 

If the HID approach is adopted, we do not have to consider the depth of 
overlapping, but the strategy for domain decomposition is of critical im-
portance, especially for complicated geometries. 

                                                      
7 http://www.super-computing.org/~kuroda/nadia.html 

problems, as shown in this work. Of the two schemes, HID and selective 
overlapping, it is difficult at this stage to definitively favor one over the 
other. Further investigation and comparison of these two methods should be 
undertaken over various types of real applications. 
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6 Appendix 1:  Parallel Iterative Solvers in GeoFEM 

6.1  Distributed Data Structure 

GeoFEM adopts domain decomposition for parallel computing where the 
entire model is divided into domains, and each domain is assigned to a 
processing element (PE). A proper definition of the layout of the distrib-
uted data structures is an important factor determining the efficiency of 
parallel computations with unstructured meshes. The local data structures 
in GeoFEM are node-based with overlapping elements, and as such are 
appropriate for the preconditioned iterative solvers used in GeoFEM. 

Although MPI provides subroutines for communication among proces-
sors during computation for structured grids, it is necessary for users to 
design both the local data structure and communications for unstructured 
grids. In GeoFEM, the entire region is partitioned in a node-based manner 
and each domain contains the following local data: 
 
• Nodes originally assigned to the domain 
• Elements that include the assigned nodes 
• All nodes that form elements but are from external domains 
• A communication table for sending and receiving data 
• Boundary conditions and material properties 
 
Nodes are classified into the following three categories from the viewpoint 
of message passing: 
   
• Internal nodes (originally assigned to the domain) 
• External nodes (forming the element in the domain but are from external 

domains) 
• Boundary nodes (external nodes of other domains) 
  

Communication tables between neighboring domains are also included 
in the local data. Values on boundary nodes in the domains are sent to the 
neighboring domains and are received as external nodes at the destination 
domain. This data structure, described in Fig. 32, and the communication 
procedure described in Fig. 33 provide excellent parallel efficiency. This 
type of communication occurs in the procedure for computing the ma-
trix-vector product of Krylov iterative solvers described in the next sub-
section. The partitioning program in GeoFEM works on a single PE, and 
divides the initial entire mesh into distributed local data. 

In GeoFEM, coefficient matrices for linear solvers are assembled in 
each domain according to FEM procedures. This process can be performed 
without communication among processors using the information of over-
lapping elements. 
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Fig. 32  Node-based partitioning into four PEs 
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Fig. 33  Communication among processors 
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6.2  Localized Preconditioning 

The incomplete lower-upper (ILU) and incomplete Cholesky (IC) factori-
zation methods are the most popular preconditioning techniques for accel-
erating the convergence of Krylov iterative methods.  

Of the range of ILU preconditioning methods, ILU(0), which does not 
allow fill-in beyond the original non-zero pattern, is the most commonly 
used. Backward/forward substitution (BFS) is repeated at each iteration. 
BFS requires global data dependency, and this type of operation is not 
suitable for parallel processing in which locality is of utmost importance. 
Most preconditioned iterative processes are a combination of the following 
four processes: 

 
• matrix-vector products 
• inner dot products 
• DAXPY (linear combination of vectors) operations and vector scaling 
• preconditioning operations 
 

The first three operations can be parallelized relatively easily. In gen-
eral, preconditioning operations such as BFS represent almost 50 % of the 
total computation if ILU(0) is implemented as the preconditioning method. 
Therefore, a high degree of parallelization is essential for the BFS opera-
tion. 

The localized ILU(0) used in GeoFEM is a pseudo ILU(0) precondi-
tioning method that is suitable for parallel processors. This method is not a 
global method, rather, it is a local method on each processor or domain. 
The ILU(0) operation is performed locally for a coefficient matrix assem-
bled on each processor by zeroing out components located outside the 
processor domain. This is equivalent to solving the problem within each 
processor with zero Dirichlet boundary conditions during the precondi-
tioning. This localized ILU(0) provides data locality on each processor and 
good parallelization because no inter-processor communications occur 
during ILU(0) operation. This idea is originally from the incomplete block 
Jacobi preconditioning method. 

However, localized ILU(0) is not as powerful as the global precondi-
tioning method. Generally, the convergence rate degrades as the number of 
processors and domains increases. At the critical end, if the number of 
processors is equal to the number of degrees of freedom (DOF), this 
method performs identically to diagonal scaling. 

Table 1 shows the results of a homogeneous solid mechanics example 
with 3 × 443 DOF solved by the conjugate gradient (CG) method with 
localized IC(0) preconditioning. Computations were performed on the 
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Hitachi SR2201, which was operated by the Information Technology Cen-
ter of the University of Tokyo.8 Although the number of iterations for con-
vergence increases according to the domain number, this increase is just 
30% from 1 to 32 PEs. 

Figure 34 shows the work ratio (real computation time/elapsed execu-
tion time including communication) for various problem sizes of simple 
3D elastic problems with homogeneous boundary conditions. In these 
computations, the problem size for 1 PE was fixed. The largest case was 
196,608,000 DOF on 1024 PEs. Figure 34 shows that the work ratio is 
higher than 95% if the problem size for 1 PE is sufficiently large. In this 
case, code was vectorized and a performance of 68.7 GFLOPS was 
achieved using 1024 PEs. Peak performance of the system was 300 
GFLOPS with 1024 PEs; 68.7 GFLOPS corresponds to 22.9% of the peak 
performance. This good parallel performance is attributed largely to the 
reduced overhead provided by the use of communication tables as part of 
the GeoFEM's local data structure. 

 
Table 1  Homogeneous solid mechanics example with 3×443 DOF on Hitachi 

SR2201 solved by CG method with localized IC(0) preconditioning (convergence 

criteria ε=10–8) 

 

 

 

 

 

 

 

                                                      
8 http://www.cc.u-tokyo.ac.jp 

PE # Iter. # Sec. Speed up 

1 204 233.7 – 

2 253 143.6 1.63      

4 259 74.3 3.15      

8 264 36.8 6.36      

16 262 17.4 13.52      

32 268 9.6 24.24      

64 274 6.6 35.68      
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Fig. 34  Parallel performance for various problem sizes for simple 3D elastic 
solid mechanics on Hitachi SR2201, problem size/PE is fixed, largest case is 
196,608,000 DOF on 1024 PEs 
 

7 Appendix 2:  Selective Blocking 

7.1  Robust Preconditioning Methods for Ill-Conditioned 
Problems 

The IC/ILU factorization methods are the most popular preconditioning 
techniques for accelerating the convergence of Krylov iterative methods. 
The typical remedies using an IC/ILU type of preconditioning method for 
ill-conditioned matrices, which appear in nonlinear simulations using pen-
alty constraints, are as follows: 
  
• Blocking 
• Deep Fill-in 
• Reordering. 
  
In addition to these methods, a special method called selective blocking 
was also developed for contact problems in Nakajima (2004). In the selec-
tive blocking method, strongly coupled finite-element nodes in the same 
contact group coupled through penalty constraints are placed into the same 
large block (selective block or super node) and all of the nodes involved 
are reordered according to this blocking information. Full LU factorization 
is applied to each selective block. The size of each block is (3 × NB) × 
(3 × NB) in 3D problems, where NB is the number of finite-element nodes 
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in the selective block, which is shown in Fig. 35. Thus, local equations for 
coupled finite-element nodes in contact groups are solved by means of a 
direct method during preconditioning. 

Table 2 shows the convergence of CG solver with various types of pre-
conditioning methods. The linear equations are derived from actual 
nonlinear contact problems in (Nakajima 2004). By introducing the 3 × 3 
block, the CG solver preconditioned by block IC with no fill-in (i.e., 
BIC(0)), converges even when λ is as large as 106. Deep fill-in options 
provide faster convergence, but the SB-BIC(0) (i.e., BIC(0) precondition-
ing with selective blocking reordering) shows the best performance. 
SB-BIC(0) usually requires a greater number of iterations for convergence 
compared to BIC(1) and BIC(2), but the overall performance is better be-
cause the computation time for each iteration and set-up is much shorter. 
As is also shown in Table 2, because no inter-block fill-in is considered for 
SB-BIC(0), the memory requirement for this method is usually as small as 
that in BIC(0) with no fill-in. Only the inter-node fill-in in each selective 
block is considered in SB-BIC(0). 

The CG solver with SB-BIC(0) preconditioning can be considered to be 
a hybrid of iterative and direct methods. Local equations for coupled fi-
nite-element nodes in contact groups are solved by means of a direct 
method during preconditioning. This method combines the efficiency and 
scalability of iterative methods with the robustness of direct methods. 

This idea of selective blocking is also related to the clustered ele-
ment-by-element method (CEBE) (Liou and Tezduyar 1992). In CEBE, 
elements are partitioned into clusters of elements, with the desired number 
of elements in each cluster, and the iterations are performed in a clus-
ter-by-cluster fashion. This method is highly suitable for both vectorization 
and parallelization, if it is used with proper clustering and element group-
ing schemes. Any number of elements can be brought together to form a 
cluster, and the number should be viewed as an optimization parameter to 
minimize computational cost. The CEBE method becomes equivalent to 
the direct method when the cluster size is equal to the total number of ele-
ments. Generally, larger clusters provide better convergence rates because 
a larger number of fill-in elements are taken into account during factoriza-
tion, but the cost per iteration cycle increases according to the size of the 
cluster, as shown in Fig. 36. The trade-off between convergence and com-
putational cost is not clear, but the results of examples by Liou and Tez-
duyar (1992) show that larger clusters provide better performance. 

In selective blocking, clusters are formed according to information about 
the contact groups. Usually, the size of each cluster is much smaller than 
that in a general CEBE method. If a finite element node does not belong to 
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any contact groups, it forms a cluster whose size is equal to one in the se-
lective blocking. 
 
Table 2  Iterations/computation time for convergence (ε=10–8) on a single PE of 
Intel Xeon 2.8 GHz by preconditioned CG for the 3D elastic fault-zone contact 
problem in (Nakajima 2004) (83,664 DOF), BIC(p): Block IC with p-th-order 
fill-ins, SB-BIC(0): BIC(0) with the selective blocking reordering 

 

   

  

  

  

  

  

  

  

             (a)                                  (b) 

Fig. 35  Procedure of the selective blocking, strongly coupled elements are put 
into the same selective block, (a) searching for strongly coupled components and 
(b) reordering and selective blocking 

 
 

Precondition-
ing method 
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tions 

Set-up 
(sec.) 

Solve 
(sec.) 

Set-up
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solve 
(sec.) 

Single 
iter. 

(sec.) 

Required 
memory 

(MB) 

Diagonal 102 1,531 <0.01 75.1 75.1 0.049 
Scaling 106 N/A – – – – 

119 

IC(0) 102 401 0.02 39.2 39.2 0.098 
(Scalar Type) 106 N/A – – – – 

119 

102 388 0.02 37.4 37.4 0.097 
BIC(0) 

106 2,590 0.01 252.3 252.3 0.097 
59 

102 77 8.5 11.7 20.2 0.152 
BIC(1) 

106 78 8.5 11.8 20.3 0.152 
176 

102 59 16.9 13.9 30.8 0.236 
BIC(2) 

106 59 16.9 13.9 30.8 0.236 
319 

100 114 0.10 12.9 13.0 0.113 
SB-BIC(0) 

106 114 0.10 12.9 13.0 0.113 
67 
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Fig. 36  Trade-off between convergence and computational cost per on iteration 
cycle according to block size in CEBE type method, based on (Liou and Tezduyar 
1992) 
 
 

In (Nakajima 2003), the robustness of the preconditioning method was 
estimated according to the eigenvalue distribution of the [ ] [ ]AM 1−  matrix 
by the method in (Barrett et al. 1994), where [ ]A  is the original coefficient 
matrix and [ ] 1−M  is the inverse of the preconditioning matrix. According 
to the results, all of the eigenvalues are approximately constant and close 
to 1.00 for a wide range of λ values except for BIC(0). BIC(1) and BIC(2) 
provide a slightly better spectral feature than SB-BIC(0). 

7.2  Strategy for Parallel Computations 

Localized ILU/IC is an efficient parallel preconditioning method, but it is 
not robust for ill-conditioned problems. Table 3 (left side) shows the re-
sults by parallel CG solvers with localized preconditioning on 8 PEs of In-
tel Xeon 2.8 GHz cluster using distributed matrices, for the problem de-
scribed in Fig. 1. According to the results, the number of iterations for 
convergence increases by a factor of 10 in λ=106 cases. This is because the 
edge-cuts occur at inter-domain boundary edges that are included in con-
tact groups. 

In order to eliminate these edge-cuts, a partitioning technique has 
long to the same contact group 
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load-balancing among domains should be attained for efficient parallel 
computing (Fig. 37). 

In GeoFEM, there are several types of special elements for contact 
problems (types 411, 412, 421, 422, 511, 512, 521 and 522). Nodes in-
cluded in the same elements of these types are connected through penalty 
constraints and form a contact group. In the new partitioning method, the 
partitioning process is executed so that these nodes in the same contact 
elements are on the same domain, or PE. These functions are added to the 
original domain partitioner in GeoFEM. 

Table 3 (right side) shows the results obtained by this partitioning 
method. The number of iterations for convergence has been dramatically 
reduced for each preconditioning method although it is larger than that of 
the single PE cases shown in Table 2 due to localization.  

 

 

 

 

 

 

 

 

 

 

 
 
Fig. 37  Partitioning strategy for the nodes in contact groups 
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Table 3  Iterations/computation time for convergence (ε=10–8) on 8 PEs of Intel 
Xeon 2.8 GHz cluster by preconditioned CG for the 3D elastic fault-zone contact 
problem in (Nakajima 2004) (83,664 DOF), BIC(n): Block IC with n-level fill-in, 
SB-BIC(0): BIC(0) with the selective blocking reordering, effect of repartitioning 
method in Fig. 37 is evaluated 

7.3  Large-Scale Computations 

A large-scale computation was performed on the simple block model with 
784,000 elements and 823,813 nodes (Total DOF= 2,471,439) in Fig. 38. 

Linear elastic problem on the geometry was solved by parallel iterative 
solvers using various types of preconditioning methods with the MPC 
(multiple point constraint) conditions. Domains are partitioned according 
to the contact group information described in the previous section. Com-
putations were performed using 16–256 PEs on a Hitachi SR2201 at the 
University of Tokyo. 

Table 4 shows the results for various preconditioners. BIC(1), BIC(2) 
and SB-BIC(0) provide robust convergence but convergence of BIC(0) is 
very slow. SB-BIC(0) provides the most efficient performance, although 
the iteration number for convergence is larger than BIC(1) and BIC(2). 
Figure 39 and Table 4 show the parallel performance for the same problem 
solved using 16–256 PEs of Hitachi SR2201. BIC(1) and BIC(2) did not 
work if the PE number was small due to memory limitation. As shown in 
Table 4 and Fig. 39 the iteration number for convergence increases ac-
cording to PE number due to the locality of the preconditioning method, 
but this increase is very slight (only 14% increase from 16 PEs to 256 PEs 
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(sec.) 

Itera-

tions 

Set-up 
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(sec.) 

102 703   7.5      489    5.3       
BIC(0) 

106 4,825   50.6      3,477    37.5       

102 613   11.3      123    2.7       
BIC(1) 

106 2,701   47.7      123    2.7       

102 610   19.5      112    4.7       
BIC(2) 

106 2,448   73.9      112   4.7       

100 655   10.9      165    2.9       
SB-BIC(0) 

106 3,498   58.2      166    2.9       
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for SB-BIC(0)). The speed-up ratio based on elapsed execution time in-
cluding communication for 256 PEs, is 235 for SB-BIC(0), as extrapolated 
from the results obtained using 16 PEs.  

 

 

 

 

 

 

 

 

 

 
Fig. 38  Description of the simple block model 

 

Table 4  Iterations/elapsed execution time (including factorization, communica-
tion overhead) for convergence (ε=10–8) on a Hitachi SR2201 with 256 PEs using 
preconditioned CG for the 3D elastic contact problem for simple block model with 
MPC condition in Fig. 38 (2,471,439 DOF), domains are partitioned according to 
the contact group information, BIC(p): Block IC with p-th-order fill-ins, 
SB-BIC(0): BIC(0) with the selective blocking reordering 
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Fig. 39  Parallel performance based on elapsed execution time including commu-
nication and iterations for convergence (ε=10–8) on a Hitachi SR2201 with 
16–256 PEs using preconditioned CG for the 3D elastic contact problem with 
MPC condition (λ=106) in Fig. 38 (2,471,439 DOF) 
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Abstract Lithospheric deformation results from dynamic interplay of tectonic 
driving forces (loading) and lithospheric properties (rheology and structure). 
Unlike engineering problems, in lithospheric dynamics both the loading conditions 
and lithospheric properties are often hard to constrain, forcing many computer 
models to oversimplification. These simplified models usually cannot take the full 
advantage of the fast growing observational constraints. In this article, we present 
algorithms that help to seek optimal loading conditions and rheological parameters 
in models of lithospheric deformation. In particular, we use genetic algorithms to 
iterate for the optimal rheological structure, and a regression algorithm for 
optimizing tectonic loading. We illustrate these algorithms in two models: a plate 
flexure and a viscous three-dimensional lithospheric deformation. In both cases 
these algorithms utilize the observational constraints to obtain the optimal driving 
forces and lithospheric rheology. The results significantly improve over those 
derived from traditional approaches.  

1 Introduction 

Lithospheric deformation is usually more difficult to simulate than that 
of engineering structures such as airplanes, automobiles or bridges. In the 
latter the physical property of the media is usually known, so the defor-
mation can be accurately predicted for various loading conditions. Con-
versely, studies of lithospheric dynamics often require simultaneous de-
termination of both the rheological structure and the loading forces. The 
common practice is to assume a simple rheological structure and then to 
seek the combinations of force balance to fit the observed deformation, 
or from “known” force balance to determine the lithospheric rheology 
necessary for fitting the observed deformation (Bird, 1998; Flesch et al., 

Youqing Yang and Mian Liu 

University of Missouri, Columbia, MO 65211, USA 

H. Xing, Advances in Geocomputing, Lecture Notes in Earth Sciences 119, 
DOI 10.1007/978-3-540-85879-9_4 

© Springer-Verlag Berlin Heidelberg 2009 

IV. Algorithms for Optimizing Rheology  
and Loading Forces in Finite Element  
Models of Lithospheric Deformation 



2000). The results could vary significantly depending on one’s approach 
and assumptions.  

Take, for example, the impact of different rheology on continental 
deformation in the western United States. Using a viscous thin-sheet 

showed that the shear traction from the Pacific-North American plate 
boundary is largely limited to regions near the plate boundary, thus con-
tributes little to the Basin and Range extension. Conversely, using a lin-

Basin and Range province. The assumed lithospheric viscosity also has 
major impact on the surface strain rates. For a viscosity of 1023 Pas, the 
gravitational force is inadequate to produce the extension rate in the Ba-
sin and Range province. But when it is lowered to 1022 Pas, gravitational 
spreading could exceed the strain rates measured by the GPS (Liu et al., 
2007). Thus, to integrate and interpret the fast growing observational 
data of crustal deformation, lithosphere dynamic models need better con-
straints on the rheological structure.  

One major goal of geodynamic modeling is to determine the tectonic 
driving forces. Because of the uncertainty in rheology, the magnitudes of 
forces and thus their relative roles are often ambiguous. Again use the 
western US as an example. Different workers has attributed the primary 
cause of late Cenozoic continental deformation in the western US to gravi-
tational spreading (Jones et al., 1996; Sonder and Jones, 1999), plate 
boundary force (Atwater, 1970; Zoback et al., 1981), and basal traction 
(Liu and Bird, 2002).  To determine two unknown variables (rheology 
and force) from only one constraint equation (deformation), the task of 
numerical modeling of lithospheric dynamics would become easier with 
algorithms that utilize all available observational constraints to seek opti-
mal values of rheology and loading conditions. 

In this paper, we describe some of such algorithms. We illustrate 
their application in two examples. One is a flexural model for inferring 
orogenic loading on the edges of the Tarim basin in northwest China; an-
other is a three-dimensional (3D) lithospheric deformation model for simu-
lating lithospheric deformation in the western United States.  

2 Methodology 

Our approach is to start with a simple homogeneous rheologic structure, 
then modify it if necessary using a genetic algorism. Genetic algorithms 
(GAs) use adaptive heuristic search, based on the evolutionary ideas of 
natural selection (Holland, 1973). GAs simulate processes in natural 
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model with homogeneous power-law viscosity, Sonder et al. (1986)  

ear viscous model with laterally heterogeneous viscosity, Choi and Gurnis 

(2003) argued that the plate boundary traction could affect the entire 



system necessary for evolution, following Charles Darwin’s principle of 
survival of the fittest. As such they represent an intelligent exploitation of 
a random search within a defined search space. It works well with mixed 
(continuous and discrete) combinatorial problems.  

This approach is better than the traditional try-and-error approach for 
determining tectonic forces, which is inefficient with serious limitations. 
Given the rheological heterogeneities in the lithosphere, the tectonic forces 
obtained through the try-and-error approach could vary significantly de-
pending on subjective selection of the rheological structure. When the nu-
merical model is complex, it is hard to predict how the system will respond 
to the modified rheology or boundary forces.  

The algorithm we developed for searching tectonic forces uses linear 
regression. For a given rheology, the driving forces on various parts of the 
model domain can be calculated through least square fitting. The optimal 
rheology can be found through minimizing the residual errors.  

This approach is straightforward in principle, but a number of issues 
need to be clarified. The first is the non-linear constitutive relation in litho-
spheric deformation. Lithosphere’s response to tectonic forces in geologi-
cal timescales can be approximated as that of a power-law viscous fluid 
(Brace and Kohlstedt, 1980; Kirby and Kronenberg, 1987). Because the 
power-law constitutive relation is nonlinear, the response to two forces is 
not equal to the sum of two responses to each force. This nonlinear behav-
ior prevents a direct application of least square algorithm. Thus we need to 
first linearize the power-law stress-strain rate relation, usually written as 

     (1) 

Thus by introducing the effective viscosity, the non-linear rheology is 
linearized in (1). In practice, the strain rate can be obtained from the GPS 
(Global Positioning System) or other measurements of crustal deformation. 

1/ 1nBEτ ε ηε−= =� � �

where B is stress coefficient, n is power index, � is effective viscosity, � is 

deviatory stress vector and ε�  is strain rate vector, and the effective strain 

rate is defined as 

2
( 1, 2,3 1, 2,3)

3
ij ijE i jε ε= = =� � �    (1a)  

So the effective viscosity can be defined as  

1/ 1nBEη −= �       (2) 

And 

1 1/ nB Eη −= �      (3) 
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Once the effective viscosity is obtained, the corresponding power-law con-
stitutive relation can be determined. 

The bending and buckling of lithosphere can be simulated in another 
linear model: Hooke’s elasticity. The non-linear effects of faulting and 
folding and others can be lumped into a simple parameter – the effective 
elastic thickness of a plate (McNutt, 1984). For a thin plate (in-plane span 
is about ten times larger than the thickness), the flexure due to tectonic 
loading around and sedimentary loading within a compensative basin  can 
be expressed as (Turcotte and Schubert, 2002): 

 
where p is horizontal load and qt is vertical tectonic load per unit area on 

the lithosphere, and the flexural rigidity
)1(12 2

3

−
= EhD  is defined by elastic 

modulus E,  Poisson ratio v, and plate thickness h. The parameters �m and 
�s are mantle and sedimentary (in some case, it is seawater) density, re-
spectively. Equation (4b) is derived from (4a) by replace the deflection w 
with the known sedimentary thickness w0. For a thick plate we use three-
dimensional elastic theory, which produces a more reliable solution when 
the thin-plate approximation becomes inadequate.  

With the linearized rheology, we apply the least-square algorithm to 
seek for the optimal loading. For a linear rheology, the displacement (or 
velocity) caused by force with unit magnitude and direction at specified 
locations can be expressed as:  

         (5) 

0,1,2,...,i n=  for segments or regions where uniform force vectors are 

assumed. When 0i = , the force is assumed to be known, which can be 
vertical sedimentary loading or gravitational force in the model. The syn-
thetic displacement or velocity can be expressed as 

     (6) 

 
4 2 ( )m s tD w p w gw qρ ρ∇ + ∇ + − =    (4a) 

or 
4 2

0m t sD w p w gw q gwρ ρ∇ + ∇ + = +    (4b) 

0

1

( , )
n

x y
ii

i
v v v v vα

=

= = +�
� � �
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where � is the linearized rheology, and f is the unit force. Here 



Eq. (6) works only for a linear system. 
In the model we may have m sites, within each site we have observa-

tional constraints, either a horizontal velocity vector or displacement in the 

form of ( , ) 1, 2,3,...,x y
k k ku u u k m= =

uur
,  

or flexure deflection , 1, 2,3,...,kw k m= . 

Our algorithm seeks to minimize the error E defined as:  

2 2 2

1

1
( ) ( )

m
x x y y
k k k k

k
E v u v u

m =

� �= − + −� ��    (7) 

2 2

1

1
( )

m

k k
k

E w W
m =

= −�       (7a) 

for the plate flexural model, the capitalized W stands for observed deflection. 
If the observed deformation has three components, we may use 

2 2 2 2

1

1
( ) ( ) ( )

m
x x y y z z
k k k k k k

k
E v u v u v u

m =

� �= − + − + −� ��  (7b) 

Error E is an averaged misfit between the predicted and the observed ve-
locity or displacement. By minimizing E2, we determine the optimal mag-
nitudes of force in each segment using multiple variables regression. The 
rheology structures are searched using the genetic algorithms; the optimal 
rheology structure produces the minimum residual error. 

3 A Plate Flexural Model 

Let us start with the problem of bending an elastic lithosphere under the 
load of mountain ranges. An analytic solution given by Turcotte and Schu-
bert (2002) shows that the effective elastic thickness of the lithosphere can 
be uniquely determined by the position of the forebulge relative to that of 
the load. If the amplitude of the forebulge is known, the magnitude of the 
load can also be estimated. In other words, the mechanic parameters can be 
uniquely constrained from the deformation.  

However, problems of lithospheric flexure are often more compli-
cated. Instead of a single forebulge for constraining the effective elastic 
thickness, we often have voluminous data of various spatial and time 

Here iα  is an unknown coefficient of magnitude of force. Note that 
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scales that form an overdetermined system. In this case the optimal algo-
rithm described above can be helpful. We used this approach to study 
orogenic loading around the Tarim Basin in northwestern China (Yang and 
Liu, 2002). Through much of the Cenozoic, the Tarim basin behaved as an 
enclosed foreland basin, receiving sediments from the Tibetan Plateau to 
its south and the Tian Shan mountains to its north. The complete sedimen-
tary records, made available from intensive oil drilling in the basin (Li et 
al., 1996), provide useful albeit indirect constraints on mountain building 
in the Tian Shan and the Tibetan Plateau. Figure 1 shows a 2D model, 
where we applied the sedimentary load based on geological record, and 
tried to determine the extra orogenic loads near the margins of the basin 
that are necessary to fit the basement flexure. Through try-and-error, we 
obtained optimal orogenic load and effective elastic thickness. However, 
the optimal results derived from one profile are different from another, 
leading to having different elastic thickness or different optimal loading at 
the same location where the two profiles intercept.  

So we developed a 3D model and divided the margin of the basin 
into 14 domains (Fig. 2), on each domain the orogenic load is assumed 
uniform for a given period. Using the regression algorithm described 
above, we obtained the optimal effective elastic thickness and tectonic 
loads on each segment of the margins of the basin during various periods. 
The optimal orogenic load in the paleogene is shown in Fig. 3. By model-
ing the basement flexure through various periods of the Cenozoic, we also 
find a thickening trend of the effective thickness of the Tarim plate 
through the Cenozoic. This thickening trend is consistent with the cooling 
history of the Tarim basin based on hydrocarbon maturity data (Jia et al., 
1996). By dividing the margins of the Tarim basin into segments and seek-
ing of the optimal orogenic loading on each segment for a given period, we 
were able to infer the spatial and temporal history of Cenozoic mountain 
building in the northern Tibetan Plateau and the Tian Shan mountains 
(Yang and Liu, 2002).   
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Fig. 1 Optimal orogenic loading in a two-dimensional elastic plate flexural model 

show part of drill holes that is used for constraining the isopach (Zhao et al., 
1997). (B) Fitting of the flexural model with different loading conditions to the 
basement deformation along a profile from Yecheng to Kuche. The profile posi-
tion is shown in (A) 
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of the Tarim basin. (A) Isopach of Paleogene sedimentary thickness; the dots 



 

Fig. 2 Three-dimensional plate flexural model of the Tarim basin from sedimen-
tary load and orogenic load. (A) The finite element model with the margin of the 
basin divided into 14 domains. On each domain a uniform orogenic load is ap-
plied. (B) Deformation caused by the sedimentary load alone show systematic de-
viation from the observation, indicating the need for additional orogenic load. (C) 
An satisfactory fit to the deformation data with the combined sedimentary load 
and the optimal orogenic load 
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Fig. 3 The optimal orogenic loading on the margins of the Tarim basin, shown in 
equivalent average height of mountain ranges. These results suggest that the Tian 
Shan begin rising in Early Tertiary 

4 A Three-Dimensional Viscous Model of Lithospheric 
Deformation 

In this example, we apply the optimization algorithm to explore the 
rheological structure and driving forces responsible for active tectonics in 
the western United States. The target function consists of mainly surface 
displacement or strain rates from GPS measurements or geological data. 
Although the target function can include stresses, stress measurement is 
difficult and incomplete. In-situ stress measurement varies with lithology 
and local geological structure. Faults, folds, and dykes may indicate the 
principle stress direction but not the full stress state. Earthquake mecha-
nism solutions contain no information about the magnitude of stress. So in 
this study we use only the stress orientation as an additional constraint to 
our model. The misfit of stress orientation is given by:  

Here � and � stand for model predicted and the observed directions of the 
maximum horizontal principal stress, respectively. 

The lithospheric rheology and driving forces responsible for the 
widespread crustal deformation in the western US have been the subject of 
intensive studies. Comprehensive reviews and extensive citation lists can 

1

1 m

k k
k

misfit
m

α β
=

= −�     (8) 
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be found in many papers (Humphreys and Coblentz, 2007; Jones et al., 
1998; Zoback and Mooney, 2003). Humphreys and Coblentz (2007) at-
tempted to determine the magnitude of tectonic forces by modeling the 
stress states in a thin shell elastic model without using constraints from 
strain rates. They admitted that there might be millions of possible combi-
nations of forces. Flesch et al. (2000) used stress fitting to obtain the mag-
nitude of tectonic force along the plate boundary, and then exploited the 
synthetic strain rate (a combination of geological slipping rate and GPS ve-
locity) to infer rheology. However, the minimum second invariant of stress 
used by Flesch et al. (2001) are not well constrained. In classic mechanics, 
a system of geometry equation, force equilibrium equation and stress-
strain rate constitutive relation should have a unique solution for a given 
boundary condition. 

We solve the driving forces for the western US in a 3D viscous 
model (Fig. 5A). The model domain is 100 km thick and laterally spans 
from the Rockies and the Colorado plateau to the San Andreas Fault. The 
topography (based on the Etopo5 data) and the associated topographic 
loading are included in the model, and the crustal thickness is based on the 
Crust2.0 database. In the model we divided southwestern US according to 
the tectonic provinces; the Basin and Range province is further divided 
into three subdomains because of their distinct active deformation (Bennett 
et al., 2003). The surface of the model is free; the bottom is fixed in verti-
cal direction and free traction in horizontal. The model is fixed along the 
eastern boundary and subject to forces along other boundary. We con-
strained the magnitudes of the forces along the plate boundary by fitting 
the observed crustal motion. We also compare the stress states predicted 
from our model and those from World Stress Map database. Using the ge-
netic algorithm, we iterated the rheological structure. Each new generation 
of rheological model inherits the good features from the last generation 
and adds mutation (new factors). 

We started our search with a homogeneous rheologic structure in the 
entire model domain. In the first generation of models, we tested with (1) 
one strong homogeneous plate, (2) one weak homogeneous plate, (3) a 
strong plate with moderate faults, (4) and a strong plate with weak faults. 
The results showed that an average effective viscosity of 5.0×1022 Pa s is a 
good approximation of the western U.S., so it is used as a reference value 
for adjusting rheology in later heterogeneous rheology models. With a ho-
mogeneous effective viscosity 5.0×1022 Pa s, we find the averaged shear 
traction along the San Andreas Fault (SAF) to be 16 MPa by least square 
regression shown in Eq. (7). Integrating over a 100 km thick lithosphere, 
the force per unit length is 1.6 TN/m, similar to the value of 1.0~2.0 TN/m 
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estimated by Humphreys and Coblentz (2007). Considering that the central 
SAF and south SAF segments are weak (Townend and Zoback, 2004), we 
assumed zero shear traction along these two segments in one case, and 
predicted shear traction to be 28 MPa along the northern SAF and 37 MPa 
along the Big Bend segment of the SAF. Our results were not sensitive to 
the rheology of the fault zone, because the traction force is directly bal-
anced by other forces. Had a velocity boundary condition been applied, the 
results would be affected by the rheology of the fault zone.  

Previous research has shown that the San Andreas fault is weak (Bird
and Kong, 1994) and the shallow part is locked during interseismic 
period. So we kept this feature in the second generation of the rheologi-
cal model, in which we added lateral variations. In particular, we raised 
viscosity in the Great Valley-Sierra Nevada, the Colorado Plateau, and 
the central Basin and Range province, and lowered it in the Eastern Cali-
fornia Shear Zone, the Wasatch fault zone, and the Colorado River Ex-
tensional Corridor, according to the observed strain rates (Bennett et al., 
2003). We explored more than 30 different combinations of rheology pa-
rameters. Decreasing viscosity by 30% or more in the weak zones lead to 
too much gravitational spreading, thus worsen the fit to the GPS veloci-
ties. Table 1 lists four cases that show how varying viscosity in the cen-
tral Basin and Range Province, the Great Valley, and the Colorado Pla-
teau would affect the predicted velocity and stress field. Compared with 
the model of homogeneous rheology, the improvement is significant. 
Misfit to GPS velocity is reduced from 3.7 mm/yr to less than 2.9 mm/yr. 
Comparison of stress direction between model M2b and M2d in Table 1 
suggests that a large rheology contrast between the Colorado Plateau (the 
strongest block in the model) and the Eastern California Shear Zone (the 
weakest part) is not needed. From models M2c and M2d, we found that 
weakening of the southern Basin and Range province by 20% did not 
have a notable impact. 

In the third generation, we adjusted the viscosity of the Great Valley 
and northern California (the triangular area in Fig. 5A). The models M3b 
and M3d produced better velocity fits. Compared with the second-
generation models, the third-generation models included rheological ad-
justment to more regions, but the improvement is insignificant.  
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Table 1 Rheology structure and fitting quality 

 Domain 1 2 3 4 5 6 7 8 9 10 GPS 
misfit 

WSM 
misfit 

1 HomoS 1 1 1 1 1 1 1 1 1 1 3.7 21 
 HomoW 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 7.5 23 
 StrongF  1 1 1 1 1 1 1 1 1 0.4 3.8 21 
 WeakF  1 1 1 1 1 1 1 1 1 0.02 3.9 21 
2 M2a 0.8 4 0.8 0.8 1 4 4 1 1 1/0.02 3.02 22.2 
 M2b 0.8 20 0.8 0.8 1 20 20 1 1 1/0.02 2.87 26.8 
 M2c 0.8 10 0.8 0.8 1 10 10 1 1 1/0.02 2.89 24.1 
 M2d 0.8 10 0.8 0.8 0.8 10 10 1 1 1/0.02 2.87 24.3 
3 M3a 0.8 10 0.8 0.8 0.8 4 10 1 1 1/0.02 2.74 23.6 
 M3b 0.8 10 0.8 0.8 0.8 2 10 1 1 1/0.02 2.64 23.0 
 M3c 0.8 10 0.8 0.8 0.8 2 10 2 1 1/0.02 2.72 22.9 
 M3d 0.8 10 0.8 0.8 0.8 2 10 1.4 1 1/0.02 2.68 22.9 
4 M4a 0.8 10 0.8 0.8 0.8 2 10 1.4 1 1/0.02 2.72 23.0 
 M4b 0.8 10 0.8 0.8 0.8 2 10 1.4 1 1/0.02 2.64 23.0 
 M4c 0.8 10 0.8 0.8 0.8 2 10 1.4 1 1/0.02 2.67 22.9 
 M4d 0.8 10 0.8 0.8 0.8 2 10 1.4 1 1/0.02 2.64 22.9 
5 M5a 0.8 10 0.8 0.8 0.8 2 10 1.4 1 1/0.2 2.68 23.3 
 M5b 0.8 10 0.8 0.8 0.8 2 10 1.4 1 1/0.002 2.80 23.8 
 M5c 0.8 10 0.8 0.8 0.8 2 10 1.4 1 1/0.06 2.66 23.1 
 M5d 0.8 10 0.8 0.8 0.8 2 10 1.4 1 1/0.006 2.66 23.1 
6 M6a 1.2 15 1.2 1.2 1.2 3 15 2.1 1.5 2. 2.64 23.9 
 (sandwich) 0.4 5 0.4 0.4 0.4 1 5 0.7 0.5 0.5   
  0.8 10 0.8 0.8 0.8 2 10 1.4 1 0.02   
 M6b 1.6 20 1.6 1.6 1.6 4 20 2.8 2 1 3.05 24.7 
 (declining) 0.8 10 0.8 0.8 0.8 2 10 1.4 1 0.5   
  0.6 8 0.6 0.6 0.6 1.6 8 1.1 0.8 0.02   
            mm/yr Deg. 

 
 

Note 1: Geological domains codes: 1 – Eastern California shear zone; 2 – Central Basin and 
Range Province; 3 – Wasatch Zone; 4 – Colorado river Extensional corridor; 5 – South Ba-
sin and Range; 6 – Great Valley; 7 – Colorado Plateau; 8 – North California; 9 – South 
California; 10 – San Andreas Fault. 

2: Reference viscosity: 5.0×1022 Pa s. The two values for San Andreas fault stand for 
the crust and mantle viscosity, respectively. 

3: In Model M6a and M6b, the parameters in the upper line are for upper crust, the 
middle for lower crust, and the bottom for mantle lithosphere from the Moho to 100 km 
depth. 
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Fig. 4 Diffusive deformation in the western United States as shown by the seis-
micity and GPS data. The earthquake focal mechanism solutions show the stress 
state in the crust. The GPS velocities are interpolated to a regular grid 
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Fig. 5 A three-dimensional finite element model of the western US with the opti-
mal rheology. NC and SC stands for part of north California and south California 
in the model  
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In the fourth generation, we adjusted the force applied to the north-
ern boundary of the model. At the very beginning of modeling, we tried to 
regress all forces along the plate boundary and other model boundaries. 
Doing so has produced some unrealistic results, such as the wrong sense of 
shear on some part of the SAF. The better approach is to impose some 
“common sense” conditions in the model. Not knowing the exact forces on 
the northern boundary, we first assigned an estimated force, and then cal-
culated the optimal forces along the SAF through regression. We then ad-
just the force along northern boundary and repeat the regression. Through 
try-and-error, we found the best combinations of forces on the model 
boundaries in model M4d (Table 1), which produced minimum misfit to 
the GPS velocity and satisfactory fitting to the stress directions. 

The merit of M4d is passed to the fifth generation, in which we var-
ied the rheology of San Andreas Fault. All cases (Models M5a, M5b, M5c, 
and M5d) produce worse results than model M4d. Thus we conclude that 
the optimal viscosity for the SAF is close to 5.0×1022 Pa s for the crust and 
1.0×1021 Pa s for the mantle. The lateral rheological variations of model 
M4d is shown in Fig. 5B. 

The predicted velocity by model M4d is compared with the GPS ve-
locity in Fig. 6. At most GPS sites, the predicted velocity falls well within 
the 95% confident level of the GPS measurements. The predicted stress 
states (Fig. 7A) is consistent with that indicated by earthquake mechanisms 

The 3D model allows us to explore the variation of lithosphere 
strength in depth. We tried two vertically heterogeneous models: one is a 
classic sandwich structure with a weak lower crust; another features a 
weak mantle as suggested from studies of postseismic deformation (Freed 
and Burgmann, 2004). The model parameters are list in Table 1. In both 
cases the fitting to the GPS velocity and to the stress direction are not sig-
nificantly improved.  
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(Fig. 4A), and the predicted strain rate (Fig. 7A) is comparable to that de-

rived from GPS data (Fig. 4B). The predicted horizontal directions of the 

maximum principal stress fit the observations in most places (Fig. 7B). 

The averaged misfit is 22.9°. Considering stress fluctuates due to strain ac-

cumulation and release in seismic cycles, we further reduced the shear 

traction along the SAF in a series of new models, from 25 MPa to 17 MPa 

on average. This reduced the misfit to 20.7°.  



 

Fig. 6 Comparison of the predicted surface velocity (black arrows) with the GPS 
velocity (red arrows). The right panel shows the residual errors. The results show 
that most of the predicted surface velocities fall within the 95% confidence ellip-
ses of the GPS velocities 
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Fig. 7 (A) The model predicted stress states and strain rate in the crust. (B) Com-
parison of the predicted stress direction (black bars) with that from the World 
Stress Map database (red bars)  
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5 Discussions and Conclusions 

Our algorithms are designed for solving rheology and forces simultane-
ously. They are especially useful in estimating unevenly distributed forces. 
In the example of the Tarim basin, the segmentation of mountain building 
along the Tian Shan can not be simulated with a single uniform tectonic 
force. Similarly, both slip rates and seismicity show large along-strike 
variations in the SAF (Li and Liu, 2006).  

We use the least square fitting between model predictions and ob-
servational data to find the optimal forces, and the genetic algorithm to 
improving the rheological structure of the model. The former is a common 
practice in data processing, and the later has become increasingly popular 
in earth sciences (e.g. King, 1995; Sen and Stoffa, 1992). Incorporating 
these two algorithms in linear finite element method allow us to better 
solve the interwoven rheology and force in lithospheric dynamics than the 
traditional approaches.  

The two examples provided here illustrated the efficiency of these 
algorithms. Linearizing the constitutive relation allows easy and efficient 
computation. In a non-linear system, variation of a rheological parameter 
may lead to numerical failure; the same does happen in a linear system. As 
long as a model can be linearized, our algorithms ensure the numerical 
convergence. 

The rheologic parameters inferred from heat flow or other indicators 
usually have uncertainties of orders of magnitude (Freed and Burgmann, 
2004; Jones et al., 1996). In our model of western U.S., the effective vis-
cosity of the Eastern California Shear Zone falls in a narrow range around 
4×1022 Pa s. Our results showed that 5×1022 Pa s would be too high, and 
3×1022 Pa s too low, to fit the GPS velocity in the model. 

By ignoring spatial variations of lithospheric rheology and the driv-
ing forces, the traditional lithospherical dynamic models have succeeded in 
illustrating the first-order physics in many studies. However, a further un-
derstanding of the complex, and often diffuse, continental deformation 
would require establishing and interpreting its temporal and spatial varia-
tions. The fast growing observational data of multiscale continental deforma-
tion call for a new generation of numerical models to take advantage of these 
observational constraints, and the algorithms presented here take us one step 
closer toward a more complete understating of continental tectonics.  
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Abstract Solid state convection in the rocky mantles is a key to understanding the 
thermochemical evolution and tectonics of terrestrial planets and moons. It is 
driven by internal heat and can be described by a system of coupled partial differ-
ential equations. There are no analytic solutions for realistic configurations and 
numerical models are an indispensable tool for researching mantle convection. 
After a brief general introduction, we introduce the basic equations that govern 
mantle convection and discuss some common approximations. The following case 
study is a contribution towards a self-consistent thermochemical evolution model 
of the Earth. A crude approximation for crustal differentiation is coupled to 
numerical models of global mantle convection, focussing on geometrical effects 
and the influence of rheology on stirring. We review Earth-specific geochemical 
and geophysical constraints, proposals for their reconciliation, and discuss the im-
plications of our models for scenarios of the Earth’s evolution. Specific aspects of 
this study include the use of passive Lagrangian tracers, highly variable viscosity 
in 3-d spherical geometry, phase boundaries in the mantle and a parameterised 
model of the core as boundary condition at the bottom of the mantle. 

V. Mantle Dynamics – A Case Study 



1 Introduction 

Terrestrial planets like the Earth, Mars and Venus consist of a metallic 

core and a silicic mantle. The rocky mantles can be partially molten in 

small regions, but the vast majority of the mantle material is solid. In re-

sponse to short-term force (e.g. seismic waves) the mantle behaves like an 

elastic solid body. However, in geological time scales the rock behaves 

like a viscous fluid. Thermal and thermo-chemical convection is possible 

on a range of scales.  Mantle convection provides a framework to reconcile 

observations of planetary magnetic and gravity fields, heat flux, distribu-

tion of volcanoes and tectonic structures, geo- & cosmochemistry and 

mineral physics. Numerical models are an indispensable tool for research-

ing mantle convection. 

1.1 Energy Budget of the Mantle 

Thermal convection in terrestrial bodies is driven by internal heat sources. 

This heat stems from accretion, the decay of radioactive elements, tidal 

dissipation, and the gravitational energy which is released during the dif-

ferentiation into core, mantle and crust. The relative importance of each of 

these heat sources is a function of time and can vary from one terrestrial 

body to another. Please note: although solar irradiation can be orders of 

magnitude bigger than internal heat, it has no effects on internal dynamics. 

Solar irradiation penetrates less than a few 100 m, driving only processes 

close to the surface. In contrast, phenomena like volcanism, planetary 

magnetism, tectonics and seismicity are controlled by internal heat. 

1.2 Physics of Mantle Convection in a Nutshell 

Mantle dynamics can be described by the equations for the conservation of 

energy, momentum and mass, equation(s) of state, initial and boundary 

conditions. Solid state creep in the mantle is very slow, in the order of cen-

timetres per year. Therefore inertia is negligible, but frictional terms and 

constitutive relations are crucial for the fluid dynamics of the mantle. Man-

tle rheology strongly depends on temperature and pressure and is not very 

well constrained.   
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1.3 Surface Tectonics 

Tectonics is the manifestation of internal dynamics at the outer boundary 

layer of the mantle. The simplest tectonic regime is a freely deformable 

surface, a so-called mobile lid. Fluids with low viscosity contrasts – like 

oceans – display this behaviour, but it is not known from any solid mantle.  

In contrast, a steep viscosity increase towards the surface produces a stag-

nant lid. Convection just takes place in the mantle below the lid. Mars and 

the Moon are examples for this tectonic style. The Earth is the only known 

planet currently operating plate tectonics. Here the outer lid is broken into 

several plates that show little internal deformation, but change their shapes 

and relative positions. Plate material is generated at divergent margins and 

recycled into the mantle at convergent zones. The tectonic style of a planet 

may change and the controlling parameters are a current research topic.  

1.4 Volcanism 

Apart from the tectonic style, the distribution of volcanoes is another char-

acteristic feature of each planet. On Earth, most volcanic activity occurs 

along the rims of tectonic plates, sampling the shallow mantle. Addition-

ally there are at least 32 rising plumes that sample the deep mantle 

(Montelli et al. 2004; Davies 2005). Plumes move much slower laterally 

than tectonic plates and therefore appear to be stationary relative to each 

other. Strongly reduced viscosity in those ‘hot spots’ permits rising veloci-

ties in the order of 10 cm/yr, in narrow conduits of a few 100 km in diame-

ter. On Earth, plume locations seem to be related to large upwellings in the 

lower mantle, under Africa and the Pacific (McNamara and Zhong 2004). 

Plumes and plate tectonics are modes of heat transport within and out of 

the mantle, but their relative importance is not entirely clear (Nolet et al. 

2006). 

There are only two narrow volcanic centres on Mars and the distribution 

of volcanoes on Venus seems to be random. The differences are hard to 

explain, particularly since narrow, hot plumes cannot be resolved satisfac-

torily in global mantle convection models yet.  

1.5 Core and Magnetism 

The evolution of the metallic core is an important boundary condition and 

constraint for mantle models. If the heat flux across the core mantle 

boundary is high enough, convection in a molten core can generate a mag-

netic field. This field may be preserved in rock just cooling below the 



Curie point, thus providing an observational record of the magnetic field 

history. Core convection acts on much smaller time- and length-scales, but 

parameterised core models can be coupled to mantle evolution models.   

1.6 Composition 

Planetary mantles are a mixture of minerals and the main chemical com-

ponents may be inhomogeneous on different scales. However, the resulting 

variation of parameters relevant to mantle convection (e.g. density, thermal 

conductivity) is small. Here we consider only one major component: the 

bulk composition of the mantle.  

A more comprehensive presentation of the various aspects of mantle 

convection can be found in text books like Schubert et al. (2001). 

2 Physics of Mantle Convection: Basic Equations 

We distinguish among several types of computational models. A scaling 

law describes the efficiency of heat transport in parameterised models. 

Only a global energy budget is considered in this case, which is computa-

tionally inexpensive. These models are useful for investigating a wide pa-

rameter space. If one is interested in further details, e.g. convection struc-

ture and temperature fields, the full system of equations must be solved. 

Usually this is done in 2-d or 3-d, Cartesian or spherical geometry. Of 

those, 2-d Cartesian models generally consume the least computational re-

sources, but 3-d spherical models are most realistic. The choice depends on 

the specific problem. In the following we start from general formulations 

of the equations to show the approximations used for mantle dynamics.  

2.1 Conservation of Mass 

Mass conservation is given by 

( ) 0=∇+
∂
∂ v

t
�ρρ

 
(1) 

with density ρ , time t , velocity v�  and the operator i
i

e
x
�

∂
∂=∇ . 

Mantle convection is slow and density does not change rapidly. There-

fore the first term can be neglected, giving the so-called anelastic liquid 

approximation, 
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( ) 0=∇ v�ρ  (2) 

Mantle rock is compressible. This is relevant for big terrestrial planets like 

the Earth, but not for the limited pressure range in smaller bodies (e.g. 

Moon). Equation (2) simplifies to  

0=∇v�  (3) 

for incompressible calculations.  

2.2 Conservation of Momentum 

The change of momentum of a small mantle element is balanced by forces 

acting on the element surface (pressure gradients, viscous forces) and body 

forces (e.g. gravity – incl. centrifugal force, Coriolis force) 
 

vgp
Dt

vD ����
×−+∇+−∇= ωρρτρ 2  

(4) 

where p is pressure, τ  is the deviatoric stress tensor, g�  is gravity, ω�  an-

gular velocity and the material derivative ∇⋅+
∂
∂= v
tDt

D �
 (Euler system). 

Small mantle creep velocities allow the neglection of inertia, leading to  

gp �ρτ +∇+−∇=0  (5) 

2.3 Conservation of Energy 

Introducing specific heat at constant volume Vc , thermal expansivity 

pT
�
�
�

�
�
�
∂
∂−= ρ

ρ
α 1

, bulk modulus TK , thermal conductivity k  and heat 

generation rate per unit volume H, the energy equation is 

( ) HvTk
Dt
DT

K
Dt
DTc T

V ρτρ
ρ

αρ +∇+∇∇=− �
 

(6) 

The source terms on the right hand side are thermal conduction, frictional 

heating and volumetric heating, respectively. The second term on the left 

hand side vanishes for incompressible calculations.  



2.4 Equation of State 

Furthermore we need an equation of state to reduce the number of inde-
pendent thermodynamic variables (here: p , ρ , T ). Those variables vary 

much more radially than laterally in planetary mantles. Therefore it is con-

venient to consider lateral variations as a perturbation to radial reference 

profiles ( rp , rρ , rT ). The basic – but widely used – equation of state for 

this approach is 

( ) �
�

�
�
�

� −
+−−⋅=

T

r
rr K

ppTTαρρ 1  

(7) 

 

Only a reference point ( 0ρ , 0T ) is needed for the incompressible case and 

Eq. (7) simplifies to  

( )[ ]00 1 TT −−⋅= αρρ  (8) 

2.5 Constitutive Relations 

Constitutive equations relate stress τ  and deformation ε  or deformation 

rate ε� .  This so-called rheology strongly depends on the actual mantle 

conditions, may be complicated and uncertain. We show just some simple 

or often used examples.  

Elastic behaviour 

ijij E ετ ⋅=  
(9) 

may be important for short and medium term processes near the surface, 

but is secondary for long term processes in the deep mantle.  

Models of mantle convection often use linear viscous rheology 

( )
dt

TTd
cH m

vcool
−

⋅⋅=⋅ ρρ  
(10) 

Here �
�
	



�
�
�




∂
∂

+
∂
∂

=
i

j

j

i
ij x

v
x
v

2

1ε�  is the strain rate tensor and  η  is the shear vis-

cosity. We have neglected volume viscosity, but η  may vary, e.g. accord-

ing to an Arrhenius-type equation, 

144      K.-D. Gottschaldt et al. 



Mantle Dynamics – A Case Study      145 

��

�
��

�=
T
Tmξηη exp0  

(11) 

Based on high-pressure experiments it has been suggested (Boehler 2000) 

that this viscous rheology (with mantle specific constitutive parameters 

combined to 17≈ξ , melting temperature mT  and a reference viscosity 

0η ) is a good approximation for diffusion creep, the most important de-

formation mechanism in the Earth’s lower mantle. Dislocation climb 

dominates in the Earth’s upper mantle, resulting in a power law rheology 

of the form 

nετ �~  (12) 

According to Eq. (11), the low temperatures near planetary surfaces 

would result in an unrealistically rock strength. In reality rock yields above 

a certain threshold stress yτ . Combining this plastic stress limiter with the 

viscous rheology (10) gives the effective visco-plastic viscosity  

( )
�
�
�

�

�
�
�

�
=

II

y
eff Tp

ε

τ
ηη

�2
,,min  

(13) 

Such a rheology allows strain localisation, which is a prerequisite for plate 

tectonics.  

mode, boundary conditions, initial conditions, rheology, radial reference 

profiles and other specific parameters are discussed with the case study in 

the following section.  

3 Case Study:  
Stirring in Global Models of the Earth’s Mantle 

This case study is a contribution towards a self-consistent thermochemical 

evolution model of the Earth. An approximation for crustal differentiation 

is coupled to numerical models of global mantle convection, focussing on 

geometrical effects and the influence of rheology on stirring. This section 

is based on Gottschaldt et al. (2006).  

First we review some Earth-specific geochemical and geophysical con-

straints, as well as proposals for their reconciliation. Thereafter we describe 

The six scalar Eqs. (2) or (3), (5), (6) and (7) or (8) are used to determine 

T, p, � and the three components of v�  for mantle parameters. Heating 



extensions to the base methodology of the previous section and the nu-

merical approach. The results of selected models will be discussed. We 

highlight results that could be relevant for the Earth in the final section. 

3.1 Background 

3.1.1 Mantle Composition and Crustal Segregation 

The following five Oxides make up 98.5% of the bulk composition of the 

Earth’s mantle and crust (O’Neill et al. 1998): MgO (36.3%), Al2O3 

(4.7%), Si2O3 (45.6%), CaO (3.7%), FeO (8.2%). Depending on pressure, 

temperature and differentiation history, these oxides form mixtures of dif-

ferent minerals. 

Partial melt is extracted from the mantle and upon solidification forms 

the crust. Hence the crust is an end product of mantle differentiation. On 

Earth there are two chemically distinct sorts of crust. Thin (0–7 km), dense 

and mafic oceanic crust (OC) is continuously generated at mid-ocean 

ridges and recycled almost entirely back into the mantle at subduction 

zones. By contrast, andesitic continental crust (CC) is less dense and 

thicker (~40 km). It is buoyant and recycled into the mantle only to a small 

degree, as sediments or by delamination. While the lifetime of OC is about 

100 Ma, that of CC is at least 2 Ga (Hofmann 1997). Suggestions for the 

segregation history of CC range from rapid early net growth to episodic 

growth of juvenile CC to continuous net growth (Arndt 2004). Today CC 

is produced mainly by andesitic volcanism related to subduction and the 

release of water from the slab. Continents themselves also grow through 

intraplate volcanism and the accretion of sediments and basaltic terranes. 

Such terranes could be the product of extensive melting caused by plume 

heads reaching the surface (Hofmann 1997). Tectonic settings for the for-

mation of Archean cratons may have been different and include rifts 

(Trendall 2002), (van Thienen 2003), but are still represent on the extrac-

tion of partial melt from the shallow (<200 km: (Presnall et al. 2002)) 

mantle.  

3.1.2 Phase Transitions in the Mantle 

perovskite plus magnesiowüstite at 660 km depth. Olivine and spinel make 

up 58% of the upper mantle in the respective depth ranges. The other two 

major phases in the upper mantle undergo phase changes in the same depth 

range: pyroxenes and garnet change relative proportions throughout the 

upper mantle and gradually transform into perovskites between 600 and 

Olivine transforms into �-spinel at a mean depth of 410 km, �-spinel to 
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700 km depth. The mantle below 700 km consists of 80% perovskite and 

20% magnesiowüstite, with chemical heterogeneities of a few percent 

(Trampert et al. 2004). There is only one major phase transition in the 

lower mantle: perovskite transforms into postperovskite (ppv) near the 

core-mantle boundary (CMB).  

Of all phase changes in the mantle (Table 1), the �-spinel transition at 

660 km depth has the biggest impact on the physical properties and dy-

namics of the mantle. It defines the boundary between upper (UM) and 

lower mantle (LM). The ppv transition has a minor effect on the dynamics 

and mantle temperature, mildly destabilizing the lower boundary layer 

(Tackley et al. 2007).  However, the topology and dynamics of the seismi-

cally defined D” layer at the bottom of the mantle are controlled by the 

ppv transition (Monnereau and Yuen 2007). When compositional effects 

on the stability of ppv are taken into account, a large potential variety of 

complex behaviour could occur, generating structures such as discontinui-

ties, gaps or holes and multiple crossings. The different contributions to 

seismic heterogeneity have different spectral slopes: temperature is long-

wavelength, composition is ‘white’ and ppv is intermediate (Tackley et al. 

2007). 

 
Table 1 Mean parameters of the main phase transitions in the Earth’s mantle, 

based on Schubert et al. (2001) for the first two transitions and on Hirose (2006) 

for the postperovskite transition. The affected mantle proportion, c , is based on a 

pyrolite composition. Tp DD=Γ  is the Clapeyron slope, ol – olivine, pv – 

perovskite, ppv – postperovskite 

 
Mean depth  

[km] 

Width of the 

two-phase zone  [km] 

Γ  

[MPa/K] 
ρρΔ  c 

ol � β -sp  410 10–20  1.6  0.070 0.58 

γ -sp � pv  660 4–7  –2.5 0.100 0.58 

pv  � ppv  2600 30–35  8.0  0.011  0.72 

 

The above transition depths are for mean mantle temperatures. In fact 

they occur over some depth range, depending on temperature variations due 

to convection. However, e.g. topography of the phase boundary around 660 

km depth is less than 50 km. Hence it cannot be resolved directly in large 

scale models. We use a parameterization for the three dynamic effects of all 

considered phase boundaries. 



The first effect is additional buoyancy in the momentum Eq. (5), due to 

the phase boundary distortion by advection of thermal anomalies. This 

buoyancy is, 

TAFB Δ⋅⋅Δ⋅Γ=
ρ
ρ

 
(14) 

over a phase boundary area A , which has a temperature difference TΔ  

with respect to the mean temperature at that depth. ρΔ  is the density 

difference of the advected anomaly with respect to the surrounding density 

ρ . We neglect the possible temperature dependence of Γ  (Hirose 2002). 

The second effect is the release or absorption of latent heat, latentE , 

which distorts the phase boundary by changing the temperature. We 

calculate the latent heat from the Clausius-Clapeyron formula,  

TVElatent ⋅Δ⋅Γ=  (15) 

with ρρΔ⋅≈Δ VV  and the processed volume cAtvV r ⋅⋅Δ⋅= , during 

time step tΔ , over area A , having a mean vertical velocity rv , affected 

mantle proportion, c . The rate of latent heat production,  

tVEH latentlatent Δ= ρ  (16) 

is added to the energy Eq. (6), but only at the grid layers next to the phase 

boundaries, with appropriate weighting. The work due to volume change at 

the phase transition, VpΔ is reflected in the density profile and therefore 

automatically accounted for in the energy Eq. (6). 

The third effect is the expansion or contraction due to the release or 

absorption of latent heat. It is automatically accounted for via the 

temperature field, like any other thermal buoyancy.  

3.1.3 Geochemistry – a Primer 

Radiogenic trace elements in the mantle record differentiation events that 

change the parent/daughter ratio. The subsequent decay in isolated reser-

voirs allows dating of the differentiation event, if the decay time constant 

is in a matching order of magnitude.      

The existence of geochemically distinct reservoirs in the Earth’s mantle 

is inferred from the observation of worldwide rather homogeneous mid-

ocean ridge basalts (MORB) on the one hand and heterogeneous ocean 
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island basalts (OIB) on the other (Hofmann 1997). Of course, what we ob-

serve today is the result of the interplay between chemical differentiation 

and convective stirring that started with the formation of the Earth and is 

still going on.  

Seismic tomography provides a snapshot of the modern mantle. Wave 

speed anomalies are interpreted as evidence for subducting slabs that ex-

tend from the surface to the lower or lowermost mantle (Grand et al. 

1997), (Trampert et al. 2004) and for superplume upwellings from the core 

mantle boundary (CMB) region (Su et al. 1994; Ritsema et al. 1999; Rit-

sema and van Heijst 2000). Together with the prevailing surface plate ve-

locities these seismic observations lead most investigators to conclude 

there has been considerable mass exchange between upper and lower lay-

ers of the mantle for at least the last 100 Ma.  

The reconciliation of geochemical and geophysical evidence has long 

been an unresolved problem in geodynamics. How can different geo-

chemical reservoirs be maintained in the presence of large-scale convec-

tion for a long time? Why is one part of the mantle more homogeneous on 

a global scale than other parts? 

3.1.4 Geochemical Heterogeneities 

The size of observed geochemical heterogeneities ranges from cm-scale 

structures in high-temperature peridotites (Allègre and Turcotte 1986) to 

the DUPAL anomaly (Hart 1984). The latter seems to have a different ori-

gin in the Pacific than in the southern Atlantic and Indian Ocean (Hanan et 

al. 2004), so it is not global. Yet its existence for at least 115 Ma (Weiss et 

al. 1989) indicates that there is limited large-scale lateral stirring some-

where in the mantle.  

The OIB isotopic compositions are far more diverse than MORB com-

positions (Allègre 2002), with the global variance of isotopic ratios for 

OIB being three times larger than the corresponding global variance of 

MORB (Allègre et al. 1987). The degree to which mantle heterogeneities 

are reflected in the resulting basalt depends on the degree of partial melt-

ing, magma mixing and extraction, the size of the volume that is sampled 

by partial melt, and the dimension of geochemical heterogeneity itself. 

Differences in composition and heterogeneity between OIB and MORB 

could be due to different sampling processes (Meibom and Anderson 

2003), sampling of different geochemical reservoirs (Hofmann 1997) or a 

combination of these (Kellogg et al. 2002). The concept of a reservoir is 

here used to reflect a scale of systematic variation of mantle geochemistry 

that is too large to be erased by the sampling process. Sampling at mid-

ocean ridges, for instance, acts on a scale of 30–200 km in depth and 



3.1.5 Mantle Degassing 

From the amount of 40Ar in the atmosphere it has been estimated, that only 

about 50% of this isotope have been degassed from the mantle (Allègre et 

al. 1996). The low concentration in MORB suggests there is another reser-

voir containing the missing 40Ar. This is a strong argument against simple 

whole-mantle convection (Hofmann 1997). However, it is subject to chal-

lenge, because the amount of 40K (exclusively producing 40Ar) in the Earth 

(Coltice and Ricard 2002), the efficiency of Ar degassing (Watson et al. 

2007) and the role of Ar recycling (Rüpke et al. 2003) are poorly con-

strained. Seawater recycling might actually control the argon chemistry of 

the mantle (Holland and Ballentine 2006). 

Nearly all the 3He coming from the mantle is likely to be primordial, 

supporting the conclusion that the Earth has never been completely de-

gassed (Gonnermann and Mukhopadhyay 2007). The ratio 3He/4He is very 

uniform in MORB, but varies in OIB. There could be a reservoir of abso-

lutely high 3He concentration, possibly 3.5 times higher than currently es-

timated from He flux (Ballentine et al. 2002), possibly poorly degassed or 

primordial mantle. High 3He/4He signatures might also originate in recy-

cled material, if He degassing near the surface is less efficient than extrac-

tion of 4He producing U and Th (Watson et al. 2007), or if recycled mate-

rial is convectively isolated for long enough (Ferrachat and Ricard 2001).   

3.1.6 Interpretation of Reservoirs 

The MORB source region is sampled by the network of divergent margins 

all over the world and therefore is thought to occupy the shallow mantle 

(Hofmann 1997). The fixity of OIB-producing hot spots relative to surface 

plate movements is a compelling indicator that these plumes originate in 

and sample deeper regions of the mantle that are more or less decoupled 

from the surface motion. This is independently supported by tomographic 

images of deep-rooted plumes under OIB hot spots (Montelli et al. 2004), 

but hard to reconcile with a proposed (Meibom and Anderson 2003) shal-

low origin for all geochemical heterogeneity. 

The roughly complementary geochemical signatures of CC and MORB 

are interpreted to be the result of primary extraction of CC from the original, 

primitive mantle (PM) (Hofmann 1988) or from an early depleted reservoir 

(EDR) that had already lost incompatible elements to a sunken enriched 

reservoir (early enriched reservoir – EER) (Boyet and Carlson 2005). 

several 100 km in width (Presnall et al. 2002) and hence the scale of the 

implied reservoir is larger.  
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Mixing of all OIB would not give MORB. Other reservoirs proposed to 

contribute to OIB in differing proportions are EM1, EM2 (enriched man-

tle) and HIMU (high =μ 238U/204Pb). HIMU could be subducted oceanic 

crust, EM1 delaminated lower CC (Hofmann 1997) or subducted oceanic 

plateaus (Albarède 2001) and EM2 subducted continental sediments. The 

MORB source (depleted MORB mantle, DMM) is variably polluted on a 

regional scale by other components (Hanan et al. 2004). However, the ab-

sence of PM samples does not preclude the existence of a primitive reser-

voir (Kellogg et al. 2002). 

3.1.7 Age of Reservoirs 

(Hofmann 1997). However, that is not necessarily the age of original dif-

ferentiation (Albarède 2001). The depleted signature of MORB may 

(partly) reflect differentiation in a terrestrial magma ocean, 4.53 Ga ago 

(Boyet and Carlson 2005). The oldest HIMU signature is about 2 Ga 

(Hofmann 1997). Not introducing HIMU into the mantle prior to 2–2.5 Ga 

before present, due to a change in the surface oxidization environment or 

to subduction zone processes, could explain that age (Xie and Tackley 

2004). The coincidence with the assumed end of primary CC segregation 

is striking.   

3.1.8 Size of Reservoirs 

How much of the mantle must have been depleted in incompatible ele-

ments to form the present volume of CC? Estimates depend on the geo-

chemical models used and range from 25 to 90% (Hofmann 1997), but 

more likely 40–50% (Allègre 2002) – if CC was extracted from a primitive 

reservoir. If there was an early differentiation event (into EDR and EER) 

or if the bulk composition of the earth is different to primitive chondritic 

meteorites, then roughly 96% of the mantle must be as incompatible ele-

ment depleted as the MORB source (Boyet and Carlson 2005) (Carlson et 

al. 2007). There must be one or more reservoir(s) containing the missing 

elements, in particular, the heat-producing nuclides (235U, 238U, 40K, 232Th) 

and 40Ar (Albarède and van der Hilst 2002).  

The mean age of CC is 2–2.5 Ga, and that of oceanic basalts 1–1.3 Ga 



3.1.9 Reconciliation of Geophysical and Geochemical 
Constraints 

There are several proposals how the depleted, well-mixed DMM could be 

separated from the other reservoirs and evolve independently for billions 

of years. 
 

Phase boundaries: The γ-spinel-to-perovskite-plus-magnesiowüstite 

phase transition at 660 km depth hinders convection. It is appealing from a 

geochemical point of view to assume that it forces the upper mantle to 

convect separately from the lower mantle, but results of seismic tomogra-

phy (e.g. van der Hilst et al. (1997), Trampert et al. (2004)) show penetra-

tion of the boundary today. On the other hand, temporal layering has been 

proposed on geological (e.g. (Condie 1997), geophysical (Breuer and 

Spohn 1995) and geochemical (Hofmann 1997; Allègre 2002) grounds. 

The necessary change in the effect of the phase transition could be due to 

the temperature-dependence of the Clapeyron slope (Hirose 2002) or the 

decreasing Rayleigh number (Ra) of the Earth (e.g. Tackley (1996)). How-

ever, at the Ra range assumed for the Earth, dynamic models commonly 

show avalanches through the phase boundary rather than long-term layer-

ing (Tackley 1996). 
  

Small-scale heterogeneities plus D”: The assumption that large-scale 

convection implies very efficient stirring leads to a cartoon with nearly the 

entire mantle being homogeneous DMM. Only D” remains as a possible 

repository of enriched reservoirs and hence as the OIB source region (e.g. 

Stegman et al. (2002)). OIB plumes originating at shallower depths 

(Montelli et al. 2004) are an argument against this model. Additionally, D” 

is a rather small volume in which to fit all the heterogeneities (Hofmann 

1997; Albarède and van der Hilst 2002). On the other hand, by assuming 

that the ‘homogeneous’ mantle is riddled with small scale (~8 km: 

(Helffrich and Wood 2001)) up to regional scale (~100 km: (Meibom and 

Anderson 2003)) blobs of recycled material, the model becomes geo-

chemically more plausible. Coltice and Ricard (2002) suggest a marble-

cake mantle with recycled OC and peridotites containing primitive veins. 

In this case the mantle is assumed merely to be better mixed within the 

MORB source region than below it. Differing geochemical signatures are 

formed by mixing different amounts of these components, and because of 

segregation of dense OC, possibly in D”. Heterogeneities smaller or com-

parable to the scale of sampling are supported by observations, but larger 

scale heterogeneities also exist (Trampert et al. 2004). None of above 

models, however, conclusively explains the coexistence of a shallow, more 

homogeneous reservoir and a deeper, less mixed one. 
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Different intrinsic densities: The nature of the D” layer is not entirely 

clear yet. It might be dominated by the effects of the perovskite to post-

perovskite phase transition (Monnereau and Yuen 2007), or higher internal 

density (Nakagawa and Tackley 2004). If the compositional part of D” is 

due to subducted OC (eclogite), it could be the HIMU reservoir (Hofmann 

1997).  If it is foundered early crust (Tolstikhin and Hofmann 2005), D” 

could serve as a source for primordial gases and missing incompatible 

elements.  

A similar proposal of early differentiation suggests that incompatible 

elements became enriched in a late crystallising layer of the terrestrial 

magma ocean – near the surface of the Earth. The residual of a magma 

ocean solidifies into a heavy layer that may sink, dragging the early en-

riched reservoir to the bottom of the mantle. There it could remain unsam-

pled and undetected until today. Such a scenario might explain that primi-

tive meteorites – believed to be the building blocks of the Earth – have a 

slightly skewed isotopic composition with respect to mantle samples 

(Boyet and Carlson 2005; Carlson et al. 2007). However, the solar nebula 

– from which the Earth and meteorites formed – was isotopically hetero-

geneous in the first place (Andreasen and Sharma 2006; Ranen and 

Jacobsen 2006). This could also explain the differences between chondritic 

meteorites and the Earth, supported by the fact that the Moon has an iso-

topic signature similar to the Earth’s mantle. The Moon likely formed from 

a giant impact into the Earth’s mantle, but simulations suggest that at least 

two-thirds of the material that makes up the Moon derived from the impac-

tor, not from Earth (Canup 2004). Either the impactor had a similar history 

of silicate differentiation as the early Earth or both formed from material 

that had a different isotopic signature to chondritic meteorites. 

Alternatively, a stable layer of dense melt may have formed at the base 

of the mantle early in the Earth’s history (Labrosse et al. 2007), possibly 

having a thickness of about 1000 km. Such an initial, basal magma ocean 

would have undergone slow fractional crystallization, and it would be an 

ideal candidate for an unsampled geochemical reservoir. It could host a va-

riety of incompatible species (most notably the missing budget of heat-

producing elements) and might also explain the geochemical observations 

of Boyet and Carlson (2005). 

tle’s early evolution, e.g., magma ocean crystallisation (Hofmann 1997). 

Its seismic invisibility combined with fluid-dynamical constraints, how-

ever, weighs against the presence of such a layer today (Oldham and 

Davies 2004).  

A stable dense layer at 1500–2000 km depth was put forward by 

Kellogg et al. (1999) and could represent a leftover feature from the man-



Dense material near the CMB could also be swept into ‘piles’ beneath 

upwellings and thinned, possibly to zero, under downwellings (Tackley 

2000). This model is consistent with seismic tomography (Tackley 2002; 

Trampert et al. 2004), but the volume of the piles is still rather small to sat-

isfy geochemical constraints (Hofmann 1997). It is not known whether 

dense piles can be formed and maintained by modern tectonic processes at 

the surface, or by core-mantle interactions, or represent a leftover expres-

sion of magma ocean fractional crystallisation, or a combination of these 

van der Hilst (2004).  
  

Viscosity contrasts: Blobs having a 10–100 times higher viscosity resist 

stretching and mixing by the surrounding mantle (Manga 1996). It is con-

ceivable, that 35–65% of the mantle could consist of such PM blobs and be 

concentrated in the LM (Becker et al. 1999). The lack of sampling of any 

such PM components at mid-ocean ridges and their need for persisting 

negative or neutral buoyancy despite substantial heating internal to the 

blobs are arguments against the model.  

Other studies focus on radial viscosity stratification. Neither sufficient 

layering in the stirring efficiency (Stegman et al. 2002) nor significant 

convective isolation (van Keken and Ballentine 1998), (van Keken and 

Zhong 1999), (Ferrachat and Ricard 2001) were found for moderate vis-

cosity contrasts.  A model with more extreme contrasts (> factor of 1000) 

developed small-scale dominated whole mantle convection and separate 

reservoirs for DMM and PM, but no deep subduction (Walzer and Hendel 

1999). 

Allègre (2002) surmises that vigorous convection in the asthenosphere 

and sluggish stirring in the high viscosity transition layer both contribute to 

maintaining the MORB source region. 

 Filtering in the transition zone: The solubility of water above the β-to-

γ-spinel transition is smaller than in the transition zone beneath it. Water 

lost from rising material lowers the melting temperature, possibly leading 

to a thin layer of partial melt at 410 km depth. Melt at that depth is denser 

than the matrix and will not rise. Incompatible elements concentrate in the 

melt and therefore only depleted material would reach the shallow mantle 

(Bercovici and Karato 2003). This hypothised filtering mechanism must be 

less efficient in hotter environments, allowing OIB forming plumes to re-

tain enriched signatures. The temperature dependence would also allow 

CC to be formed from a volume larger than that above the transition zone.   
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3.2 Model Setup 

 
(a) (b) (c) (d)

 

Fig. 1 All models feature these radial profiles of (a) specific heat at constant vol-

We use three different profiles for the melting temperature Tm (Tm1, Tm2, 
Tm 3) (Fig. 1 ). In Tm1 (Walzer et al. 2003) the melting temperature is line-

arly interpolated between 660 km depth and CMB, according to experi-

mental results of (Zerr and Boehler 1993; 1994). In Tm2 the melting tem-

perature at the CMB was adjusted to results of (Boehler 2000). Tm3 is 

taken from Walzer et al. (2004a). 

The heat generation rate per unit volume due to the decay of  40K, 242Th, 
235U, 238U  in the models is spatially homogeneous, but decays exponen-

tially with time. Parameters are based on Walzer et al. (2004a). The ob-

served scale of plumes (Montelli et al. 2004) is on the order of our grid 

resolution and their existence depends on the strong lateral temperature 

dependence of viscosity. Therefore, a self-consistent formation of small-

scale plumes is not possible in our models. On the other hand, major par-

tial melting is expected only near the surface, possibly above the CMB and 

near 410 km depth. In order to prevent unrealistically high temperatures, 

we considered cooling due to volcanism and small-scale plumes in the en-

ergy equation of some models. It is active only where T > Tm and can be 

restricted to certain depths and basically means cutting T > Tm to T = Tm 

each time step: 

Our convection calculations in this case study are restricted to uniform 

chemical composition and only consider the phase boundaries at 410 and 

660 km depth. Thermal conductivity is constant in all models: k = 12 Wm–1K–1. 

Radial profiles for pr, �r, g, KT were taken from PREM (Dziewonski and 

Anderson 1981), for cV  (Fig. 1a) and 	 (Fig. 1b) were derived by (Walzer 

et al. 2003; 2004a) based on PREM. � is shown in Fig. 1d, Tr in Fig. 3a. 

Lateral variations of � are allowed according to Eq. (7).  

ume, (b) Grüneisen parameter, (c) melting temperature Tm1, Tm2, Tm3 and 

(d) thermal expansivity 
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3.2.1 Rheology 

There is a low viscosity asthenosphere beneath the lithosphere and there 

Earth’s mantle. In particular it is not clear if there is another low-viscosity 

zone near the boundary between upper and lower mantle or if the viscosity 

just increases there. However, the endothermic phase transition that sepa-

rates the upper from the lower mantle, acts as dynamic barrier and is a net 

hindrance to vertical mantle flow. The bulk viscosity of the lower mantle is 

about 100 times higher than in the upper mantle. 

�
�
�

�

�

�
��
�

	
−⋅⋅⋅=

),(

1

),,,(

1
)()(exp)(),,,(

trTtrT
rTrcrtr

av
mtr ϕθ

ηϕθη

 

(18) 

 

ηη ⋅≥ 002.0eff . 

 
(a) (b) (c) (d)

 

Fig. 2 (a) Radial variation ct1 of the numerical damping factor, if not constant, (b) 

viscosity profiles �2 and �3, (c) viscosity profiles �4 and �5, (d) viscosity profile 

�6. (a) and (b) are based on Walzer et al. (2003) and (d) on Walzer et al. (2004a) 

are layers of higher viscosity beneath the asthenosphere. Otherwise there is 

currently no consensus on the laterally averaged viscosity profile of the 

Here we use Newtonian rheology with an Arrhenius law (Eq. (11)), 
 = 17  

(Karato et al. 2001) and �0 = 1021 Pa s. The radial variation of )(Tη  has 

been included in a profile )(rrη , which also accounts for pressure de-

pendence and compositional effects in the real Earth. For numerical rea-

sons the lateral variability had to be damped by a factor ct, which does de-

pend on radius (Fig. 2a) in some models and is constant in others. 

��

�
�
�

�

Viscoplastic yielding (Eq. (13)) is considered in the uppermost 285 km 

of the mantle. This weakening is not affected by ct, but limited to 
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3.2.2 Boundary Conditions 

The computing domain is a thick spherical shell, mimicking the silicate 

part of the Earth. The inner boundary at rCMB = 3480 km and the outer 

boundary at rE = 6371 km are free of tangential stresses, because the vis-

cosities of liquid outer core and atmosphere/hydrosphere are negligible 

compared to mantle rocks.  

A constant temperature of 288 K is assumed for the outer boundary, be-

cause it is the mean surface temperature today and there has been liquid 

water on the surface for at least 3.8 Ga.   

Different thermal boundary conditions at the CMB reflect the continu-

ous development of our models rather than being a focus of this paper. 

Condition CMB1 means a heat flux of 28.9 mW m–2 (Anderson 1998), 

temporally (Schubert et al. 2001) and laterally (Walzer et al. 2003) con-

stant. This was changed to spatially constant temperature, which is ad-

justed every time step to ensure a mean heat flux constant in time (CMB2). 

The physically most appealing approach is to couple a parameterised 

model of the evolution of the core to mantle convection. The heat flux 

across the CMB is equalled by secular cooling of inner and outer core, la-

tent heat from freezing or melting of the inner core, release of gravitational 

We use different radial profiles #)( ηη =rr  (Figs. 2b, c, d). The sim-

plest case, �1, is a constant viscosity of 1023 Pa s throughout the mantle. �6 

and Tm3 are favoured for the modern mantle and were derived (Walzer 

et al. 2004b) from PREM by using solid-state physics considerations, 

thermodynamic relations, the Grüneisen parameter and Lindemann’s law. 

The profile is anchored at 1021 Pas in the asthenosphere. That value is 

higher than assumed for the Earth (Dixon et al. 2004), but reflects our pre-

sent numerical capabilities. �2 is an earlier version (Walzer et al. 2003) of 

�6, with a weaker lithosphere and smoother gradients. Physically more de-

sirable steep gradients were taken out there for numerical reasons. A non-

conventional feature of �2 is a second asthenosphere below the transition 

zone. This weak layer is omitted in �3 in order to test its influence on the 

convection. When applied to models using �2, the module based on (Eq. (13)) 

had virtually no effect. Therefore �4 and �5 were introduced, featuring 

stiffer lithospheres but still keeping gradients smooth. Both are generally 

weaker than �6 and can therefore be interpreted to show effects of a sup-

posedly hotter, early mantle. However, no attempt has been made here to 

address shape and amplitude of the viscosity profile for the Archean man-

tle. We stress that profiles based on PREM are valid for the modern mantle 

only and that our present models do not include time dependence in the as-

sumed radial viscosity profile.  



potential energy due to the preferred segregation of heavy elements at the 

inner core boundary and the radiogenic heat production of the core. This 

energy balance was calculated every time step to obtain heat flux and spa-

tially constant temperature at the CMB as well as the radius of the inner 

core. The core model is based on Labrosse (2003) and the implementation 

is described in detail by Gottschaldt (2003). This kind of boundary condi-

tion is characterised in the following by the concentration of 40K, which is 

thought to be the major radiogenic heat source in the core.   

3.2.3 Initial Conditions 

Because of the assumption of infinite Prandtl number and homogeneous 

composition, we need to consider only the initial temperature field. The 

thermal state of the early Earth is highly speculative, and we have explored 

several different scenarios. Frequent impacts may have determined the 

heat structure of the outer layers (Arrhenius and Lepland 2000), leading to 

an early thermally stable stratification. A global magma ocean (Solomatov 

2000) or several large scale melting events (Kleine et al. 2004) are also 

conceivable. Fractional crystallisation and subsequent overturn has the po-

tential to result in compositionally or thermally stable layering, too 

(Elkins-Tanton et al. 2003; Zaranek and Parmentier 2004). In this context 

we used a starting profile of constant temperature Tav(r), which is stable in 

a compressible mantle. Only in the upper boundary layer did we introduce 

a smooth transition to the surface temperature (Fig. 3b). Together with a 

small lateral perturbation of the form      
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this initial condition is called IC1. Pl
m is a Legendre function. The above 

perturbation is used for all models of this study. In IC2 a lower thermal 

boundary layer was added (Fig. 3c). An adiabatic profile plus boundary 

layers (Stacey 1992) and the solidus Tm3 are more obvious starting pro-

files, used in IC3 (Fig. 3d) and IC4 respectively. 

) [

158      K.-D. Gottschaldt et al. 



Mantle Dynamics – A Case Study      159 

(a) (b) (c) (d)

 

Fig. 3 Radial profiles of (a) reference temperature Tr, (b) initial temperature 

3.3 Numerics 

3.3.1 Mantle Convection Code: TERRA 

The coupled system of equations is solved numerically with the well-

established Fortran code TERRA (Baumgardner 1983; Yang 1997) for the 

whole evolution of the entire mantle. The computational grid is based on a 

projection of the regular icosahedron onto a sphere and successive dyadic 

refinements (Baumgardner and Frederickson 1985). Concentric copies of 

such spherical layers of nodes build the domain in radial direction. All 

models have been run on a grid with 1394250 grid points, corresponding to 

a spatial resolution on the order of 100 km. Equations (2) and (4) are dis-

cretised in an Eulerian approach by finite elements with linear basis func-

tions and solved simultaneously (modified after Ramage and Walthan 

(1992)) using a multigrid method. The energy equation is discretised by 

the MPDAT algorithm (Smolarkiewicz 1984) and integrated with a Runge-

Kutta scheme using explicit time stepping. Domain decomposition is used 

for the parallelisation (Bunge and Baumgardner 1995) with MPI. TERRA 

was benchmarked for constant viscosity convection by Bunge et al. (1997) 

with numerical results of Glatzmaier (1988) for Nusselt numbers, peak 

temperatures, and peak velocities. A good agreement (� 1.5%) was found. 

However, strong viscosity variations challenge the stability of the code and 

results should be interpreted as approximations. No detailed error analysis 

(DeVolder et al. 2002) was done.  

(black) and maximum perturbation (grey) for IC1, (c) IC2 and (d) IC3. Dotted 
lines in figure (a) mark the phase boundaries, which are considered in the code 



3.3.2 Treatment of Compositional Fields 

There are several methods to approximate the advection of non-diffusive 

scalar fields in thermal convection (van Keken et al. 1997). We use passive 

Lagrangian tracers that have no feedback on convection. Since the focus of 

this study is on large scale stirring, it was sufficient to initialise only two 

tracers per grid point. More tracers would be necessary for modelling 

chemical differentiation with active tracers, reproducing local geological 

features or characterise mixing across different scales. For testing, case H 

was repeated, starting with eight tracers per grid point. Without fine tuning 

nearly every second tracer was lost during the run, still giving twice the 

standard resolution at the last time step. A spherical harmonic analysis of 

the chemical field reveals not much structure above degree 30, so we cut it 

off there. The relevant results (Figs. 4, 5) are basically identical to the low 

resolution run.  

Each tracer represents half of the mass of its initial cell and keeps this 

attribute throughout the entire run. Trajectories of the tracers are calculated 

synchronous to the integration of the heat equation. They move independ-

ently of the TERRA grid, but are continuously re-indexed with respect to 

the nearest grid point. This allows efficient interpolation between the La-

grangian particles and the local neighbourhood of Eulerian grid points. 

Memory requirements limit the number of tracers that can be hosted by a 

single grid point. If a grid point becomes overcrowded, surplus tracers are 

deleted randomly. With ~2% lost tracers and ~5% empty cells after a typi-

cal evolution run coverage is reasonably good. The accuracy of tracer tra-

jectories was tested with prescribed velocity fields. Deviations from the 

analytic solution were less than 0.006%, which means ~10 km for a typical 

run.   

3.3.3 Definition of Two Components 

Here we want to track the dispersion of the material that comes close to the 

surface (‘degasses’) and characterise its subsequent distribution in the 

mantle at discrete time steps. In this framework we shall define two com-

ponents, degassed tracers and residuum, and apply two constraints in our 

definition: 

1. Each component will comprise 50% of the mantle at the end of the con-

vection calculation. This ensures the comparability of different models.  

The half-half distribution is the most sensitive for measuring the state of 

stirring between two components.  

2. It must represent a reasonable approximation for chemical differentia-

tion near the surface. This corresponds to the fact that major differentiation 
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processes like the extraction of CC and degassing are related to partial 

melting near the Earth’s surface. Hence the term ‘degassing’ is used here 

for a range of chemical modifications near the surface. 

The following algorithm is used to satisfy both constraints: No composi-

tional information is assigned to tracers during the convection calculation, 

but each tracer remembers its closest approach to the surface. This infor-

mation is output together with the Cartesian coordinates and the mass of 

each tracer. In postprocessing, the tracers are ordered according to that dis-

tance, starting with the smallest. Then their masses are added successively 

until the sum has reached 50% of the mantle mass. The distance attribute 

of the last tracer incrementing this sum is taken as degassing depth (dd). In 

other words, the degassing depth is an output, not an input. All tracers 

which have been closer to the surface than the degassing depth are as-

signed the concentration c = 0, while the residuum retains a concentration 

c = 1. This is identical to ongoing differentiation throughout the run with 

complete degassing above and none below the degassing depth. The algo-

rithm describes modification of pristine mantle near the surface and de-

gassing of primordial, non-radiogenic gases. It is not necessary to pre-

mantle rock can reach the surface only at these locations. The concentra-

tion of undegassed material in each grid cell is the mean of the concentra-

tions of all the tracers it contains, weighted by their masses.  

3.4 Model Results 

The ultimate goal of convection-differentiation models is to reproduce ob-

servations. For geochemistry this would be plots of isotopic concentrations 

in surface samples. Since no isotopic systems are modelled, this is not pos-

sible here. We focus on large-scale geometrical characteristics of the con-

vective flow instead. For easy comparison, results are grouped together 

here and will be discussed in the next section. The parameter space cov-

ered by this study and some output values are summarized in Table 2. 

Maximum and root mean square (rms) surface velocity may be used to 

compare the convective vigour of our models to the Earth. 

 

 

 

 

 

 

scribe degassing locations such as mid-ocean ridges or volcanoes, because 



Table 2 Summary of models contributing to this study.  Rheology is determined 

by the viscosity profile, denoted in column �, the numerical damping factor ct and 

the yield stress �y. The melting temperature profile, volcanism model, boundary 

condition at the CMB and initial condition are given in columns Tm, vol, CMB, and 

IC respectively. �y  is given in [108 Pa] and the concentration of 40K in the core in 

column CMB in [ppm]. The results for root mean square velocity  (vrms) and maxi-

mum (vmax) surface velocity are in [cm/year], the degassing depth dd is in [km]. All 

are for the last time-step 

Model � ct �y Tm vol CMB IC vrms vmax dd 

A �1 ct1 – Tm1 – CMB1 IC1 0.2 0.7 144 

B �2 ct1 – Tm1 –   1.5 2.7 64 

C �2 ct1 – Tm1 –  IC3 1.4 2.5 62 

D �2 ct1 – Tm1 – 100 IC2 1.6 2.6 67 

E �2 ct1 – Tm1 – 200 IC2 1.7 2.9 66 

F �3 ct1 – Tm1 – CMB1 IC1 1.7 2.6 69 

G �4 1.0 1.8 Tm1 vol1 CMB1 IC1 1.2 1.8 99 

H �5 1.0 1.8 Tm1 vol1 CMB1 IC1 0.5 1.4 163 

I �5 1.0 1.4 Tm1 vol1 CMB1 IC1 0.6 1.7 152 

J �5 1.5 1.35 Tm3 vol2  IC4 0.7 1.4 148 

K �6 1.0 1.4 Tm1 vol1  IC1 1.2 2.8 223 

L �6 1.0 1.35 Tm1 – 200 IC2 0.8 1.9 176 

M �6 1.0 1.35 Tm1 – 200 IC3 0.9 2.0 155 

N �6 1.0 1.35 Tm1 – CMB2 IC3 0.6 2.2 150 

O �6 1.0 1.35 Tm2 vol2 CMB2 IC3 0.8 1.7 151 

P �6 1.0 1.35 Tm2 vol2 200 IC3 0.8 2.4 160 

Q �6 1.75 1.35 Tm2 vol2 200 IC3 0.7 2.1 144 

R �6 1.5 1.35 Tm3 vol2 CMB2 IC4 0.7 1.8 158 
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Besides of Table 2, results are presented graphically in Figs. 4, 5 and in 

ture evolution plots display the laterally averaged temperature profile ver-

sus time in a contour plot. Accordingly, degassing evolution plots are 

based on laterally averaged profiles of the concentration of pristine mate-

rial. The scale of heterogeneity in the distribution of degassed material is 

determined by a spherical harmonic analysis. We applied the method used 

by Yang (1997) to the field of concentration minus the mean concentration 

at each radial level. The resulting spectral heterogeneity map is a contour 

plot of the rms amplitude of the scalar field at different depths for spherical 

harmonic degrees 0–30. The colour scale of each plot is given as percent-

age of the maximum value occurring in that plot for all degrees and depths. 

A spherical harmonic analysis is only done for the last time step, corre-

sponding to the modern Earth. The planform of the radial velocity compo-

nent at 65 and 2825 km depths is given for three time steps. Only each 

group of three pictures shares a colour scheme. Cutaway views of the man-

tle show the degassing field at the same time steps as the velocity planform 

Since some parameter variations have only minor influences on the con-

vective flow, pictures are just given for selected models.  

 

the Supplementary Material (available on accompanying DVD). Tempera-

pictures. All cutaway views use the same colour scheme (for more infor-

mation Please see the accompanying DVD).  
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Fig. 4 Results of selected models. Three cutaway views of the mantle are placed to 

the right of the letter that is denoting the model.  They show the degassing field at 

the same time steps as the planform of the radial velocity component is given be-

low. The upper row always is for 65 km depth and the lower row is for 2825 km. 

  Velocity is given in [cm a–1] and each legend is valid for a whole row. Depicted 
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time steps were chosen separately for each model. Degassing evolution plot and 

temperature evolution plot are placed in the right column. Light colours in the de-

gassing evolution plot indicate undegassed material (white = 100% pm). The leg-
end is also valid for the cutaway views. Pictures of not displayed models (in 

brackets) are similar to:  B ~ (C, D, E), H ~ (I), L ~  (K), M ~  (N, O, P, Q, R) 



 

A B F G

H J L M

 
Fig. 5 Spectral heterogeneity maps for the distribution of degassed material in the 

last time step of selected models. The grey scale depicts the percentage of the 

maximum value occurring in each individual plot for all degrees and depths 

The Supplementary Material contains additional visualizations of the 

evolution of the velocity fields for models A, F, C, I and K, as well as The 

Supplementary Material contains additional visualizations of the evolution 

of the velocity fields for models A, F, C, I and K, as well as animations of 

the degassing field for models A, C, I and K. 

Animations of the degassing field for models A, C, I and K. 

3.5 Discussion 

Mean surface velocities in all models are smaller than the observed value 

of 3.9 cm a–1 (Gordon and Jurdy 1986) and the observed maximum veloci-

ties of more than 10 cm a–1 are not reached either. O’Connell et al. (1991) 

estimate that ~45% of the Earth’s surface velocity field is in toroidal com-

ponents, but our models all display less than 5%. Further shortcomings are 

discussed in Walzer et al. (2004b). However, currently there is no model of 

the Earth that satisfies all main constraints. The behaviour of the litho-

sphere at plate boundaries is determined by small-scale phenomena (fluids, 

melt, cracking and elasticity) that are not resolved in our global models. 

Besides a more realistic lateral variability of rheology, coupling between 

different scales is desirable in future models. Especially the outer boundary 
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needs improvement but the deep mantle could still be adequately repre-

sented here. We do not attempt to relate the timescale of our models to the 

real Earth. Despite the rather low convective vigour (measured by surface 

velocity), we find degassing depths between 62 and 258 km, which are in 

the same order of magnitude as concluded by other studies: 60–115 km 

(Hirth and Kohlstedt 1996), 65 km (Regenauer-Lieb and Kohl 2003) and 

the depth of partial melting (<200 km: (Presnall et al. 2002)).  

3.5.1 Influence of Geometry 

In model A, no radial viscosity variation is assumed. This is certainly un-

realistic for the Earth, but most clearly demonstrates an effect of 3-d 

spherical geometry. Thermal convection in general is organised in cell-like 

structures, which may vary in their shape, symmetry, size and time de-

pendence. Let’s consider a single roll of constant angular velocity in an in-

compressible, isoviscous cube. There is a line of pure rotation through the 

centre of the roll, which lies at mid-depth in the cube. Conservation of 

mass requires that flux through a vertical plane below this stagnation line 

equals the flux through a plane above the line. Now let’s shrink the bottom 

of the cube, making it a frustum of an upside down pyramid. The stagna-

tion line will move upwards until the flux through the vertical plane above 

the line is the same as below. This is analogous to what happens in 3-d 

spherical geometry. The assumption of constant angular velocity is cer-

tainly not realistic and asymmetries in the velocity distribution of a cell 

will overlay the illustrated geometric effect. For example, the planform 

area of upwellings may be smaller or larger than that of downwellings, de-

pending on the model and even depth. A detailed investigation of the im-

plications and relative importance of these aspects is beyond the scope of 

this paper. In A degassed material from the top sinks right to the bottom of 

the mantle. There is only little hindrance at the depth of nonzero ct, be-

cause viscosity is increased locally in cold downwellings. In lateral aver-

age degassed material fills the mantle from the bottom. The upper half of 

the mantle keeps its pristine signature for the longest time. This is due to 

the combined effects of cell geometry, flux asymmetry and lateral averaging. 

The latter just means that there is less volume in the LM for the same 

amount of degassed material than in the UM, giving LM a more degassed 

signature on average. 

3.5.2 Influence of Rheology 

Model B is identical to A except for the viscosity profile. Downwellings 

are hindered and partially deflected, when they hit the high viscosity zone 



(HVZ) in the mid LM.  This is evident in the first cutaway view and the 

high concentration of degassed material in about 1500 km depth during the 

first billion years of evolution. Furthermore the long-term preservation of 

pristine material in the upper half of the mantle is more pronounced than in 

A, with the lowest concentration of degassed material even closer to the 

surface. Velocities are lower in the HVZ of the lower mantle and conse-

quently stagnation points of whole-mantle cells move further upwards. 

This effect is an additional reason for the more degassed signature of the 

LM. It has been observed in axisymmetrical models (van Keken et al. 

2001) and even in Cartesian geometry (Ferrachat and Ricard 2001). A dis-

tinct concentration gradient at 1500 km depth is maintained after ~1.5 Ga. 

This suggests that there is some degree of decoupling. Cold material sinks 

efficiently into the HVZ and produces long-wavelength heterogeneity 

there due to sluggish stirring. On the other hand, ambient upwelling from 

the HVZ delivers an average, less degassed signature upwards. The plan-

form of radial velocity shows that the area of up- and downwellings is 

about equal in the HVZ but in the UM downwellings are narrow.  

This is also true for the planform of model F, where the lower low vis-

cosity zone (LVZ) has been omitted. However, l ~ 7 heterogeneity is 

dominant throughout the mantle. This is a notable difference to B, where 

heterogeneity is pronounced in the HVZ. During its way down degassed 

material is stirred more efficiently, allowing only smooth concentration 

gradients in the lateral average. We conclude that the second astheno-

sphere is crucial for the decoupling of the stirring behaviour in the mid 

mantle.  

Support for that conclusion comes from model G, which features the 

lower LVZ but a stiffer lithosphere plus yielding. That variation hinders 

convection as indicated by lower surface velocities. In the first billion 

years degassed material is dispersed in the upper half of the mantle, similar 

to F. When the stable initial temperature profile is overcome, large cells 

fill the mantle from the bottom with degassed material. At the end, hetero-

geneity is pronounced in the HVZ. Hence the resulting layering of stirring 

behaviour is not an artefact of the early mode of dispersion in the model.  

Compared to G, the viscosity profile for H and I has a slightly thicker 

and stiffer lithosphere. This minor change triggers a rather different evolu-

tion. During the first billion years convection is hindered by the phase 

boundary and viscosity increase in 660 km depth, combined with the ef-

fects of the stable initial temperature profile and the stiffer lithosphere. 

Small-scale cells develop which efficiently disperse degassed material in 

the upper mantle. After about 1.5 Ga the boundary between the vigorous 

convecting zone and pristine mantle moves down through the second LVZ 

until it reaches the HVZ of the lower mantle. While hindered there, degassed 
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material is effectively stirred in the upper half of the mantle. However, the 

band of less degassed material in the degassing evolution plot at 500 km 

depth extends to at least 3 Ga. A less visible band develops at 1000 km 

depth. This indicates, that there are still some cells confined to the UM. 

Other cells are operating between the two asthenospheres, with their stag-

nation points in the stiffer transition zone. Between 3 and 4 Ga the lower 

half of the mantle starts to convect and the system switches to long wave-

length convection. Regions with persisting small-scale convection are 

dragged into the mantle by this catastrophic overturn. No stability analysis 

(e.g. like Turcotte and Schubert (2002), p. 270) has been carried out, but 

obviously that behaviour may be explained as follows. Small-scale con-

vection efficiently cools the upper half of the mantle, but it is not able to 

penetrate into the HVZ, where longer wavelength perturbations are unsta-

ble. Further cooling of the upper half and heating of the lower half in-

creases the Rayleigh number of the whole system, finally leading to the 

rise of the lower layer. The long wavelength of that rising layer is thereby 

overprinted on the entire mantle. Walzer and Hendel (1999) found a simi-

lar behaviour in a 2-d convection-differentiation model without stable ini-

tial stratification.  

The different yield stresses in H and I have only a gradual influence.  

Profile �6 in the otherwise identical model K initially leads to medium 

scale cells in the upper half of the mantle. There is no significant layering 

at the high viscosity transition zone or the phase boundary at 660 km 

depth, but instead at the lower HVZ. Large-scale overturn takes over be-

fore the upper half of the mantle is well stirred. This difference from mod-

els H and I is possibly due to the longer wavelength of the initial convec-

tion in the upper half of the mantle.       

Profiles �5 and �6 are compared again in models J and R, but with an 

unstable initial temperature profile. There is insignificant or no layering of 

convection now. In both models, degassed material sinks from the top to 

the CMB in large-scale cells from the beginning. As in B, stagnation 

points occur in the upper 1000 km of the mantle (pronounced in J) and 

heterogeneity is expressed mostly in the lower HVZ (pronounced in R).   

3.5.3 Influence of Initial Conditions 

The comparisons of H versus J and K versus R indicate, that stable initial 

layering is necessary to confine early convection to the upper layers of 

the mantle. This conclusion is supported by L versus M, which differ 

only in their initial temperature profiles. Layering on top of the lower 

HVZ is much weaker in M, which has an unstable initial profile. As 

demonstrated by A and B, stable initial layering is not sufficient to trigger 



layered convection. Walzer et al. (2004b) find the small-scale convective 

regime also in 2-d models with unstable initial temperature profiles, but 

with larger viscosity differences in the UM.  

3.5.4 Minor Influences 

According to Eq. (18) a higher melting temperature acts like an increased 

lateral temperature dependence of viscosity (ct) at a given depth, and the 

volcanism module (vol*) simply removes unrealistic peak temperatures. It 

follows from N versus O, that this difference affects degassing and global 

thermal history only slightly.  

The thermal boundary at the CMB could affect the temperature profile 

and therefore has the potential to alter the whole evolution. However, 

comparison of models with core evolution versus constant heat flux (M 

versus N and P versus O) shows no significant difference in their de-

gassing histories. The same is also true for D versus E, which feature dif-

ferent concentrations of 40K in the core. All models with core evolution 

develop higher CMB heat fluxes than assumed for the other models. This 

leads to steeper thermal boundaries at the bottom. A wider parameter space 

ought to be explored, especially for the influence of the CMB heat flow in 

models with stable initial layering. 

3.6 Conclusions 

Despite the deficiencies of our models the following conclusions are con-

sidered to be reasonably robust for Earth-like parameters:  

1. During large-scale convection in 3-d spherical geometry with a highly 

viscous LM, the upper 1000 km of the mantle are least affected by mate-

rial that was subject to differentiation near the surface.  

2. Realistic radial viscosity variations – with two low viscosity zones in 

the upper half of the mantle and a highly viscous LM – result in a layer-

ing of the stirring behaviour.  

3. Small-scale convection confined to the upper parts of the mantle is pos-

sible under certain conditions.  

4. The convective regime may change from small-scale to large-scale con-

vection. 

The timescale in our models is unlikely to correspond to the real Earth, 

because surface velocities are smaller than observed, the viscosity profile 

does not evolve and we only speculate about the initial conditions.  
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3.6.1  Relevance for the Earth 

We promote the following cartoon (Fig. 6) to be considered in the list of 

possible scenarios for the convection-differentiation history of the Earth.  

 

 
Fig. 6 During an episode of layered convection CC is extracted near the surface, 

leaving behind a depleted, well stirred residue above deeper pristine material (a) 

Later large-scale convection with deep subduction starts to work on this configu-

ration (b) Further differentiation and segregation of CC takes place near the sur-

face, but the shallow mantle is likely to retain its depleted, homogeneous signature 

due to 3-d spherical geometry and high viscosity in the mid lower mantle. Addi-

tionally, stirring is least effective in the mid lower mantle, allowing primitive and 

recycled material to coexist for the longest time in the convecting mantle. High 

density components may segregate in D”. The modern MORB source would be a 

leftover from the episode of small-scale convection plus variable contamination 

from the lower half of the mantle. Small-scale plumes sampling different regions 

of the heterogeneous lower mantle produce the observed scatter in OIB geochem-

istry (c) 

 

There may have been layered convection in the Archean mantle. CC is 

extracted near the surface and the residuum is well stirred by small-scale 

cells in the uppermost convecting layer, as in models H and I. A layer of 

homogeneous depleted material may grow on top of pristine mantle, as 

found in a convection-differentiation model of Walzer and Hendel (1999). 

The depleted layer is not necessarily confined to the UM and the boundary 

between both regions is irregular.  

At some stage the system must have switched to the style of convection, 

which is favoured for the Earth today. There are downwellings plunging 

from the surface into the lower mantle or even to the CMB.  Because of 3-

d spherical geometry and high viscosity in the lower mantle the stagnation 

points of the cell-like convective structures lie at rather shallow depths. 

Additionally, broad up- and small downwellings would fill the mantle 

from the bottom with degassed material and rise old material that has been 

there before. Laterally averaged, material just below the depth of partial 

melting can preserve its original signature for the longest time. The origi-

nal signature may be the depleted signature that is left from the episode of 

Draft 
 
 

(a) (b) (c) 

 



small-scale convection. Stirring is less effective in the HVZ of the lower 

mantle and heterogeneities can persist there longer than in other parts of 

the mantle. Primordial material could have survived there, or, if stabilized 

by higher density, in D”. Inefficient stirring in the HVZ also provides a 

mechanism to store recycled lithosphere (low U/He ratio) for some time. 

High 3He/4He signatures might arise there, due to retarded radiogenic in 

growth of 4He, as suggested by Ferrachat and Ricard (2001). Toroidal 

components and plate velocities at the surface are larger in the real Earth 

than in our models. Therefore stirring of the MORB source is probably un-

derestimated here and the heterogeneity contrast to the HVZ in the LM 

may be even larger in the real Earth. A filter operating in the transition 

zone (Bercovici and Karato 2003) is not essential in this scenario, but may 

help to maintain a homogeneous, depleted MORB reservoir. 

Reasons for a change in the convective regime are speculative. The 

overcoming of initially stable layering – thermally or compositionally – 

might be a possibility. An impermeable boundary in the mid mantle is 

unlikely today, but compositional layering may have contributed to con-

vective isolation of lower parts of the mantle in the early Earth. Layering is 

more sustainable with higher convective vigour (Davaille 1999; Oldham 

and Davies 2004). Therefore it is also likely that the phase boundaries 

(Tackley 1996) and steep viscosity gradients (Walzer and Hendel 1999) 

had a stronger layering effect in a more vigorous regime. Almost certainly 

the viscosity was generally lower in the Archean. Radiogenic heating has 

been steadily decreasing. Both effects support higher convective vigour in 

the early Earth and likely had the potential to change the convective style 

of the mantle. In our models the viscosity profile is fixed for each run, gra-

dients are smoothed for numerical reasons and composition is uniform. 

Therefore layered convection in the Earth could have lasted longer than in 

the models – opposite to the effect of too small convective vigour on the 

model timescale. In the light of these competing shortcomings we cannot 

determine the duration of the layered period or the percentage of mantle 

processed from our models. 

Additional feedback could come from spatially inhomogeneous radio-

genic heating, with the pristine lower layer being heated more than the de-

pleted layer. The proposed change in the style of subduction (Xie and 

Tackley 2004) could be contributing to or resulting from a change of the 

convective mode.  

Two extreme scenarios are conceivable for the transition from small- to 

large-scale convection. One is the catastrophic overturn, captured in its ini-

tial stage by models H and I. The overturn is driven by the globally unsta-

ble layering and could result in a large-scale inversion of geochemical sig-

natures, with pristine on top of degassed material. This is the opposite of 
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what is being concluded from OIB and MORB signatures (Ballentine et al. 

2002). They also argue that this kind of overturn results in rising upper 

mantle temperatures, but this is not observed in the laterally averaged tem-

perature profiles of H and I. The other scenario is more like that occurring 

in model G. Large-scale cells appear early, but are accompanied by small-

scale cells. The small cells die out, leaving behind a well-stirred, depleted 

upper part of the mantle. Then large-scale convection takes over without 

catastrophic overturn. At some stage the existing long wavelength cells 

just start to penetrate the lowermost mantle. Local instabilities rather than 

unstable global layering control this onset of deep subduction. The second 

scenario is favoured here, but both are only a small change in lithospheric 

rheology apart (see discussion G versus H) and hence aspects of both may 

have been operating in the Earth. Neither mechanism has been investigated 

in detail as yet. Models G, H, and I show only certain aspects of each.    

3.6.2 Other Hints for a Change of Convective Mode 

A consequence of the scenario outlined above is that the upper parts of the 

mantle are heterogeneous in the early stages of small-scale convection and 

more homogeneous before the onset of large-scale convection. Large-scale 

convection increases heterogeneity again, leading to the modern geo-

chemical scatter in mantle-derived rocks. Rare earth signatures in picrites 

and komatiites from the Late Archean are indeed more homogeneous than 

in samples from the Early Archean, Proterozoic and Phanerozoic respec-

tively (Campbell 1998). 

Breuer and Spohn (1995) propose a flush instability to explain geologi-

cal and climate changes at the Archean-Proterozoic transition. There are 

several indications for rapid growth of CC, continents and ocean water 

mass during that time. CC growth is attributed to increasing UM tempera-

tures, convective vigour and the lower mantle reservoir becoming avail-

able for CC extraction. Increased degassing of the mantle could lead to in-

creased ocean water mass. This would be consistent with the catastrophic 

overturn scenario. Archean island-arc magmas originated in relatively 

warm, basaltic crust and at lower pressures than at present. This could be 

explained by a smaller plate scale (Taylor and McLennan 1995). 

Based on supercontinent cycles and greenstone ages, Condie (1997), fa-

vours layered convection before 2.8 Ga bp, episodicity of catastrophic 

overturn and hindering of deep subduction until 1.3 Ga bp and large-scale 

convection afterwards. Allègre (2002) reviews geochemical constraints 

and concludes that they are consistent with layered convection earlier and 

large-scale convection today. Breuer and Spohn (1995), Condie (1997) and 

Allègre (2002) assume the phase boundary at 660 km depth leads to tem-



poral layering. However, their general arguments are also valid for the 

types of layering discussed here.  

3.6.3 Outlook 

Future models aiming at the reconciliation of geophysical and geochemical 

constraints may consider the following points: 

(1) 3-d spherical geometry is important for global stirring.  

(2) One or more changes of the convective mode during the evolution of 

the mantle are a possibility.  

(3) Rheology has a strong influence on the stirring properties of the man-

tle. Shortcomings of our models are static viscosity profiles and an over-

simplified lithospheric rheology that yields unrealistic (toroidal) velocities 

at the surface. Viscosity profiles should evolve according to the mantle 

temperature and more realistic lateral viscosity variations need to be in-

cluded.  

(4) Neither trace element nor major element compositional differences 

have been modelled here. A more direct comparison of models and obser-

vations would be possible by coupling the evolution of isotopic systems 

(like Xie and Tackley (2004)) or reservoirs (like Walzer and Hendel 

(1999), (2008)) to models of mantle convection. Inhomogeneous internal 

heating, different densities and viscosities could provide a feedback on 

thermal convection.  

(5) We need a rational vision of Precambrian scenarios. Was there stable 

compositional or thermal layering? What was the tectonic style of the early 

Earth and how did chemical differentiation work, especially the segrega-

tion of CC? 

As a working assumption we propose a marble cake like structure for 

the modern mantle, with small-scale geochemical structure dominating in 

the MORB source and heterogeneities larger than the sampling volume of 

deep-rooted plumes occurring in the LM. This includes segregation and 

temporal or permanent storage of dense recycled material above the CMB. 

The more homogeneous structure of the shallow mantle could be a leftover 

from an episode of small-scale convection and differentiation near the sur-

face, combined with the effects of 3-d spherical geometry and the viscosity 

profile. Primitive material is most likely to have survived in the poorly 

mixed HVZ in the mid LM. It may reach the UM only as small-scale veins 

that are homogenised during sampling. A pure recycling model is also 

conceivable. The relative importance and time-dependence of additional 

mechanisms, like zoning by variable depth of subduction, a filter contrib-

uting to the homogeneity of DMM, differences during melt extraction and 

the statistical nature of sampling and the possibility of a doming regime 
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with dense piles in upwellings may be investigated in more sophisticated 

future models. 
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Abstract In this paper, the Discrete Element Model (DEM) is reviewed, and the 

ESyS_Particle, our new version of DEM, is introduced. We particularly highlight 

some of the major physical concerns about DEMs and major differences between 

our model and most current DEMs. In the new model, single particle rotation is 

introduced and represented by a unit quaternion. For each 3-D particle, six degrees 

of freedom are employed: three for translational motion, and three for orientation. 

Six kinds of relative motions are permitted between two neighboring particles, and 

six interactions are transferred, i.e., radial, two shearing forces, twisting and two 

bending torques. The relative rotation between two particles is decomposed into 

two sequence-independent rotations such that all interactions due to the relative 

motions between interactive rigid bodies can be uniquely determined. This 

algorithm can give more accurate results because physical principles are obeyed. 

A theoretical analysis about how to choose the model parameters is presented. 

Several numerical tests have been carried out, the results indicate that most 

laboratory tests can be well reproduced using our model.   

1 Introduction: A Review of the Discrete Element Method  

The Discrete Element Method (DEM), pioneered by Cundall (Cundall 

et al., 1979), has been a powerful numerical tool in many scientific and 

engineering applications. The basic idea behind DEM is to treat the sample 

to be modeled as an assemblage of discrete particles interacting with one 

another. At each time step, the calculations performed in DEM alternate 

between integrating equations of motion for each particle, and applying the 

force-displacement law at each contact. 

Yucang Wang and Peter Mora 

ESSCC, The University of Queensland, St. Lucia QLD 4072, Brisbane, 

Australia 

H. Xing, Advances in Geocomputing, Lecture Notes in Earth Sciences 119, 
DOI 10.1007/978-3-540-85879-9_6 

© Springer-Verlag Berlin Heidelberg 2009 

VI. The ESyS_Particle: A New 3-D Discrete 
Element Model with Single Particle Rotation  



184      Y. Wang and P. Mora 

In the past three decades, DEMs have been greatly developed and many 

different types of DEMs have appeared. Although the basic concepts are 

similar, these DEMs vary in the following aspects, all of which are the 

major physical concerns in DEM simulations and affect the simulated 

dynamics in various ways.   

1.1 Dimensionality: 2-D or 3-D 

computational restrictions and the geometric simplicity of the 2-D case. In 

some cases however 3-D simulations differ from their 2-D counterpart not 

only quantitatively but also qualitatively. Numerical and laboratory tests 

suggest that there are some significant differences regarding macroscopic 

friction and wing crack extensions between the 2-D and 3-D cases 

(Hazzard et al., 2003; Dyskin et al., 2003). As will be demonstrated later 

in this paper, it is more difficult to theoretically deal with finite particle 

One of the major advantages of DEM is that highly complex systems 

can be modeled using basic methodologies without any assumptions on the 

constitutive behaviors of the materials and any predisposition about where 

and how cracks may occur and propagate. This advantage allows DEM to 

study with great simplicity many problems which are highly dynamic with 

large deformations and a large number of frequently changing contacts. 

These simulations include blast and impact of brittle materials at high 

strain rates (Donze et al., 1997; Magnier et al., 1998; Hentz et al., 2004a; 

2004b), rock fractures (Donze et al., 1997; Young et al., 2000; Hazzard 

et al., 2000b; 2000c; Wang et al., 2000; place et al., 2001; 2002; Boutt 

et al., 2002; Chang et al., 2002; Matsuda et al., 2002; Hunt et al., 2003; 

Potyondy et al., 1996; 2004), soil mechanics and shear bands (Bardet et al., 

1991; Anandarajah, 1994; Ng et al., 1994; Iwashita et al., 1998; 2000; Oda 

et al., 1998; 2000; Thornton et al., 2000; 2003; 2006; McDowell et al., 

2002; Cheng et al., 2003; Tordesillas et al., 2004; Jiang et al., 2006), 

earthquake faults and gouges (Mora et al., 1993; 1994; 1998; 1999; 2000; 

Much of the early work on DEM was restricted to 2-D mainly because of 

2002a; 2002b; Scott 1996; Morgan, 1999; Morgan 2004; Place et al., 1999; 

2000; 2001; Wang et al., 2000; 2004; Hazzard et al., 2000a; 2002; 2004; 

Latham et al., 2006; Hu et al., 2004), frictional instability (Mora et al., 

1994; Guo et al., 2004), granular or powder flow (Schwarz et al., 1998; 

Langston et al., 2004; Sheng et al., 2004), landslides and slope instability 

(Chang, 1992; Cleary et al., 1993; Campbell et al., 1995; Eberhardt et al., 

2005) and mining and other industrial applications (Holst et al., 1999; 

Huang et al., 1999; Cleary, 2000; Cleary et al., 2002; Morrison et al., 

2004; 2007; Prochazka, 2004). 
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rotation in 3-D than in 2-D. In recent years 3-D DEM simulations have 

become more common thanks to an increase in computer speeds. 

1.2 Contact Laws: Linear or Non-Linear  

The simplest contact law is the linear contact law, in which contact 

stiffnesses are constants and independent of the relative displacement at 

contacts. It is found that this law can not reproduce the realistic 

phenomena in certain circumstances (such as cycling loading (Dorby et al., 

1992)). Non-linear contact laws, mainly based on Hertz and Mindlin 

theory (Mindlin et al., 1953; Johnson, 1987) provide more successful 

results in such circumstances (Morgan et al., 1999; Yang et al., 2000; Guo 

et al., 2004; Li et al., 2005). 

1.3 Particle Shapes: Disks/Spheres or 
Polygons/Polyhedrons   

1.4 Single Particle Rotation: With or Without 

In some DEMs, single particle rotations are prohibited. However, recent 

studies suggest that in some cases unrealistic results are generated if single 

Most DEMs employed disks (in 2-D) and spheres (in 3-D) due to their 

simplicity. It has been noted that disks and spheres tend to roll or rotate 

more easily. For this reason more complex shapes such as ellipse (Ting 

et al., 1993), ellipsoid (Lin et al., 1997), polygons (Issa et al., 1992; 

Matuttis et al., 2000; D’Addetta et al., 2002; Feng et al., 2004b), polyhedra 

(Mustoe, 1992; Hogue, 1998) are used. However polygons and 

polyhedrons introduce some disadvantages, these include difficulties in 

detecting contacts and calculating forces and torque in cases of edge–edge, 

edge–corner, corner–corner contact, and difficulties in extending from 2-D 

to 3-D and  bonding particles together. Another alternate may be 

aggregates or clumps of disks and spheres bonded together or cluster 

(Jensen et al., 1999), agglomerates (Ning et al., 1997; Cheng et al., 2003; 

Lu et al., 2007). All of the disadvantages discussed above can be overcome 

without too much effort and crushing and fracture of aggregates can be 

easily modeled. The disadvantage is that this method requires a larger 

number of particles. However with developing computing power and 

paralleled techniques, this will not be a major problem in the future. 

(Hart et al., 1988; Cundall, 1988; Ghaboussi et al., 1990) and superquadric 
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particle rotation is ignored (Wang et al., 2008a). The reason behind this is 

that the rotation of a particle provides the mechanisms for local 

transmission of shear forces and moments that are not present in non-

rotational DEM simulations. 

Particle rotation in 2-D can be represented easily using a scalar 

orientation and single angular velocity. In 3-D orientations require three 

independent parameters and explicit representations for such orientations 

are needed. By explicit, we mean that once the explicit variable is given, 

the orientation of a 3-D particle is uniquely determined. Candidates of 

such variants include matrix, quaternion, vector, Euler Angles.   

In some existing DEMs, particle orientations are implicitly represented 

using three angular velocities around three orthogonal axes. As will be 

discussed in Sect. 6, this method has its shortcomings, because in 3-D one 

can not extract the orientation of a particle by simply integrating three 

angular velocities, limited by the physical principle. In the ESyS_Particle, 

unit quaternion is used as an explicit representation of particle orientation 

(Wang et al., 2006). To our knowledge, the few DEMs have employed 

quaternion (Johnson et al., 2007; Fleissner et al., 2007).  

1.5 Algorithm for Integrating the Equations of Motion 

Typical integration methods used in DEMs are the Molecular Dynamic 

algorithm, such as Velocity Verlet and leapfrog (Allen et al., 1987). If 

rotation is involved, integration of rotational equations should also be 

considered, including updating angular velocities and updating the 

orientation degree of freedom (Dullweber et al., 1997; Kol et al., 1997; 

Omelyan, 1998a; 1998b; Buss, 2000; Miller et al., 2002; Munjiza et al., 

2003; Krysl et al., 2005; Wang, 2008b). 

1.6 Bonded or Not Bonded 

In the bonded (cohesive) DEMs, particles are bonded together so that 

tensile forces can be transmitted, but in the un-bonded (cohesionless) 

DEMs, only repulsive forces can be transmitted between particles. The 

former is often used to model wave propagation and fracture of intact 

materials such as rocks (Mora et al., 1993; 1994; 1998; Place et al., 1999; 

2002; Chang et al., 2002; Hazzard et al., 2000a; 2000b; Potyondy et al., 

1996; 2004; Donze et al., 1997; Hentz et al., 2004a; 2004b). While the 

latter, or “real discrete” model, is used to model motions of power and 

behaviors of particulate materials (Morgan et al., 1999; Sheng et al., 2004; 

Sitharam, 2000).  
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1.7 Interactions Between Particles: Complete 
or Simplified  

1.8 Criterion for Bond Breakage 

For bonded DEMs, a criterion is required to judge the breakage of bonds. 

The widely used criterion is that a bond breaks either when the tensile 

strength or the shear strength is reached (either r0r Ff ≥ or s0s Ff ≥ ) 

1.9 Frictional Forces  

Frictional interactions play important roles in DEM simulations, 

particularly for granular flow. DEMs commonly employ a simple 

Theoretically, for 2-D bonded models, three interactions (normal force, 

shear force and a bending moment) between two bonded particles should 

be permitted; whereas in 3-D case, six interactions should be permitted 

(i.e. normal force,  two shear forces, two bending moments and a twisting 

moment, see detail in Sect. 3.1.1). Under certain circumstances it is a good 

approximation to use a simple force-displacement law and ignore certain 

interactions, such as models in which only normal forces exist (Mora et al., 

1993; 1994; 1998; Toomey, et al., 2000), or models in which only normal 

and shear forces are transmitted (Scott, 1996; Chang et al., 2002; Hazzard 

et al., 2000a; 2000b). However studies from experiments and numerical 

simulations suggest that rolling resistance at contacts has a significant 

influence on the behaviors of granular media (Oda et al., 1982; 1998; 

2000; Schlangen et al., 1997; Iwashita et al., 1998; 2000; Tordesillas et al., 

2002; Kuhn et al., 2004). When only radial forces are transmitted between 

bonded particles, or rolling resistance is absent, the widely-observed 

laboratory tests of wing-crack extension can not reproduced (Wang et al., 

2008a). Based on these analyses, DEM software, the ESyS_Particle, has 

been extended to include the complete set of interactions in 3-D (Wang 

interactions is important to the accuracy of simulations. 

et al., 2006; Wang, 2008b). We point out that the calculation of these 

(Potyondy et al., 1996; Donze et al., 1997; Magnier et al., 1998). A 

combined criterion, which takes into account the effect of normal force on 

shear failure, is used in the ESyS_Particle (Eq. (21)). A similar but 

parabolic-type criterion is employed by Pelenne et al. (Pelenne et al., 

2004). Several different criteria are presented by Davie et al. (Davie et al., 

2003). More work is required to compare the different types of criteria. 
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Coulomb friction model in which a shear stiffness is introduced for 

touching particles that resists tangential movement between the particles 

until shear force exceeds a threshold (Matuttis et al., 2000; Hazzard et al., 

In the earlier version of ESyS_Particle, a rate- and state- dependent 

fictional law (motivated by laboratory studies of frictional sliding) was 

implemented (Abe et al., 2002) but found to be too computationally 

expensive. It is also unclear whether this law is the basic friction 

mechanism at particle scale, or it is an emergent phenomenon which 

should be reproduced at macroscopic scale. In the current version, a simple 

stick-slip frictional algorithm is used which accurately captures the 

transition between static and sliding frictional states. Besides, rolling 

friction is considered by some modelers (Zhang et al., 1999; Zhou et al., 

1999; Feng et al., 2004a). 

1.10 Parameter Calibration 

Values for the micro-physical elastic stiffness parameters in DEM 

simulations are typically chosen via empirical or trial-and-error methods 

(Chang et al., 2002; Hazzard et al., 2000a; 2000b; Boutt et al., 2002; 

Matsuda et al., 2002). Empirical calibration involves simulation of uni-

axial or tri-axial tests on a particle assembly and measurement of the 

Sometimes researchers outside DEM community have the wrong 

impression that DEM parameters are chosen arbitrarily and DEM does not 

generate the realistic macroscopic elasticity, as continuum models such as 

the Finite Element Method do. For regular lattices of equal-sized spheres it 

is possible to derive relations between the microscopic parameters (particle 

scale stiffnesses) and macroscopic elastic properties (Wang et al., 2008c). 

Choice of micro-physical fracture parameters is more difficult, requiring 

empirical calibration against laboratory results.  

Other major challenges in DEMs include coupling between different 

physical processes such as heat, pore flow (Abe et al., 2000; Sakaguchi et 

al., 2000) and coupling between DEM and Finite Element Method 

(Munjiza et al., 1995; Owen et al., 2001).  

In this paper, we will give a detailed description of the ESyS_Particle, 

our DEM. The paper is arranged as follows: the basic features of the 

model, and a detailed description, including equations and algorithm to 

integrate the equations (rotational) are presented in Sect. 2; Sect. 3 

2000c; Matsuda et al., 2002; Cheng et al., 2003; Hentz et al., 2004a; 

2004b; Delenne et al., 2004; Potyondy et al., 2004).  

macroscopic elastic properties (Young’s modulus and Poisson’s ration) in 

a numerical analogue for the laboratory studies with real materials. 
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introduces three kinds of contacts and the ways to calculate the forces and 

torques. In Sect. 4 model parameters are discussed; Sect. 5 gives some of 

the simulations and Sect. 6 highlights the major differences between our 

model and the most existing DEMs, followed by conclusions in Sect. 7.  

2 The Model, Equations and Numerical Algorithms 
to Integrate These Equations 

2.1 A Brief Introduction to the ESyS_Particle 

The ESyS_Particle, previously called Lattice Solid Model or LSMearth, is 

similar to the Discrete Element Model (Cundall et al., 1979) and Molecular 

Dynamics (MD, Allen et al., 1987; Rapaport, 1995) but involves a 

different computational approach (Place et al., 1999). It has been applied 

to the study of  physical process such as rock fracture (Mora et al., 1993; 

Place et al., 2002), stick-slip friction behavior and friction (Mora et al., 

1994; Place et al., 1999), granular dynamics (Mora et al., 1998; 1999), 

heat-flow paradox (Mora et al., 1998; 1999), localization phenomena 

(Place et al., 2000), Load-Unload Response Ratio theory (Mora et al., 

2002b; Wang et al., 2004) and Critical Point systems (Mora et al., 2002a).  

In the current ESyS_Particle model, particles can be disks (2-D) or 

spheres (3-D). Single particle rotations have been introduced recently and 

are represented by unit quaternion (Wang et al., 2006), therefore each 

particle brings three degrees of freedom in 2-D, and six in 3-D. There are 

The source code is written in C++ with a Python script interface. Before 

running the code, the initial conditions, physics parameters, integration 

steps, types of particles (simple or rotational particle), types of loading 

walls, the contact properties (elastic, frictional,  bonded contacts), artificial 

three kinds of basic contacts when two particles touch: bonded, Solely 

normal repulsive and cohesionless frictional contact. In bonded contacts, 

the full set of interactions are involved, that is, all three interactions 

(normal, shearing forces and bending moment) are transmitted in 2-D and 

six (normal, shearing forces, bending and twisting moment) in 3-D are 

transmitted between each bonded particle pair. A new technique has been 

developed to decompose the relative rotations between two rigid bodies in 

such a way that the torques and forces caused by such relative rotations 

can be uniquely determined (Wang, 2008b). In the case of the solely 

normal repulsive contacts, only normal forces exist when two particle 

contact, and for cohesionless frictional contacts, frictional forces appear in 

tangential directions. 
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viscosity, ways of loading (force controlled or displacement controlled) 

and output fields are specified in the script.  

Pre-processing includes a particle generation package, which can 

generate regular or random sized particles (initial position, radius and a 

unique identifier for each particle) and bond information (if needed). 

Aggregates (grains), gouges and faults can also be made. Post-processing 

includes Povray and VTK visualization packages, which can visualize the 

article and fields (velocity, displacements). The code is Parallelized using 

MPI, which significantly increases the computational capabilities.   

2.2  Equations  

Particle motion can be decomposed into two completely independent parts, 

translational motion of the center of mass and rotation about the center of 

mass. The former is governed by the Newtonian equation  

                         
Mtt )()( fr =��                                                      (1) 

where )(tr , )(tf and M are position of the particle, total forces acting on 

the particle and the particle mass respectively. A velocity Verlat scheme 

The particle rotation depends on the total applied torque and usually 

involves two coordinate frames, one is fixed in space, called space-fixed 

frame, in which Eq. (1) is applied. The other is attached to the principal 

axes of the rotation body, referred to as body-fixed frame. In the body-

fixed frame, the dynamic equations are (Goldstein, 1980)    
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where 
b
xτ ,

b
yτ  and 

b
zτ  are components of the total torque 

b� expressed in 

body-fixed frame,
b
xω ,

b
yω  and 

b
zω  are components of the angular 

has been used to integrate the equation above (Allen et al., 1987; Mora 

et al., 1994; Place et al., 1999).  
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velocities 
b� measured in the body-fixed frame, and xxI , yyI and zzI  are 

the three principle moments of inertia in body-fixed frame in which the 

inertia tensor is diagonal. For 3-D spheres, zzyyxx IIII ��� .  

Due to the singularity caused by Euler angles, the unit quaternion 

kqjqiqqq 3210 ���� is usually used to describe the orientation in 

numerical simulations (Evans, 1977; Evans et al., 1977), where i, j, k  

satisfy 1222 ����� ijkkji , kjiij ��� , ikjjk ��� , jikki ���  and  

1
3

0

2 ��
�i

iq .                                                                

The physical meaning of a quaternion is that it represents a one-step 

rotation around the vector kq+jq+iq 32
ˆˆˆ

1
  with a rotation angle of 

)( 02 arccos q (Kuipers, 1998). It is a very convenient tool in that sequences 

of rotations can be represented as a quaternion product (Kuipers, 1998). 

A quaternion for each particle satisfies the following equations of 

motion (Evans, 1977; Evans et al., 1977),  

                   �QQ 0 )(q
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2.3  Algorithms to Integrate the Equations of Rotation 

Now Eqs. (2) and (3) can be solved numerically and the numerical method 

we use is outlined below (Fincham, 1992).   

In the numerical time integration scheme we obtain the quaternion 

)( dttq �  at the next time step using: 

)()/()(

)()()()()(

3

3
2

2

2

dtOdttqdttq

dtOtqdttqdttqdttq

����

�����

�

���
                           (4)  
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Hence, the quaternion derivative at mid-step ( )/( 2dttq +� ) is re-

quired. Equation (3) indicates that )/( 2dttq +  and )/( 2dtt +b�  are 

also required, where the former can be easily calculated using 

22 /)()()/( dttqtqdttq �+=+                                              (5) 

where )(tq� again is given by Eq. (3), and )(tb� can be calculated using 

22 1 /)()/()( dttIdttt bbb ��� −+−=                                     (6) 

and  )/( 2dtt +b�  can be obtained using  

dttIdttdtt )()/()/( bbb ��� 122 −+−=+                                (7)  

In this algorithm, only )/( 2dtt −b�  and )(tq  need to be stored, 

whereas the other quantities, such as )/( 2dttq + , )(tb� , )(tq� , 

)/( 2dttq +�  etc. are treated as temporary and auxiliary values.  

To avoid build-up errors, it is a common practice to renormalize quater-

nion at frequent intervals (usually done at every time-step). The whole al-

gorithm proceeds as follows: 

Step 1:  calculate the force f  and torque )(tb�  at time t according to 

Step 2:  update )(tb�   using the stored  )/( 2dtt −b�  according to Eq. 

(6). 

Step 3:  obtain )(tq�  using Eq. (3). 

Step 4: calculate )/( 2dtt +b�  using the stored )/( 2dtt −b�  accord-

ing to Eq. (7). 

Step 5:  compute )/( 2dttq +  using Eq. (5). 

Step 6:  evaluate )/( 2dttq +�  using Eq. (3). 

Step 7:  calculate )( dttq +  using Eq. (4). 

Step 8:  renormalize  quaternion )( dttq + . 

Eqs. (11), (12), (13), (14), (15), (16), (17) and (18). 
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3 Contact Laws, Particle Interactions and Calculation of 
Forces and Torques 

When particles come into contact, three kinds of interactions can exist in 

the current ESyS_Particle model: bonded, solely normal repulsive and 

cohesionless frictional interaction. Bonded interaction permits tensile 

forces to be transmitted between particles and can be used to model 

behaviors of continuum or intact materials. The breakage of bonds 

provides an explicit mechanism for microscopic fracture. While the solely 

normal repulsive and cohesionless frictional interaction do not allow 

tensile forces to be transmitted between particles, and therefore suitable for 

modeling the motions and behaviors of “real discrete” or granular 

materials (such as powders, sands and earthquake gouges). 

3.1  Bonded Interaction  

For bonded interactions, the three important issues that need to be 

specified are types of interactions being transmitted between each particle 

pair, the algorithm to calculate the interactions between bonded particles 

due to the relative motion and the criterion for a bond to break. 

3.1.1  The Bonded Model  
In the ESyS_Particle, three parameters are used to represent the centre 

position of each 3-D particle, and three parameters to represent rotations 

about the center, the complete set of interactions requires six kinds of 

interactions being transmitted between each particle pair in the 3-D case, 

and three in the 2-D case. 

Under small deformations, the relationship between interactions and 

relative displacements between two bonded particles can be written in the 

linear form (Fig. 1) 

             rfr Δ= rK ,  

             
1s1 sf Δ= 1sK  , 

             
2s2 sf Δ= 2sK , 

             
tt �� Δ= tK , 

             
b1b1 �� Δ= 1bK , 

             
b2b2 �� Δ= 2bK ,                                                                 (8) 
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where rΔ , 1sΔ ( 2sΔ ) are the relative displacements in normal and 

tangent directions. t�Δ  and b1�Δ ( b2�Δ ) are the relative angular 

displacements caused by twisting and bending. rf , s1f , s2f , t� , b1�  

and b2�  are forces and torques, rK , 1sK , 2sK , tK , 1bK and 2bK are 

relevant stiffnesses. If the bond is identical in every direction, 

21 sss KKK ==  and 21 bbb KKK == .  

 

 

 

Fig. 1 Six kinds of interactions between bonded particles. rf  is normal force, s1f  

and s2f   are shear forces , t�  is twisting torque, b1�  and b2�  are bending torque 

 

3.1.2  Calculation of Interactions due to Relative Motion 
The calculation of the interactions between bonded particles due to relative 

motion requires decomposition of the relative motions. Suppose in the 

space-fixed frame, the initial positions of particle 1 and 2 at time t = 0 are 

kjir10 101010 zyx ++=  and kjir20 202020 zyx ++= , the initial 

X
Y

Z

rf

s1f s2f
t�

b1� b2�
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orientations of particle 1 and 2 are kjip 00010 +++=  and 

kjiq 00010 +++= . At time t, the current positions are 

kjir1 111 zyx ++=  and kjir2 222 zyx ++= , the current orientations 

are kpjpippp 3210 +++=  and kqjqiqqq 3210 +++= . Let 

111 ZYX  and 222 ZYX represent the body-fixed frame of particle 1 and 2, the 

relative translational displacements of particle 1 with respect to X2Y2Z2 is 

(Fig. 2) 

        00b rrrrr −=−=Δ − qq 1
,                                                     (9) 

where 2010 rrr −=0  is initial relative position of particle 1 with respect to  

X2Y2Z2 , and 

 kjirrb 121212

1 zyxqq ++== −
                                           (10) 

is the current position of particle 1 with respect to X2Y2Z2, in which the 

possible rotation of particle 2 has been taken into account, and  

21rr = . 

 

 

Fig. 2 The relative translational displacements of particle 1 relative to particle 2 

with respect to X2Y2Z2  co-ordinates is rΔ . 0r  and br  are initial and current 

relative position of particle 1 in X2Y2Z2 . 

 
 

In case of brr <<Δ  and 0rr <<Δ , we have normal force 

  bbbr rrrrf )( 0−= rK                                                      (11) 
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Shearing force has two contributors 

  
r

s
t

ss fff +=                                                                       (12) 

where
t

sf , caused by translational displacement relative to X2Y2Z2  without 

relative rotation, can be expressed as  

srf b
t

s γsK=                                                                      (13) 

where 

b0

b0

rr
rr ⋅=γcos  and unit vector 

)(
)(

0bb

0bb

rrr
rrrs

××
××= .       

Since
t

sf  is exerted on surface, rather than the center of mass, it gener-

ates a torque 

tfr� t
sb

t
s

2

1=                                                                      (14) 

where unit vector 

b0

b0

rr
rrt

×
×= . Note that Eqs. (11), (13) and (14) are evalu-

ated in the second particle’s body-fixed frame X2Y2Z2. 
r

sf  in Eq. (12), caused by relative rotation of particle 1 with respect to 

X2Y2Z2, is given later. 

The relative rotation of particle 1 over particle 2, or rotation from 

222 ZYX to 111 ZYX , is represented by the quaternion pqpqro *== −1

21 . 

Suppose 222 ZYX ′′′  is an auxiliary frame, obtained by directly rotating 

222 ZYX such that its 2Z ′ -axis is pointing to particle 1. It is the 222 ZYX ′′′  

system in which the relative rotation between two particles should be 

evaluated (Fig. 1). Such relative rotation makes 222 ZYX ′′′  rotate to 

111 ZYX ′′′ (Fig. 3, only the 1Z ′ -axis is drawn), and can be decided by the 

quaternion krjrirrmrmr o
321021

1

21 +++== −
(expressed in 222 ZYX ′′′  

system), where the quaternion m specifies the rotation 

from 222 ZYX to 222 ZYX ′′′ , and is given by 
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By using quaternion algebra, it has been proved that (Wang et al., 

2008a) an arbitrary rotation between two rigid bodies or two coordinate 

systems cannot be decomposed into three mutually independent rotations 

around three orthogonal axes. However it can be decomposed into two 

rotations, one pure axial rotation of angle � around its 2Z ′ -axis, and one 

rotation of 2Z ′ -axis over 
 on certain plane controlled by another 

parameter �. Figure 3 describes such a decomposition. These two 

rotations, corresponding to the relative twisting and bending between two 

bodies in our model, are sequence-independent. Such a two-step rotation is 

controlled by three independent parameters �, 
 and �, which can be 

decided as follows, 
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Fig. 3 An arbitrary rotation between two rigid bodies or two coordinate systems 

can be decomposed into two-step rotations, one pure axial rotation of angle � 

around its 
2Z ′ -axis, and one rotation of 

2Z ′ -axis over 
 on certain plane controlled 

by another parameter �  

 

After applying this decomposition, the bending, twisting torque and 

shear forces exerted on particle 2 are (expressed in 222 ZYX ′′′  co-ordinates) 

       )( ji�b ϕϕθ cossinKb +−=′  

       k�t ψtK=′  
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s�′  is the torque  generated by sf ′ . It should be pointed out that Eqs. 

(14) and (17) are based on assumption of two equal-sized spheres. In case 

of different sized spheres, torques should be changed accordingly. For 

example, the torque in Eq. (14) should be replaced by 

( )211 RRR +=  tfr� t
sb

t
s1

ˆ  and ( )212 RRR +=  tfr� t
sb

t
s2

ˆ , where 1R and 

2R are radii of two particles.  
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             1−′= mm s
r

s ff ,  1−′= mm s
r
s �� . 

The total forces and torques of each particle are expressed as sums of 

contributions from all particles bonded to it  
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is the rotation matrix, representing the rotation specified by quaternion  

kqjqiqqq 3210 +++= . 

To test our algorithm described above, we performed simulations using 

a simple model which consists of seven bonded cubes. Slow constant ve-

locities or angular velocities are exerted on the first and the last cube to 

make the whole chain deform (i.e. stretching, twisting, bending or combi-

nation of deformations). We then compare the relative errors incurred us-

ing the incremental method (which is used by the most DEMs) and using 

our algorithm for different time step sizes dt (Wang, 2008b). The relative 

error is defined as (kinetic energy + potential energy – external 

work)/(external work).  We found that the errors in the incremental method 

increased much faster with increasing time step than those in our algo-

rithm, indicating that our algorithm is more accurate and stable over a 

greater range of time step sizes (Fig. 4). 

 
 

Torques and forces can easily be transformed back to X2Y2Z2 frame. 

       1−′= mm b
r
b �� , 1−′= mm t

r
t ��  

Since f  in Eq. (1) is expressed in space-fixed frame, but rf ,
t

sf  

and
r

sf  in Eqs. (11), (13) and (18) are evaluated in the body-fixed frame, a 

second transfer is required in Eq. 1

Eqs. (1, 2 and 3) can be integrated for each particle.   
9. Once forces and torques are gained, 

  (18)  

                                           (19) 

                                              (20) 
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Fig. 4 Evolution of Relative errors with time in the incremental method (above) 

and in our algorithm (down) for different integration time steps dt (from 0.0001 to 

0.002). The errors increase much faster in the incremental method than that in our 

algorithm with increasing integration time step dt 

3.1.3  Criterion for Bond Breakage 
In the ESyS_Particle model, a bond breaks under either of the following 

conditions: 

       If  the pure extensional force exceeds the threshold r0r Ff ≥ (but it 

does not break under pure compression)  

       If the pure shear force s0s Ff ≥   

       If the pure  twisting torque  0tt �� ≥   
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       If the pure  bending torque  0bb �� ≥ .  

When all the interactions exist at the same time, the following empirical 

criterion is used to judge whether or not a bond is going to break 

            | | | | | |
1≥

0b

b

0t

t

�
�+

�
�+

F
f+

F
f

s0

s

r0

r  ,                                                    (21)  

where s2s1s fff += , b2b1b ��� +=  (in 3-D). In the 2-D case the third 

term in Eq. (21) drops. We set rf  positive under extension and negative 

under compression such that it is more difficult for a bond to break under 

compression than under extension, therefore the effects of normal force on 

breakage of the bond has been taken into account.  

3.2  Solely Normal Repulsive Interaction  

When two particles contact elastically, only the normal force rf  exists, 

and Eq. (11) holds only when 21 RRd +< , here d is the distance between 

the two particles, 1R  and 2R  are radii of two particles.  

3.3 Cohesionless Frictional Interaction 

In the case of the cohesionless frictional interaction, forces are transmitted 

in both normal and tangential directions when 21 RRd +< . The normal 

force rf  is dealt exactly the same way it is dealt in case of the solely 

normal repulsive interaction. In the current ESyS_Particle model, frictional 

forces are updated in an incremental fashion, similar to the most DEMs. 

The reason we do not use a Finite Deformation Scheme (such as bonded 

interactions) is that particles may be frequently in and out of contact due to 

the change of normal forces. It is not convenient to store the positions and 

orientations of the particle pairs each time they contact.  

Stick-slip style frictional forces are employed in tangential directions. 

At time t, if it is in a stick phase ( sμrs ff < , here sμ is the static 

frictional coefficient), the frictional force at time t+dt  can be calculated as 

follows 

         sss fff Δ+=+ )()( tdtt ,                                           (22) 

where  the increment s2s1s fff Δ+Δ=Δ . 
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The first term, ss1 uf Δ=Δ sK , is the contribution from incremental 

shear displacements dtss vu =Δ , where  

         ( )nnvvvvr�r�v 1212p11p22s ⋅−−−+×−×= )(   

is the relative transverse velocity due to relative motion at contact point 

(Fig. 5), where 1v  and 2v  are the velocity vectors of the  two particles. 

The second term has two contributors 

        ss2ss1s2 f�f�f ×+×=Δ dtdt ,                                            (23) 

where 

       ( ) ( ) ( )2121212s1 rrvvrr� −−×−=                                         (24)  

and       

       ( )( ) 2nn��� 21s2 ⋅+= )(                                                      (25) 

are the angular velocity due to rotation of the line between two center and 

the angular velocity due to spin of  the line between two centers 

respectively. Here 1r  and 2r  are the position vectors of the two particles, 

and 1�  and 2� are the angular velocities. 

Since the shear force sf  is stored in the global coordinate system, the 

rotation of the contact plane caused by movements of two particles as a 

rigid body change the direction of the stored shear forces.  Therefore the 

two terms specified in Eqs. (24) and (25) have to be taken into account in 

the 3-D case. It should be pointed out that in the most literatures, the 

 

 

 

 

 

 

 

 

 

 

 

 

 

second term in Eq. (23) is missing (Hart et al., 1988; Monterio-Azevedo 

et al., 2005). In the 2-D case that term drops automatically, but in 3-D this 

term can not be ignored theoretically. 
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Fig. 5 Incremental method to update shear forces  

 

At time t, if it is in slip phase, ssrs vvff dμ−= , here dμ  is the 

sliding (or dynamic) frictional coefficient. Equation (22) still holds, but the 

increment only includes the contribution from the rotation of the contact 

The transition between slip and stick is captured by the following 

criteria: 

            stick to slip: when rs ff sμ≥ ,   

            slip to stick:  when 0=sv . 

Generally we choose dμ < sμ such that unstable slip can be modeled. If 

sμ = dμ , it is similar to the Coulomb friction implementation. 

1�
2�

sf

1r
2r

p1r
p2r n

Z

Y

X

plane caused by movements of two particles as a rigid body, or 

s2s ff ��� , here s2f�  is still calculated using Eqs. (23, 24 and 25). 
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4  Parameter Calibration 

When starting a simulation, one important thing is to set up the input 

parameters. DEM input parameters include the particle mass M, radius R, 

rigidity parameters rK , sK , bK and tK ,  fracture parameters r0F , s0F , 
0t�  

and 0b� ,  artificial damping parameters, integration time step and loading 

rate etc. We derive the relationship between the macro-scopic elastic 

constants and particle scale stiffness in the case of equal sized particles and 

regular lattices, which will provide a theoretical basis for DEMs. 

4.1    Elastic Parameters: Spring Stiffness  

4.1.1   2-D Triangular Lattice  

For the 2-D triangular lattice, Eq. (8) is reduced to rfr Δ= rK , 

sfs Δ= sK , and bb �� Δ= bK . The derivation of the spring constant is 

based on a comparison between the discrete lattice model and the 

Starzewski, 2002). First we let the displacement of every lattice point 

equal that of a corresponding point in the continuum model, then we 

choose a unit cell which is a periodically repeating part of the network in 

both models, lastly we let the energy stored in the unit cell of lattice equal 

the strain energy stored in the unit cell of the continuum model. If the 

model is arranged in Fig. 6 and the strain is uniform (no rotation 

components), we have (Wang et al., 2008c), 

             
)1(3

3

ν−
= EKr ,   

             rs KK
ν
ν

+
−=

1

31
.                                                                (26) 

The result (Eq. (26)) is invariant with respect to the orientional 

angleα (Fig. 6), in other words, the model arranged in Fig. 6 yields 

macroscopic isotropic elasticity.   

To determine the bending stiffness, we consider the special lattice 

orientation 0=α , in which both the continuum model and hexagonal 

arrangement are subject to the stress field: Hy=11σ , 022 =σ and 

012 =σ ,  where H is a small constant. This stress field corresponds to 

macroscopic bending (in this case, rotation is involved). Similarly, by 

continuum model (Bathurst et al., 1988; Griffiths et al., 2001; Ostoja-
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comparing the strain energy density in the continuum model with the 

         
)(

))((
ν
νν

−
−+=

136

2113 2ERKb ,                                               (27) 

where R is the radius of the particles. 

 

 

Fig. 6 2D close-packed hexagonal lattice and unit cell (the area enclosed by 

dashed lines) 

 

4.1.2  3-D Lattices: HCP and FCC 
In the 3-D case, the densest packing of equal-sized spheres are hexagonal 

closed packing (HCP) lattice (Fig. 7) and face-centered cubic (FCC) lattice 

(Fig. 8). However, both HCP and FCC structures are intrinsically 

anisotropic, or direction variant. When particles are arranged in HCP 

lattice (Fig. 7), we have 
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where         

     )()( srsrsr KKRKKKKC 54817089292 22

11 +++= ,  

     )())(( srsrsr KKRKKKKC 5484911212 ++−= ,  

     RKKC sr 6213 )( −= ,       

     RKKC sr 32233 )( += ,  

     RKKC sr 62244 )( += , 

     ( ) 2516222332 1211

22

66 CCKKRKKKKC srsrsr −=+++= )()( . 

                                  

This is transversely isotropic, which is a special case of an orthotropic 

solid, with 21xx  plane of isotropy and generally 5 independent constants 

(Daniel et al., 1994). Here the Young’s modulus, Poisson’s ratio and shear 

modulus are respectively 
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KK sr
yzxz

6
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In the case of FCC (see Fig. 8), we have 
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where    

              RKKC sr 2211 )( += , 
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              RKKC sr 4212 )( −= , 

              242 1144 CRKKC sr =+= )(  .                                                       

From Eq. (30), we know that this is cubic material, the simplest case for 

an orthotropic solid. The 3 independent macroscopic elastic constants are   

         
)(

)(
sr

rsr

KKR
KKKE

+
+=

3

32
 ,  

         
sr

sr

KK
KK
+
−=

3
ν ,  

        
R

KK sr

4

2 )( +=μ .                                                                (31) 

rK  and sK  can be expressed in terms of E  and ν as follows: 

        
)( ν212

2

−
= ERKr  ,    

        rs KK
ν
ν

+
−=

1

31
 .                                                                  (32) 

 

 
Fig. 7  3D  HCP packing, the central particle is placed on the origin of coordinate 
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Fig. 8 FCC lattice and coordinate system. The center of the FCC structure is 

placed on the origin of the coordinates 

 

To have an estimation of bK and tK , we consider an infinite FCC 

continuum subjected to the pure bending stress: Hz=11σ , 03322 ==σσ , 

0132312 === σσσ . Similarly, by comparing the strain energy 

distribution and the distribution of moments with respect to the y  axis 
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4.2 Fracture Parameters 

It is very difficult to have a theoretical analysis on how to choose fracture 

parameters r0F , s0F , 0t�  and 0b� . However this problem can be 

investigated numerically. Some numerical tests have been done to 

reproduce the fracture of brittle rocks under uni-axial compression (Wang 

to control the fracture behaviors and macro-scopic strength, and k = 1 to 4 

gives reasonable brittle behaviors.  Our preliminary studies also suggest 

that 30RF� r=0b  in 2-D, or 20RF� s=0t , 40RF� r=0b  in 3-D will 

x
y

z

10
11

12

13

5
1

2 3

4

6
7

8
9

between the continuum and discrete lattice, we have (Wang et al., 2008c), 

et al., 2006; 2008a). We find that 00 rs FFk �  is an important parameter 
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generate satisfactory results. Further comparisons between the different 

criteria and detailed investigations about how these parameters affect the 

macroscopic strength and fracture patterns are required.    

4.3 Other Parameters 

4.3.1 Time Step 

Generally the time step can be decided according to maxmin KMdt α= , 

here 10.~α  gives a satisfactory and safe result. In the 2-D case, the 

mass
2RM ∝ ,  stiffness rK  and sK do not change with R (Eq. (26)), 

therefore Rdt ∝ . If the particle rotation is involved, similarly we have 

rKIdt maxminα= . Since the moment of inertia 
42 RMRI ∝∝ , 

rK ( bK  and tK )
2R∝ (Eq. (27)), therefore Rdt ∝ . In the 3-D case, 

3RM ∝ , rK  and RKs ∝ (Eq. (32)), we have Rdt ∝  in the translational 

case. The rotational parameters 
52 RMRI ∝∝ , bK  and 

3RKt ∝ (Eq. 

(33)), we still have Rdt ∝  in the rotational case. This means that if we 

keep the same macroscopic Young’s modulus E, it means that a smaller 

time step is required for smaller particle sizes. 

4.3.2 Artificial Damping  
In the ESyS_Particle model, two types of damping are employed.  The first 

one is global damping, Mvf 11 νν = , here v is the absolute velocity of 

the particle,  and 1ν  is the damping coefficient. 1ν  can not be significantly 

large such that in one time step a particle changes its direction of motion 

purely by the damping force, that is, Mvdtf <ν
1 , then we have dt1<1ν  

as the upper limit.  

The second kind of the damping force is ij22 v f Kνν = , here ijv , 

K and 2 ν  are the relative velocity between two particles, stiffness at the 

contact and damping coefficient. This kind of damping encourages the 

−

−
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particles to move as rigid bodies, but discourages relative motion between 

the particles (such as wave propagation). Similarly we have ijs Mvdtf <ν
, 

or αν dt<2 , here 10.~α .  

4.3.3 Loading Rate 
Within one time step, particles should not be moved a distance larger than 

its size, or  RdtVload << . This principle should also hold true for highly 

dynamic processes such as the impact or blast simulations, in which case 

time steps are required be very small due to the large velocities.   

5    Some Recent Simulation Results 

Here we give some results from recent simulations using the 

ESyS_Particle model.    

5.1   2-D Tests 

5.1.1  Uni-Axial Tests 
Figure 9a, 9b and 9c show simulations of fractures of brittle rock-like 

material under uni-axial compression. Random sized particles are arranged 

into rectangles of different aspect ratios (from 1 to 3). In the beginning, the 

neighbouring particles are bonded together to model the intact material. 

Two loading walls at the top and bottom of the model move slowly to 

compress the sample.  On the right of each figure are the laboratory tests 

(Andreev, 1995). The figures suggest that the simulations are quite similar 

to the laboratory tests.   
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b 
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5.1.2 Wing Crack Extension 
Figure 10 and Movie 1 show the 2-D wing crack extensions. In this figure 

there is a pre-existing oblique crack (the bonds are removed) in the 

beginning. Both regular and random particle arrangements are used. Stable 

tensile cracks are reproduced with an increase of loading. The left of Fig. 

10 is a sketch of the laboratory test (Brace, 1960). 

It is found that when only normal stiffness exists between two bonded 

particles, or when the single particle rotation is prohibited, or when single 

particle rotation exists but rolling stiffness is not permitted between two 

particles, the realistic pattern of crack propagation observed in laboratories 

can not be reproduced. Only when normal, shear and rolling stiffness exist 

and particle rotation is permitted, is it possible to reproduce laboratory 

tests (Wang et al., 2008a). We conclude that particle rotation and rolling 

resistance play a significant role and can not be neglected while modeling 

such phenomenon. 

 

 Fig. 9 2D simulation of brittle fracture under uni-axial compression  for different 

aspect rations (3 in Fig.9a, 2 in Fig. 9b and 1 in Fig. 9c). The photos from the right 
of each picture are laboratory tests (Andreev, 1995) 

c 
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sheared by two elastic layers of bonded particles. The constant pressure is 

applied while shearing is modeled by moving the two elastic blocks. A 

periodical boundary is used in the horizontal direction. Rotations of the 

aggregates as rigid bodies can be observed, suggesting that frictional 

forces between the particles from the different aggregates take into effect. 

The fracture of some aggregates can be seen clearly.   

 

 

 

 

5.1.3  Shearing and Crushing of Aggregates 
Figure 11 and Movie 2 show the crushing of soil grains. The simulation 

models circular aggregates consisting of small particles bonded together, 

 

     

α

Fig. 10 2D wing crack extensions, left: a sketch of the laboratory test (Brace, 

1960); middle: same sized particles; right: random sized particles 
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5.1.4 Simulation of Brittle Fracture by Dynamic Impact 
Figure 12 and Movie 3 show the simulation of cracks generated in a brittle 

rock after an impact. The brittle rock is modeled by bonded particles of 

different sizes. The large ball falls under gravity and hits the rock and 

cracks are formed. The propagation of brittle cracks and elastic waves are 

reproduced.  

 

 
 
Fig. 11 Simulation of crushing of grains under shearing and the constant pressure 
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5.2  3-D Tests 

5.2.1 Uniaxial Test 
Figure 13 and Movie 4 show the progressive fractures in a 3-D brittle rock. 

In this example, equal sized particles are arranged into FCC lattice which 

is subjected to uni-axial compression. The colors represent vertical 

displacement. Discontinuities in colors mean the formation of fractures 

which is difficult to be captured in laboratory tests since this process 

always occurs very fast. After the peak stress, the main faults are formed 

and two intact cores can be clearly observed with more fragile parts 

shattering away from four sides, which is always observed in rock fracture 

tests.   

 

 
Fig. 12 Simulation of brittle crack extension under impact   
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5.2.2 Wing Crack 
Figure 14 Movie 5 present 3-D simulations of the extension of wing cracks 

in a brittle rock under slow uni-axial compression. The sample consists of 

equal-sized particles arranged into FCC cubic. Similarly, at the beginning 

of the simulation an oblique pre-existing circular crack is generated by 

removing the bonds in the cracked regions (small particles representing the 

centers of the removed bonds). The bigger particles in the plot are the 

                   

     
Fig. 13 Progressive fractures in 3D brittle rock under uni-axial compression 
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centers of the fractured bonds, representing the modeled events. The 

As far as we know, this is the first effort to model wing cracks using the 

Discrete Element Model.   

 

 
Fig. 14 Simulated 3D wing crack extension. Small particles are the centers of the 

removed bonds (pre-existing fault). The bigger particles are the centers of the 

fractured bonds, representing the modeled events. 

 

laboratory tests are also given (Dyskin et al., 2003) in Fig. 15. Not only the 

basic shapes in laboratory tests, the curved wings (wrapping), are well 

reproduced, but also another interesting fact is also observed in our 

simulation: 3-D wing crack growth under uni-axial compression is limited, 

opposite to the 2-D case (Dyskin et al., 2003).  
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Fig. 15  Laboratory tests of 3D wing crack extension under uni-axial compression 

 

6 Discussion: Major Differences of the ESyS_Particle  
Compared with the Other Existing DEMs 

Compared with the other DEMs, the ESyS_Particle is different and 

advantageous in the following aspects:  

Firstly we make use of unit quaternion to explicitly represent the 

orientation of a particle. In the most existing DEMs, particle orientations 

are implicitly represented using three angular velocities around three 

orthogonal axes. In 2-D cases this does not present a problem, since an 

angle can be easily integrated from angular velocities for each rigid body 

at each time step, thereby defining the orientation. However, in 3-D, this is 

not the case. Strictly speaking, one can not extract the exact orientation of 

a particle by simply integrating three angular velocities. The physical 

principle which limits this is: finite rotations in 3-D are order 
dependent.  Consequently, for the same three finite angles integrated from 

angular velocities, different orders of rotations result in different final 

orientations (there are 12 possibilities). This salient feature of finite 

rotations in 3-D is one which is ignored by most modelers, and in this 

paper we attempt to address and highlight this discrepancy.    

(Dyskin et al., 2003). 
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Secondly, for bonded contacts, our model permits six kinds of 

independent relative motions between two particles and therefore six kinds 

of interactions being transmitted (three in 2-D).  Our algorithm to calculate 

forces and torques is based on the Finite Deformation Method in which 

total displacements are calculated instead of incremental displacements 

(Eq. (8)). At each time step t, we only need the initial, current position and 

orientation (i.e. at t = 0 and t). In nearly all other algorithms, shear forces 

and torques are computed in an incremental fashion. This means that the 

three incremental angles from time t-dt to t are computed using three 

angular velocities, then three incremental torques are calculated and added 

to the torques at time t-dt to get the final torques at time t. It should be 

noted that when twisting and bending co-exist, bending changes the axis of 

twisting, and thus, the incremental method fails to decouple the twisting 

and bending. In our model, a new technique is used to decompose the 

relative rotation between two particles such that twisting and bending are 

completely decoupled, strictly distinguished and sequence-independent. 

Therefore our algorithm is physically more reliable. It is extremely useful 

to apply our method when twisting and bending stiffnesses are different.  

Thirdly, from a theoretical standpoint, only infinitesimal rotations in 3-

D are order independent. Hence, in order to gain accurate results, the 

incremental method requires very small time steps. This computational 

inefficiency is highlighted by Wang (Wang, 2008b), where the errors in 

the incremental method are shown to increase much faster than those in 

our algorithm with increasing time step (Fig. 4).  

Lastly, other differences include criterion to judge breakage of a bond, 

stick-slip friction and theoretical studies on how to choose model 

parameters. 

7  Conclusions 

What has been presented in this paper is a detailed description of the 

ESyS_Particle model. Particular focus is on the basic physical ingredients 

or mechanisms which a DEM should have.  

We highlight the major differences between our model and most 

existing DEMs, which include the representation of particle rotations, fully 

decoupled and order-independent twisting and bending, a state-of-the-art 

algorithm to calculate forces and torques between bonded particles, unique 

criterion to judge breakage of a bond, stick-slip friction and detailed 

theoretical studies on how to choose model parameters. Specifically, single 
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geometrically and theoretically complete, and studies suggest that the  

algorithm to decouple twisting and bending is physically reliable and 

numerically accurate because the basic physical principle, finite rotations 
in 3-D are order dependent, which is ignored by most modelers, is 

respected and obeyed in our model. 

The problem of how to choose model parameters is discussed. These 

parameters include elastic stiffnesses, fracture parameters, integration time 

step, artificial damping parameters and loading rate.  

The applicability of the ESyS_Particle is illustrated through several 

numerical simulations. Most qualitative features of rock fracture observed 

in laboratory tests are well reproduced, these include, fracture of brittle 

materials under compression, wing crack extension both in 2-D and 3-D, 

crushing of aggregates and fracture caused by dynamic impact. Although 

these examples have mostly focused on the simulations of fractures of 

intact materials, the ESyS_Particle is also very suitable to model “discrete” 

It is found that single particle rotation and rotational stiffnesses play 

very important roles in reproducing realistic laboratory tests. The reason is 

that particle rotation effects local elasticity, especially stress fields near the 

crack tips, which is an important factor for crack extension.  

The future direction of the ESyS_Particle will include the coupling with 

other physical processes. Currently, the model has been extended to in-

clude heat transfer, thermal expansion, friction generated heat, pore flow 

(or Darcy flow) and full coupling between mechanical and pore effects. In 

future Smooth Particle Hydrodynamics (SPH) will be implemented to 

model the interaction of liquids and solids. However, if multi-physics are 

involved, dimensionless analysis and scaling laws are required to deter-

mine the different physical parameters. More applications, either from en-

gineering or scientific fields, are required to further validate and improve 

the model. 
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particle rotation and full interactions between particles make our model 
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Abstract Geoscientific and computer science researchers with the Southern Cali-

fornia Earthquake Center (SCEC) are conducting a large-scale, physics-based, 

computationally demanding earthquake system science research program with the 

goal of developing predictive models of earthquake processes. The computational 

demands of this program continue to increase rapidly as these researchers seek to 

perform physics-based numerical simulations of earthquake processes for larger 

meet the needs of this research program, a multiple-institution team coordinated 

by SCEC has integrated several scientific codes into a numerical modeling-based 

research tool we call the TeraShake computational platform (TSCP). A central 

component in the TSCP is a highly scalable earthquake wave propagation simula-

tion program called the TeraShake anelastic wave propagation (TS-AWP) code. In 

this chapter, we describe how we extended an existing, stand-alone, well-

validated, finite-difference, anelastic wave propagation modeling code into the 

highly scalable and widely used TS-AWP and then integrated this code into the 

TeraShake computational platform that provides end-to-end (initialization to 

analysis) research capabilities. We also describe the techniques used to enhance 

the TS-AWP parallel performance on TeraGrid supercomputers, as well as the 

TeraShake simulations phases including input preparation, run time, data archive 

management, and visualization. As a result of our efforts to improve its parallel ef-

ficiency, the TS-AWP has now shown highly efficient strong scaling on over 40K 

processors on IBM’s BlueGene/L Watson computer. In addition, the TSCP has 
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geographical regions, at high resolution, and for higher frequencies. To help 
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developed into a computational system that is useful to many members of the 

SCEC community for performing large-scale earthquake simulations. 

1  Introduction 

Earthquakes are among the most complex terrestrial phenomena, and mod-

eling of earthquake dynamics is one of the most challenging computational 

problems in science. Recent advances in earthquake science, combined 

with the increased availability of terascale computing resources, have 

made it practical to create three-dimensional (3D) simulations of seismic 

wave propagation. As analytical methods do not provide solutions for real-

istic models, numerical methods are necessary. The numerical methods in 

modeling earthquake motion include finite-difference (FD), finite-element, 

spectral element and the pseudo-spectral method (Chaljub et al. 2006). 

Each of these computational methods differs one from another by their 

ranges of applicability, their accuracy and efficiency. None of these tech-

niques is universally applicable to all medium-wavefield configurations 

with sufficient accuracy and efficiency (Moczo et al. 2007). However, 

among the numerical methods used for large scale ground motion simula-

tions, the FD method is still the most widely used method and is becoming 

increasingly important in the seismic industry and structural modeling 

fields, as it can be relatively accurate and computationally efficient. 

Large-scale 3D ground motion simulations are used to estimate seismic 

risk, to plan public earthquake emergency response activities, and to de-

sign the next generation of earthquake-resistant structures. By helping geo-

scientists, emergency response groups, and civil engineers better under-

stand seismic hazards, these modeling efforts can potentially save lives and 

properties. However, the computational challenges in current and future 3D 

ground motion modeling are daunting. Accurate simulations must span an 

enormous range of scales, from meters near the earthquake source to hun-

dreds of kilometers across entire regions, and time scales from hundredths 

of a second – to capture the higher frequencies that affect the most com-

mon types of buildings – to hundreds of seconds for the ground motions to 

propagate across the entire affected region. Adding to these challenges, 

high-resolution runs may produce data sets that are many tens of terabytes 

in size. Recent simulations of this kind have been run on some of the 

world’s largest and fastest supercomputers. 
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A collaborative and inter-disciplinary research team that includes re-

searchers from the Southern California Earthquake Center (SCEC), San 

Diego Supercomputer Center (SDSC), and San Diego State University 

(SDSU) is pursuing a research program in earthquake system science that 

Our experience with the TSCP indicates that high levels of expertise 

from many disciplines are required to solve the computational and data 

management challenges that emerge when running earthquake wave 

propagation simulations at very large scales. In this chapter, we describe 

some of the details of the optimization techniques that we used to imple-

ment the TSCP and the data management tools used to support the 

TeraShake simulations. We look at the challenges we faced porting the 

codes to National Science Foundation (NSF) TeraGrid resources, optimiz-

ing the application performance, optimizing the run initialization, and op-

timizing the I/O. Scalability of the optimized application is presented on 

multiple HPC resources including IBM TJ Watson BG/L. We then discuss 

the data management challenges and publication of the results in a digital 

library, as well as the visualization expertise used for analyzing the tera-

bytes of results. We then summarize the major scientific findings of the 

TeraShake simulations. At the end, we discuss the lessons learned while 

performing large-scale earthquake simulations, and draw some conclusions 

about the support required for massively parallel computations. 

utilizes physics-based numerical modeling to conduct hazard assessments 
of earthquakes that may occur in Southern California. Specifically, analys-
es are made of the magnitude, distribution, and duration of the ground 
shaking that occurs when seismic waves from the earthquake ruptures 
propagate across the region. This research group has integrated several 
scientific codes into a community-accessible tool for earthquake wave 
propagation research that we call the TeraShake computational platform 
(hereafter referred to as TSCP). The TSCP includes an anelastic wave 
propagation modeling code that numerically solves the partial differential 
equations of the elastic wave equation with attenuation included by an ane-
lastic coarse-grained method (Day 1998; Day and Bradley 2001), as well 
as other codes and tools that support earthquake simulation research in-
cluding initialization codes, data analysis codes, data management codes, 
and visualization tools. The TSCP began as standalone “personal” research 
code, but over the last few years, the SCEC research group has trans-
formed it into to a collection of community codes that are useful to a wide 
range of researchers working on different research projects. In order to 
make the TSCP more broadly useful, we developed special software tools to 
support the full research lifecycle, including data management, analysis, and 
visualization. 
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2  The TeraShake Computational Platform 

The TeraShake computational platform is the SCEC Community Model 

Environment’s (SCEC/CME) first capability-computing platform. The 

TeraShake team, led by Kim Bak Olsen at San Diego State University, has 

tackled several large-scale simulations of earthquakes on the southern San 

Andreas fault based on multiple research codes (Cui et al. 2007b, 2007c; 

Olsen et al. 2006a, 2006b, 2007; http://www.scec.org/cme).  

One geographical area of high interest is the southern portion of the San 

Andreas Fault, between Cajon Creek and Bombay Beach in the state of 

California in the United States, which has not seen a major event since 

1690, and has accumulated a slip deficit of 5–6 m (Weldon et al. 2004). 

The potential for this portion of the fault to rupture in an earthquake with a 

magnitude as large as Mw7.7 is a major component of seismic hazard in 

southern California and northern Mexico. 

 

Fig. 1 The top right inset shows the simulation region 600 km long and 300 km 

wide, indicated by the red rectangle. In the center of the topography, fault lines, 

and city locations are visible. This also shows the domain decomposition of the re-

gion into 240 processors (see Movie 1, available on accompanying DVD) 

The TeraShake-1 simulations (hereafter referred to as TS1) used a 3,000 

by 1,500 by 400 grid-point mesh that divided the simulation volume into 
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1.8 billion cubes with a spatial resolution of 200 m (Fig. 1). A mesh of this 

resolution supports finite difference simulations up to a maximum fre-

quency of 0.5 Hz. A series of simulations were run using similar configura-

tions and we refer to any of the simulations in the series as a TeraShake 

simulation. The large simulation volume and the relatively high frequency 

content of TS1 resulted in some of the largest and most detailed earthquake 

simulations of this region at the time they were executed (Fig. 1). TS1 used 

up to 2048 processors on the NSF funded TeraGrid computer resources 

(http://teragrid.org/about/), and produced up to 43 TB of time-varying 

volumetric data output in a single run. The simulation results were regis-

tered in a digital library, managed by San Diego Supercomputer Center’s 

Storage Resource Broker (SRB) (Moore et al. 2005), which archived a 

second copy into SDSC’s IBM High Performance Storage System (HPSS). 

The TS1 used relative simple kinematic descriptions of the earthquake 

rupture (a rupture description is also known as a “source description”) de-

rived from the 2002 M7.9 Denali, Alaska, earthquake, with a constant rup-

ture velocity and slip contained in 6 consecutive pulses. Using these simple 

source descriptions, the TS1 simulations produced new insights into how 

rupture directivity – the tendency for energy to be focused in the direction 

of rupture propagation – can couple seismic waves into sedimentary ba-

sins. The TS1 simulations showed how the chain of sedimentary basins be-

tween San Bernadino and downtown Los Angeles form an effective 

waveguide that channels surface waves along the southern edge of the 

Transverse Ranges. The details of the TS1 can be found in (Olsen et al. 

2006a). 

The TeraShake-2 simulations (hereafter referred to as TS2) added a 

physics-based dynamic rupture to the simulation. The TS2 research in-

volved two separate simulation runs. First, the researchers run a dynamic 

rupture simulation that produces an output file containing a source descrip-

tion. Then the modelers use this source description file as the rupture defi-

nition for the second simulation, which is an earthquake wave propagation 

simulation. The dynamic rupture simulation was run at a very high 100 

m resolution, to create an earthquake source description of 200-m for 

frequencies up to 0.5 Hz for the San Andreas Fault. The dynamic rupture 

simulations include additional physical constraints including friction laws 

that are not followed by the kinematic source descriptions used in the TS1 

simulations. With the exception of the source descriptions, the configura-

tion parameters used by the TS1 and TS2 wave propagation simulations 

were identical, including the 3D velocity model, fault geometry, and grid 

intervals in time and space. We adjusted the initial stress state for dynamic 

simulations to obtain a predominantly subshear average rupture velocity, 

resulting in average rupture velocities that are nearly the same in the two 



234      Y. Cui et al. 

 

(TS1 and TS2) cases (Olsen et al. 2007). Details of the TS2 methodologies 

can be found in (Olsen et al. 2007). The TS2 peak-ground motions were 

smaller than the TS1 peak-ground motions by a factor of 2–3 in certain ar-

eas of the Los Angeles region. We believe this significant reduction in 

peak ground motions is due to a less coherent wavefield radiated from the 

complex dynamic source. 

In work that continues and extends the TeraShake simulations, SCEC is 

currently collaborating with United States Geological Survey (USGS) and 

the City of Los Angeles Emergency Preparedness Department on an earth-

quake preparedness exercise to improve public awareness and readiness 

for the “Big One”, the next great earthquake along the southern San An-

dreas Fault. This public earthquake preparedness exercise is called the 

Great Southern California ShakeOut (www.shakeout.org). The ShakeOut 

exercise defines a scientifically plausible earthquake on the southern San 

Andreas and then asks emergency management groups, and the public, to 

practice their response to the event as if it has actually occurred. The scien-

tifically plausible scenario earthquake used in the ShakeOut exercise is an 

Mw7.8 rupture that initiates near Bombay Beach by the Salton Sea and 

propagates unilaterally 300 km toward the northwest up to near Lake 

Hughes. Simulating this scenario earthquake poses a considerable compu-

tational challenge due the very large outer scale length of the problem and 

frequency content up to 1 Hz. 

3  TeraShake Application: Anelastic Wave Model 

To compute the propagation of the seismic waves that travel along com-

plex paths from a fault rupture across an entire domain, the Finite Differ-

ence (FD) method is still the dominant method, due to accuracy, flexibility 

and computational efficiency.  

Anelastic wave propagation (AWP) models are used here to denote nu-

merical codes that can simulate earthquake waves propagating through 

heterogeneous materials. AWP codes are used in several types of geo-

physical research. They are used to predict ground motions for scenario 

earthquakes, in data inversion studies of geological models, and for prob-

abilistic seismic hazard studies. As SCEC researchers simulate larger geo-

graphical regions and also higher frequencies, the computational require-

ments of the AWP codes increase rapidly in order to support the 

computational requirements of current and future SCEC research. 

The anelastic wave propagation modeling code used in the research de-

scribed in this paper was developed by Kim Bak Olsen (Cui et al. 2006a; 
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Day and Bradley 2001; Marcinkovich and Olsen 2003; Olsen 1994; Olsen 

et al. 2003, 2006a) currently at San Diego State University. As the original 

Olsen’s AWP code was modified for use on the TeraShake project, it be-

came known as the TeraShake AWP (hereafter referred to as TS-AWP). 

The TS-AWP is the core high performance modeling code that forms the 

foundation of the TeraShake computational platform. The TS-AWP mod-

eling code solves the 3D velocity-stress wave equation explicitly by a 

staggered-grid FD method, fourth-order accurate in space and 2nd-order 

accurate in time. One of the significant advantages of the code is the option 

of using the efficient Perfectly Matched Layers to implement absorbing 

boundary conditions on the sides and bottom of the grid, and a zero-stress 

free surface boundary condition at the top (Marcinkovich and Olsen 2003). 

The 3D isotropic, elastic velocity-stress system of equations is given as 
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where v(x,t) is the velocity vector field, a function of both position x and 

time t, σ (x,t) is the stress tensor, λ (x) and μ (x) are Lame’s elastic con-

stants, and ρ  is density. 

TS-AWP is written in Fortran 90 and message passing is done in this 

code with the Message Passing Interface (MPI) using domain decomposi-

tion. Each processor is responsible for performing stress and velocity cal-

culations for its portion of the simulation volume grid, as well as dealing 

with boundary conditions at the external edges of each volume (Fig. 2). 

Ghost cells, comprising a two-cell-thick padding layer, manage the most 

recently updated wavefield parameters exchanged from the edge of the 

neighboring subgrid. I/O is done using MPI-I/O, and the velocity output 

data are written to a single file. The code was extensively validated for a 

wide range of problems, from simple point sources in a half-space to dip-

ping propagating faults in 3D crustal models (Olsen et al. 2003). 

 

Fig. 2 Illustration of TS-AWP communication between neighboring subgrids over 

8 processors 
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4  Enhancement and Optimization of the TeraShake 
Application 

The TS-AWP code has been through many enhancements for effective use 

of memory and I/O, effective communications between parallel tasks, and 

providing portable programming. These optimizations are essential to re-

duce production time required for TeraShake scale simulations. 

4.1  Porting and Optimizations 

Porting and optimizing the parallel code to new architectures is a challeng-

ing task from software perspective. Besides the efficient development of 

the program, an optimal execution is of paramount importance. We there-

fore use a few examples to discuss the portability issues and application 

specific optimizations we carried out for the TS-AWP code. 

To maintain portability of the code between computer architectures, 

compilers, and MPI libraries, some structural and functional changes to the 

code were necessary. We identified and fixed bugs related to use of MPI 

message passing between nodes and use of MPI-IO for writing to disk that 

caused the code to hang on some target platforms. We identified a wrongly 

assigned process rank in the communicator that specifies the Cartesian lo-

cation to which topology information was being attached. We also found 

that the original design of the MPI-IO data type in the code that represents 

count blocks was defined at each time step, which caused a memory leak 

problem. Our improved TS-AWP defines an indexed data type once only 

at the initialization phase, and effectively sets new views for each task of a 

file group to obtain efficient MPI-IO performance.  

These bugs are illustrative of the types of problems that must be ad-

dressed for massively parallel simulations. The memory leak did not affect 

the runs at smaller scale, but was a controlling factor in the ability at large 

scale to effectively use memory. 

Compiler changes are often invisible, but can cause significant bottle-

necks at large scales. For example, significant differences in the semantics 

of unformatted FORTRAN writes were found due to the Intel compiler 

upgrade to 8.0, which break most FORTRAN programs that write data in 

bytes. This is because the record length units recl in the OPEN statement 

have been changed from bytes to 4 byte words. Our solution is to use the 

inquire function to return the length of the output required for writing in 

processor-dependent units, which is portable in every architecture. 

To enable easy compilation across different platforms, we created a 

portable makefile using a C-preprocessor. This adds a parameter to the 
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compiling command which denotes the machine architecture, and the pa-

rameter is parsed in the C-preprocessor. One example of portability con-

siderations is the need to define an indexed datatype. The MPI-2 function 

MPI_TYPE_CREATE_ INDEXED_BLOCK used in the application is not 

supported by every implementation of MPI. We added a more general 

MPI_TYPE_INDEXED call that uses a block size of 1, to enable use of 

indexed datatypes on the Cray XT3 and EM64T computers. 

Enhancement and integration of new features is often necessary for 

codes used in large-scale simulations. Previous simulations of the Southern 

California region with the TS-AWP code were only tested up to a 592 by 

592 by 592 mesh. As we began the TeraShake simulation work, new prob-

lems emerged in managing memory requirements for problem initializa-

tion. The TS-AWP code was enhanced from 32-bit to 64-bit addressing, 

and 64-bit integer variables are added to manage 1.8 billion mesh points. 

32-bit MPI addresses have an inconvenient memory limit default of 256 

MBs per task and 2GB maximum memory size. The 64-bit MPI version 

removes these barriers. Having portability in mind, we have maintained the 

option to use the 32-bit mode for 32-bit machines like Blue Gene/L. 

The original TS-AWP code was used for forward modeling of ground 

motion only. As part of the TS2 effort, we incorporated dynamic rupture 

simulation mode into the code. This new feature models slip dynamically 

on the fault surface to generate a more realistic source than the kinematic 

source description used in TS1. When adding this feature, we implemented 

the changes so that users can freely select between dynamic rupture and 

wave propagation simulations providing users significant flexibility in how 

they use this code. 

To benchmark code performance, we inserted performance measure-

ments in the application to analyze the wall clock time spent for each stage 

of the execution, and identified some significant performance bottlenecks. 

For single-CPU optimization, we examined loop fusion, unrolling, and the 

avoidance of branching in a few critical inner loops. Some of the very 

time-consuming functions were in-lined, which immediately saved more 

than 50% of the initialization time. The reduction of the required memory 

size and tuning of data operations were necessary steps to enable execution 

of the TeraShake simulation. 

A MPI-IO optimization was accomplished by modifying the collective 

writes. Instead of using an individual file pointer, we used an explicit off-

set to perform data access at the specific location given directly as an ar-

gument passed into the routine. These calls do not update any file pointers, 

thereby saving I/O interactions. The change to explicit offset positioning 

not only made large output generation possible, but also greatly improved 

the I/O performance. 
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4.2  Optimization of Initialization 

The TS-AWP code uses several configuration files as inputs. These input 

configuration files include a velocity mesh, a source description, and a 

definition of general computing parameters such as number of time steps 

in the simulation. Some of these initialization files, including both the ve-

locity mesh and the source description, can be quite large resulting in long 

initialization times as these files are read in.  

 

 
 

Fig. 3 Mapping the TS-AWP code to different architectures using flexible set-

tings. Top of the chart illustrates the options in preparing the initialization, top left 
the source partition process, top right the media partitions. Bottom part of the 

chart illustrates the simulation output options, varied from single step to accumu-

lated steps. Options also include the possibility of turning I/O, benchmark meas-

urements or checksum MD5 off completely, which help analysis and adjustment 

from architecture to architecture, based on memory and I/O bandwidth of target 

machines. Settings are modified at execution time 
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The TS-AWP initialization presented a significant challenge as we scaled 

up to the TeraShake problem size. The original TS-AWP code did not sepa-

rate the source and mesh generation processing from the finite difference 

solver. This made it difficult to scale the code up to a large problem size due 

to memory constraints, as each process reads the entire domain source. An 

even worse memory problem was introduced by the increase in memory re-

quirements from TS1 to TS2. TS1 used an extended kinematic source, which 

required 3GB. However, the local fault rupture memory requirement for TS2 

wave propagation case exceeded 13.6 GB, far beyond the limits of the mem-

ory available per processor on current TeraGrid resources. 

To reduce the memory requirements of the TS-AWP code, we first deal-

located those arrays that were not being actively used, and reused existing 

allocated arrays as much as possible. More importantly, we developed 

multiple options to separate the source and mesh initialization step from 

the main production run, so that a pre-processing step is performed to pre-

pare the sub-domain velocity model and source partition. Figure 3 illus-

trates the localization options in preparing simulation initialization. With 

an optimized partitioned locality strategy, the production run only reads in 

source and mesh input data needed by each process. Thus each processor 

only reads dynamic sources associated with its own process domain. The 

improvement reduced the memory size needed by a factor of 18 for the 

TS2 simulation on 2,000 processors. 

The final production initialization for TS1 used a 3-D crustal structure 

based on the SCEC Community Velocity Model (CVM) Version 3.0. The 

kinematic source model was based on that inferred for the 2002 Denali 

Earthquake (M7.9), and some modifications were made in order to apply it 

to the southern San Andreas Fault (Olsen et al. 2006a). 

4.3  Optimization of I/O 

The TeraShake simulation poses significant challenges for I/O handling in 

the TS-AWP code. The generation of large amounts of I/O took up to 46% 

of the total elapsed simulation time on 240 IBM Power4 DataStar proces-

sors. The I/O performance saturated quickly as the number of processors 

increased to more than a few hundred.  

Storage devices perform best when transferring large, contiguous blocks 

of data. The TS-AWP originally performed I/O consisting of many small 

serial reads or parallel writes rather than a few large reads or writes. To 

improve the disk write performance, we carefully calculated the runtime 

memory utilization needed for writes, and accumulated output data in a 

memory buffer until it reached an optimized size before writing the data to 
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disk. This optimization gave the best tradeoff between I/O performance 

and memory overhead. This single optimization reduced the I/O time by a 

factor of ten or more on target problem size, resulting in a very small sur-

face-velocity write time compared to the total elapsed time (Fig. 4). 

To improve disk read performance, we optimized the TS-AWP code by 

reading data in bulk. We aggressively read data from disks beyond those 

attached to the local processor. We calculated the actual location of the 

data and then assigned the read to the corresponding processors, which im-

proved the disk read performance by a factor of 10 or more. 

In the original TS-AWP code, the media velocity model – SCEC CVM3.0 

in this case – is read by a master processor using an implied do loop, essen-

tially causing each set of 8 data elements or 32-bytes to be read once. The data 

structure is in a large 3-dimensional array, and the data being accessed on disk 

were not stored contiguously. We changed the access pattern to read the media 

data in a large contiguous block before assigning the 32-byte data sets to cor-

responding processors. With this change in place, we observe a significant 

speedup on some platforms such as the IA-64, reducing the media data read-

ing time from 20 h to 2 h as a result. 

TS-AWP Total Execution Time on IBM Power4 Datastar
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Fig. 4 Strong scaling of the TS-AWP on IBM Power4 DatasStar at SDSC, with a 

parallel efficiency of 86% on 1,920 processors. The size of the TeraShake domain 

is 600 km by 300 km by 800 km with a resolution of 200 m. The dashed line with 

filled squares is the scaling of TeraShake-1; the dashed line with filled diamonds 

is the scaling of TeraShake-2 after optimizations; the bold solid line with triangles 
points is scaling of the most-recently updated code with improved I/O; the dotted 
line is ideal scaling case. All measurements are for surface velocity outputs only 
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4.4  Mapping TS-AWP to Different TeraGrid Architectures 

We carried out the TeraShake simulations on a range of different TeraGrid 

systems. We used different TeraGrid computers at the different stages of 

the simulations. One size does not fit all. There is an adaptation procedure 

to meet specific requirements of each architecture. Our experience indi-

cates that it is important to determine how fundamental system attributes 

affect application performance.  

We present an adaptive approach in the TS-AWP that enables the simul-

taneous optimization of both computation and communication at run-time 

using flexible settings (Fig. 3). These techniques optimize initialization, 

source/media partition and MPI-IO output in different ways to achieve op-

timal performance on the target machines, which have proven to be highly 

effective for use on multiple architectures. 

We added code to write each set of media data in parallel to a processor-

specific file once the initialization was complete (Fig. 3). Using this 

scheme, any restart of the simulation could read in each processor’s media 

file directly, and save the entire media initialization time. 

Source data partition initialization was implemented in a similar way to 

the media data partition. We used only those processors with useful infor-

mation to generate their corresponding source data files, leaving the rest of 

the processors – roughly 90% of all processors – idle. This optimization 

made bookkeeping easy in addition to reducing the data size. 

Source data input was handled by a single processor. As discussed ear-

lier, a large amount of memory is required to send the entire extended 

time-dependent domain source to each receiver at run time. We added a 

setting to adjust selection of the data that was sent to include only the rele-

vant domain. This ensured that the source file was read once. The reduced 

size was adjusted to fit in the cache buffer, depending on the platform. 

This portability feature works very well, in particular when moving from 

large memory platforms such as Datastar to small memory constrained 

platforms such as BG/L.  

The TS-AWP code has been ported to multiple TeraGrid architectures 

including Sun Constellation Ranger, Dell Lonestar and Abe, IBM SP 

Datastar, Cray XT3 Bigben and Blue Gene/L. Figure 3 summarizes the 

run-time switch options between different I/O modes. The original code 

held the velocity of all time steps to the very end of the simulation. This 

works, however, only at small scale. We added an option to select certain 

time steps for output, as well as a specification of the number of steps to be 

accumulated. These settings made the application flexible enough for job 

scheduling on different resources. We also added a feature to split surface 

and volume output, with each generating selected output at an independent 
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tailed visualization analysis, while volume data is generated at each 10th to 

100th time step. 

To enable performance evaluation and benchmarking on different plat-

forms, we added an additional option to turn the I/O and performance 

measurements off completely. Performance measurements collect informa-

tion on how much time is spent in each section of the code including ini-

tialization, computing and I/O time. This information is very helpful for 

performance analysis at both hardware and software levels. 

4.5  Scaling the Code up to 40k Processors 

As a result of many enhancements and optimizations discussed above, the 

TS-AWP code scales up to a large number of processors, as illustrated in 

Fig. 4. The figure also shows the improvement in results obtained through 

single CPU tuning as well as use of machine-specific optimization flags. 

Scaling results for TS-AWP on TeraGrid computing resources indicate that 

the scalability will saturate due to higher interconnect latency and network 

topology limitations.  

TS-AWP Code Strong Scaling on IBM Blue Gene at Watson
PetaShake-150m-0.75 Hz (5312x2656x520), and PetaShake-100m-1 Hz (8000x4000x1000)
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Fig. 5 TeraShake TS-AWP code achieves 96% parallel efficiency of strong scal-

ing between 4,096 and 40,960 BG/L processors at IBM TJ Watson Center 

time step. Typically, surface output is generated at each time step for de-
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Excellent strong scaling of TS-AWP has been demonstrated on the Blue 

Gene/L machine at IBM TJ Watson Research Center (BGW), with an out-

standing 96% parallel efficiency of strong scaling between 4,096 and 

40,960 cores (Fig. 5). We benchmarked two PetaShake-sized simulations 

to demonstrate strong scaling (fixed total problem size) at Watson: the 

PetaShake-100 m with 8,000×4,000×1,000 mesh nodes, and the Peta-

Shake-150 m with 5,312×2,656×520 mesh nodes. The weak scaling (the 

problem size grows proportionally with the number of processors) is also 

nearly linear up to 32,768 processors (Fig. 6). The weak scaling is demon-

strated on 1503 km and 800 km × 400 km × 100 km with four different grid 

resolutions (Fig. 6). 

TS-AWP Code Weak Scaling on IBM Blue Gene at Watson
PetaShake domain of 800x400x100km and Benchmark domain of 150x150x150km
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Fig. 6 The TS-AWP code demonstrates excellent weak Scaling on 32,768 BG/L 

processors at IBM TJ Watson Center. Rectangle grids are at 0.4/0.2/0.13/0.1 km, 

triangle grids are at 0.2/0.1/0.07/0.05 km respectively 

While there is still room for improvement, TS-AWP has already 

achieved sustained performance of 6.1 TeraFlop/s on BGW. The ability to 

benchmark the code at this scale and to prove that such a calculation can 

be done has defined the standard benchmark for computational seismology 

and is of enormous benefit to the seismological community because it 
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ce and performance expectations for 

these types of code from this time forward.  

The reasons for the impressive scaling on the BlueGene/L are mainly 

hardware architecture related. The TS-AWP requires nearest-neighbor 

point-to-point communication and frequently uses the MPI_Barrier opera-

tion. The Blue Gene/L’s 3-D torus communication network and extremely 

fast MPI_Barrier operation, assisted by hardware, was essential in achiev-

ing the perfect scaling. In addition to this, BGW dedication of compute 

nodes to running the user application also made a significant difference. 

The BGW compute nodes run a very lightweight kernel, and implement 

only the strictly necessary functionality, which minimizes any perturba-

tions of the running process. 

4.6  Preparing for TeraShake Executions 

Checkpoint and restart capabilities were not available in the original TS-

AWP code. This was not a critical issue as long as the code was only used 

to run small simulations that completed in a few hours. However, a single 

TeraShake simulation takes multiple days to complete. As we began to run 

larger and longer simulations, we realized that checkpointing and restart 

capabilities were essential requirements for the TS-AWP code. We inte-

grated and validated these capabilities, partly prepared by Bernard Min-

ster’s group at Scripps Institution of Oceanography. Subsequently, we 

added more checkpoint/restart features for the initialization partition, as 

well as for the dynamic rupture algorithms. To prepare for post-processing 

and visualization, we separated the writes of volume velocity data output 

from writes of velocity surface data output. The latter was output at each 

time step. To track and verify the integrity of the simulation data collec-

tions, we generated MD5 checksums in parallel at each processor, for each 

mesh sub-array in core memory. The parallelized MD5 approach substan-

tially decreased the time needed to checksum several terabytes of data. 

The TS1 runs required a powerful computational infrastructure as well 

as an efficient and large-scale data handling system. We used multiple 

TeraGrid compute resources for the production runs at different stages of 

the project. Multiple post-processing steps were required to generate de-

rived data products including surface seismograms and visualizations. The 

optimal processor configuration was a trade-off between computational 

and I/O demands. Volume data was generated at each 10th–100th time 

step for the runs. Surface data were archived for every time step. Check-

point files were created at each 1000th step in case restarts were required 

due to reconfigurations or eventual run failures. The model computed 

establishes a high level of performan
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22,728 time steps of 0.011 sec duration for the first 250 sec of the earth-

quake scenario. 

As we mentioned earlier, the TS2 simulations actually involved two 

simulations each, (1) a dynamic rupture simulation and then (2) a wave 

propagation simulation. The TS2 dynamic rupture simulations used a 

mesh size of 2,992 × 800 × 400 cells at grid spacing of 100 m, after the 

appropriate dynamic parameters were determined from several coarse-grid 

simulations with 200 m cells. Figure 7 shows the execution and data flows 

between compute resources at SDSC and the National Center for Super-

computing Applications (NCSA) and the local file systems at SDSC, a 

Global Parallel File System running between SDSC and NCSA, and an ar-

chival storage system (High Performance Storage System) at SDSC. 

 

 

Fig. 7 TeraShake-2 simulation data flow. Different TeraGrid resources were used 

at different stages of the simulation. The pre- and post-processing used fat nodes 

on SDSC 32-way IBM SP p690, the computational-intensive dynamic rupture runs 

used National Center for Supercomputing Applications (NCSA) IA-64, the data-

intensive wave propagation simulations used well-balanced San Diego Supercom-

puter Center (SDSC) IBM SP 8-way DataStar p655 nodes. The files were accessed 

and transferred using fast gridFTP, and registered to SCEC digital library using 

SDSC Storage Resources Broker (SRB), backed up nearline on SAM-QFS file 

system and offline on IBM High Performance Storage System (HPSS) 
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The TS2 initial conditions were generated in multiple stages. The 200 m 

resolution runs were conducted on 256 TeraGrid IA-64 processors at 

SDSC. The 100 m resolution runs were conducted on 1,024 TeraGrid IA-

64 processors at NCSA. The TS2 wave propagation runs were executed on 

up to 2,000 processors of Datastar, determined to be the most efficient 

available processor. The simulation output data were written to the 

DataStar GPFS parallel disk cache, archived on the Sun SAM-QFS file 

system, and registered into the SCEC Community Digital Library sup-

ported by the SDSC SRB.  

The most recent ShakeOut simulation increased the upper frequency 

limit of the deterministic ground-motion prediction to 1 Hz from the 

0.5 Hz supported in the TeraShake simulations. One hundred meter grid 

spacing on a regular grid results in 14.4 billion grid points, eight times 

more grid-points than the TeraShake scenarios. The simulation used up to 

12k cores on the Texas Advanced Computing Center (TACC) Ranger 

computer and took 25–65 h to compute 240 sec of wave propagation. 

Ranger is a 504 TeraFlop/s Sun Constellation Linux Cluster configured 

with 3,936 16-way SMP compute-nodes (blades), 123 TB of total memory 

and 1.73 PB of global disk space, currently the largest computing systems 

for open science research. The pre-processing input partition and post-

processing analysis were performed on the SDSC DataStar nodes. 

4.7  Maintenance and Additional Techniques for the TeraShake 
Platform 

While the large-scale wave propagation simulations were done using the 

TS-AWP code, additional codes were developed to automate and support 

the job of setting up, running, and analyzing the TS-AWP simulations. We 

consider these additional codes separate from the highly optimized TS-

AWP but part of the TeraShake computational platform. In this section, we 

discuss some additional techniques we developed to support the TSCP. 

Scripts to enable workflow management. We developed a set of post-

processing tools to derive many terabytes simulation output to support sci-

entific analysis and visualization. We improved the performance of the 

post-processing scripts for generating velocity magnitude and other quanti-

ties mainly through reductions in memory requirement. This resulted in a 

6x speedup of the TeraShake post-processing calculations. 
Terascale to petascale computation runs involve a large number of simi-

lar simulations with different parameter settings. To achieve better produc-

tivity and efficiency, a workflow mechanism is often necessary to auto-

mate the whole process and enable efficient management of output data 
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files. We have built a large number of scripts with which a user can easily 

prepare the pipeline steps including pre-processing, batch jobs, post-

analysis of the output and comparison of multiple simulations. These 

scripts form the foundation and components for automatic workflow 

mechanisms. 

Implementation of a parallel staggered-grid split-node method. Dal-

guer and Day at SDSU integrated a parallel staggered-grid split-node 

(SGSN) method (Dalguer and Day 2007) into TS-AWP code. This SGSN 

approach was formulated to adapt the traction-at-split-node method in the 

velocity-stress staggered-grid finite difference scheme. This method pro-

vides an efficient and accurate means to simulate spontaneous dynamic 

rupture simulation. We have added MPI-IO and checkpointing/restart ca-

pabilities to support the new SGSN features. 

Automatic validation of the TeraShake application. The research codes 

including the TS-AWP are constantly under development. It is necessary 

to validate every change to ensure that the new changes do not affect the 

validity of the scientific results. We have developed and implemented an 

automatic validation package into the application. This automatic valida-

tion package contains a small, well-defined set of TS-AWP input configu-

ration files, and correct, or “reference”, output seismogram files. We run 

the TS-AWP code using these known input files, and when the TS-AWP 

code produces output seismograms, we run a program that performs a 

least-squares difference between the “reference” seismograms and the new 

output files. This capability to quickly re-verify the TS-AWP after a soft-

ware change has proven to be very helpful. 

Maintenance of CVS access for the TeraShake code. We have made multi-

ple codes that are part of the TSCP, including the TS-AWP code, accessible 

through the CVS repository to the SCEC community. We update the CVS re-

pository across all code modifications, after validation tests are conducted. We 

update, document, integrate and validate all code changes such as SGSN, 

Earthworks-command, I/O changes, initialization changes, 64/32-bit switch 

and more. Included in the CVS package are: source code, documents, scripts, 

settings, testing cases, executables, and automatic validation scripts for 

benchmark with homogeneous media and point sources. 

5  Data Archival and Management 

The TeraShake and ShakeOut data management was highly constrained by 

the massive scale of the simulations. On the TS1 simulations, we saved 
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both surface and volume velocity data. The output from the TS1 seismic 

wave propagation was migrated onto both a Sun SAM-QFS file system and 

the HPSS archive as the run progressed in order to sustain a data transfer rate 

over 120 MB/sec. This enabled the storage of 10 TB/day of simulation out-

put to tape drives that sustained up to 120 MB/sec I/O rates. With current 

e 4 times larger are sustainable. 

The TS1 and TS2 simulations comprise hundreds of terabytes of binary 

output and more than one million files, with 90,000 – 120,000 files per 

simulation. We organized each simulation as a separate sub-collection in 

the SRB data grid and published the sub-collections through the SCEC 

community digital library. We labeled the files with metadata attributes 

which define the time steps in the simulation, the velocity component, the 

size of the file, the creation date, the grid spacing, and the number of cells, 

etc. (Moore et al. 2005). Researchers can access all files registered into the 

data grid by their logical file name, independently of whether the data 

were on the parallel file system GPFS, the SAM-QFS archive, or the HPSS 

archive. General properties of the simulation such as the source characteri-

zation are associated as metadata with each simulation collection. Integrity 

information is associated with each file (MD5 checksum) as well as the lo-

cation of replicas. Since even tape archives are subject to data corruption, 

selected files are replicated onto either multiple storage media or multiple 

storage systems. The SCEC digital library includes the digital entities 

(simulation output, observational data, and visualizations), metadata about 

each digital entity, and services that can be used to access and display se-

lected data sets. The services have been integrated through the SCEC por-

tal into seismic-oriented interaction environments (Moore et al. 2005; 

Olsen et al. 2006b). A researcher can select a location on the surface of an 

earthquake simulation scenario, and view the associated seismogram, by 

pointing and clicking over the interactive cumulative peak velocity map, or 

interact with the full resolution data amounting to 1 TB.  

5.1  SCEC Data Grid  

The SCEC community digital library integrates the GridSphere portal 

technology (www.gridsphere.org/) with the SRB data grid (http://www. 

sdsc.edu/srb/). The portal technology provides a standard web-based inter-

face for applying seismogram extraction services on the simulation output, 

for presenting visualizations of the seismic wave propagation, and for 

browsing the SCEC collection. GridSphere is written in Java, which sim-

plifies the porting of the portal onto different operating systems. Each 

tape drive technology, data rates that ar
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The SRB data grid provides the distributed data management needed for 

a shared collection that resides on multiple storage systems. The basic ca-

pabilities provided by a data grid can be characterized as data virtualiza-

tion, trust virtualization, latency management, collection management, and 

federation management (Moore et al. 2005). Data virtualization is the 

management of data collection properties independently of the storage re-

positories where the data are stored. It is achieved by providing two levels 

of indirection between the GridSphere portal and the underlying storage 

system. The SRB maps from the functions specified by GridSphere 

through a Java class library interface to a standard set of operations that 

can be performed on data at remote storage systems. The SRB then maps 

from the standard operations to the specific protocol required by the re-

mote storage system. This ensures that modern access methods for data 

manipulation can be used on all types of storage systems, whether file sys-

tems, tape archives, databases, or object ring buffers. The standard opera-

tions include Posix I/O calls such as open, close, read, write, seek, and stat.  

The SRB uses a logical file name space to provide global persistent 

identifiers for each file. Since the files may reside in multiple storage sys-

tems, the SRB must map from the global persistent identifier used in the 

portal to the actual file location (IP address and file system pathname). The 

location of the file is stored as a metadata attribute attached to the logical 

file name. The SRB manages replicas of files, making it possible to put a 

copy on disk for interactive access while managing a copy in a tape ar-

chive for long term storage. The locations of the replicas are also attached 

to the logical file name as metadata attributes. In practice, all system state 

information required to manage each file is preserved as metadata attrib-

utes associated with the logical file name. The properties of the files 

(owner, size, creation date, location, checksum, replicas, aggregation in 

containers, etc.) are managed by the SRB independently of the storage re-

pository.  Users can also assign descriptive metadata to each file, including 

information about the simulation that created the file. A collection hierar-

chy is imposed on the logical file name space, with each sub-collection 

able to manage a different set of descriptive metadata attributes. 

The SRB is middleware, consisting of federated software servers that 

are installed at each location where data may reside, and clients that sup-

port a wide variety of access mechanisms. The SRB servers are organized 

as a peer-to-peer environment. When a GridSphere portal accesses a SRB 

server, the request is forwarded to the SRB server that manages the meta-

data catalog holding the persistent state information and descriptive meta-

data attributes. The actual location of the requested file is resolved, and the 

service is implemented as a Java portlet that can be invoked through 

the GridSphere portal. 
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specified operation is sent to the remote SRB server where the file is lo-

cated. The operation is performed and the result sent back to GridSphere. 

The structure of the SRB data grid is shown in Fig. 8. The SRB is ge-

neric infrastructure that supports a wide variety of access mechanisms, of 

which a GridSphere portal is one type of client. The three basic access 

mechanisms are a C library, a set of Unix shell commands, and a Java class 

library. All other interfaces are ported on top of one of these clients. Ex-

amples of other interfaces include digital library systems such as DSpace 

(http://www.dspace.org/) and Fedora (http://www.fedora.info/), workflow 

systems, load libraries, web browsers, and community specific services. 

The SRB supports access to a wide variety of storage systems. Storage re-

sources are logically named, enabling collective operations such as load 

leveling across storage repositories. Separate drivers are written for each 

type of storage repository. 

Fig. 8 Storage Resource Broker (SRB) data grid components 

The architecture is modular, enabling the addition of new drivers with-

out having to modify any of the access mechanisms. Similarly, new access 

mechanisms can be added without having to modify any of the storage re-

source drivers. The peer-to-peer server architecture also allows the dy-

namic addition of new storage systems. Since the SRB manages all properties 
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of the shared collection, data can be replicated onto the new storage device 

dynamically. This enables the migration of data onto new storage devices 

and the removal of obsolete storage systems without affecting the ability of 

users to access the shared collection. 

Two other virtualization mechanisms are also important. Trust virtual-

ization is the management of authentication, authorization, and audit trails 

independently of the storage repositories. The SRB accomplishes this by 

assigning ownership of the files to the SRB data grid. The SRB manages 

distinguished names for the users of the data grid independently of the 

storage system. Users may be aggregated in groups. Access controls by ei-

ther user name or group membership are then managed as constraints im-

posed between the logical resource name, the logical file name, and the 

SRB distinguished user names. These controls remain invariant as the files 

are moved between storage systems under SRB control. Access controls 

can be separately applied on files, metadata, and storage systems. 

Latency management provides support for parallel I/O, bulk file opera-

tions, and remote procedures to minimize the number of messages sent 

over wide area networks. Both data and metadata may be aggregated be-

fore transmission over networks. In order to interoperate across firewalls, 

both client-initiated and server-initiated data and metadata transfers are 

supported. Collection management provides the mechanisms needed to 

manage both state information and user-defined metadata in a catalog that 

resides in a chosen vendor database. The mechanisms include support for 

bulk metadata import, import and export of XML files, dynamic SQL gen-

eration, extensible schema, synchronization of master/slave catalogs, and 

attribute based queries. Federation management provides support for syn-

chronizing the logical name spaces between two or more independent data 

grids. Remote data manipulation operations may be performed upon data 

anywhere in the federation from the user’s home data grid, provided the 

appropriate access permissions have been set. 

5.2  Wave Propagation Simulation Data Archival  

Each time step of a TeraShake simulation produces a 20.1 GByte mesh 

snapshot of the entire ground motion velocity vectors. Surface data were 

archived for every time step totaling one (1) terabyte. Up to 133,000 files 

were generated per run. The data management challenges were further in-

creased when, for one of the TeraShake runs, we decided to save a 4D 

wavefield containing 2,000 time steps, amounting to 40 TB of data. The 

available disk space during the run was only 36 TB. Thus as the data were 

generated, they had to be moved to an archive for storage. Two archival 
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storage systems were used to ensure the ability to move 10 TB/day, for 

a sustained data transfer rate over 120 MB/sec from the disk to the archive. 

5.2.1 SCEC Data Management Challenges 

A data collection was created that annotated each file with metadata that 

defined the time step in the simulation, the velocity component, the size of 

the file, the creation date, the grid spacing, and the number of cells. Gen-

eral properties of the simulation such as the source characterization were 

associated as metadata for the simulation collection. The data are organ-

ized in a collection hierarchy, with a separate sub-collection for each simu-

lation run.  

 

Fig. 9 SCEC digital library collection hierarchy 

Within the sub-collection, files are organized in a collection hierarchy 

shown in Fig. 9. The binary output are described using Hierarchical Data 

Format headers and each file is fingerprinted with MD5 checksums for fu-

ture validation of data integrity. The HDF version 5 technology 

(http://hdf.ncsa.uiuc.edu/HDF5/) supports the creation of a separate HDF 

header file for each output file. The location of the HDF5 header file is 

then stored as an attribute on the logical file name in the SRB data grid. 

The simulation output and the derived data products were registered into 

the SCEC digital library. Users can access the SCEC public collections 

from a web browser, using the URL: http://www.scec.org/diglib. 

The data management requirements after the generation of the simula-

tion output were equally challenging. SDSC provides storage space to 

SCEC for over 250 TB of tape archive, and on average 4 TB of on-line 

persistent disk space. Cache disk space to support applications on average 

is about 5 TB. The challenges included: 
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Providing a common logical name space across all storage systems. 
The SRB data grid provides this automatically through the SRB logical 

name space. All files registered into the data grid can be accessed by their 

logical file name, independently of whether the data were on GPFS, SAM-

QFS, or the HPSS archive. 

Managing data distribution. Data were migrated from the archive to 

the disk cache to support visualizations and to compare results between 

runs.  Derived data products such as surface seismograms were kept on the 

persistent disk. All data were archived in either HPSS or SAM-QFS. By 

registering each file into the SRB data grid, the migration between systems 

could be done using a common logical file name space. This required in-

stalling a SRB server on each storage system. 

Managing replication. Since even tape archives are subject to data cor-

ruption, two archive copies were desired. Two approaches were used to 

minimize the amount of required tape space. The cost to store a second 

copy of the data was compared to the cost needed to regenerate the data 

from a snapshot. If the data corruption rate is too high, it is cheaper to store 

a second copy. For very low data corruption rates, it is cheaper to recom-

pute from a snapshot. For the SDSC storage systems, we chose storage of 

snapshots. The files in the archive were managed by the SRB data grid as 

the originals, with the files on the disk systems registered as replicas. 

The second approach used syntactic replication. We observed that 

the surface velocity from the simulation was transformed to create the sur-

face seismogram files (space order versus time order). Thus the derived 

seismogram data provided the equivalent of a backup copy of the surface 

velocity data.  

Automating ingestion of file metadata. The efficient management of 

MD5 checksums, HDF5 descriptive headers, and descriptive metadata for 

each file required bulk metadata loading into the SRB data grid. Adminis-

trative tools were written to simplify the management of the metadata gen-

eration and registration into a SRB collection. 

Managing access controls across the multiple storage systems. The 

SRB supports multiple access roles, enabling the identification of a curator 

who manages the publication of data and metadata in the SCEC Digital Li-

brary. Each user of the system is given a “home” collection under which 

they can store simulation results. A curator account is used to control pub-

lication of selected data to the SCEC collection published at 

/home/sceclib.scec. An additional access role is defined for management 

operations to backup high priority datasets. Public access to the SCEC 



The TeraShake Computational Platform      255 

digital library is managed through a “public” account that is given read ac-

cess permission. 

Validating collection integrity. Since the risk of data loss is present for 

each storage system, periodic verification of checksums is necessary for 

each file. If a problem is detected, synchronization of valid replicas is used 

to automate error correction. The SRB data grid provides explicit adminis-

trative commands for such synchronization. 

5.2.2 Comparison to Grid Technology 

The differences between the SRB data grid and other approaches for dis-

tributed data management are the degree of integration of the SRB soft-

ware, the consistency assertions performed by the SRB, the generality of 

the SRB solution, and the SRB’s ability to interoperate with all major data 

storage environments. Comparisons are usually made with Grid middle-

ware (http://www.ogf.org/), in which a differentiated service with a separate 

state information catalog is created for each desired function (authentica-

tion, authorization, storage resource discovery, replication, metadata man-

agement, and data movement). Interactions between the Grid middleware 

services are managed by the calling application, including the decision of 

the order in which to make the service calls, and the coordination of con-

sistency across the state information. From the perspective of the Grid 

middleware approach, the SRB is an application that provides consistent 

management of distributed data, as opposed to an access service to data re-

siding in a file system. 

With the SRB data grid, the coordination is built into the system. The 

user specifies a request through their preferred access mechanism (load li-

brary, browser, workflow actor, digital library, C library call, Unix shell 

command) and the SRB issues the required operations on the remote sys-

tems. The original SRB environment supported the traditional 16 Posix I/O 

operations. In order to support digital libraries and preservation environ-

ments, the number of operations has been extended to over 80 functions 

that can be executed at the remote storage system.  The extensions include 

support for database queries, metadata registration, execution of remote 

procedures, integrity checking, synchronization, aggregation into contain-

ers, third party transfer, and server-initiated parallel I/O. These additional 

functions, the ability to simplify administration through use of an inte-

grated system, and the support for digital libraries as well as preservation 

environments have driven the widespread use of the SRB technology. 
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5.3  SCEC Digital Library 

The SCEC/CME collaboration and SDSC have developed digital library 

interfaces that allow users to interactively access data and metadata of 

ground motion collections, within a seismic oriented context. The Earth-

quake Scenario-Oriented Interfaces (available at the URLs: 

http://sceclib.sdsc.edu/TeraShake and http://sceclib.sdsc.edu/LAWeb) are 

built upon the WebSim seismogram plotting package developed by Olsen.  

   Surface seismograms are accessed through the SCEC seismogram ser-

vice within the SCEC portal. A researcher can then select an earthquake 

simulation scenario and select a location on the surface, by pointing and 

clicking over an interactive cumulative peak velocity map. The portal ac-

cesses the correct file within the SCEC community digital library, and dis-

plays all three velocity components for the chosen site and scenario. Users 

can use this web application, shown in Fig. 10, to interact with the full sur-

face resolution (3,000 × 1,500) data of a TeraShake scenario, amounting to 

1 TB per simulation.  

Fig. 10 User interaction with the TeraShake Surface Seismograms portlet of the 

SCECLib portal 
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As more sophisticated simulations are executed in the future, the SCEC 

digital library will need to be updated to provide state-of-the-art results. 

This is the driving factor behind the creation of digital libraries of simula-

tion output. The research of the future depends upon the ability to compare 

new approaches with the best approaches from the past, as represented by 

the digital holdings that the community has assembled. 

6  TeraShake Visualization 

Visualization has been a key in investigation of the TeraShake simulations. 

The large amount of data produced by the simulation requires new meth-

ods and techniques for analysis. Since the beginning of the study, the visu-

alization process has been collaborative. At the very first stage, the surface 

data was color mapped, and it went through several iterations to capture 

and highlight the desired data range and features. Since most of the data is 

bidirectional (velocity components in positive and negative direction), the 

color ramp was chosen to have hot and cold colors on both ends, and the 

uninteresting range in the middle was chosen to be black (see Fig. 11a).  

 

Fig. 11 Iterative refinements of the visualization incorporating feedback from 

scientists 
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The next step was to provide contextual information; this process also 

underwent several revisions as better overlay maps become available with 

time (see Fig. 11b). Concurrently, different transfer functions were de-

signed to capture features of interest through direct volumetric rendering 

(see Fig. 11c). Lastly, alternate methods like topography deformation (see 

Fig. 11d) and self contouring (see Fig. 12) were developed to aid analysis. 

There were several challenges to accomplish visualization; foremost diffi-

culty was handling the sheer size of data ranging from 1 TB to 50 TB for 

each simulation. Keeping this data available for a prolonged period on a 

shared filesystem or moving it around was impractical. Interactive visuali-

zation tools for this capacity of temporal data are either virtually nonexis-

tent or require specialized dedicated hardware. Furthermore, the disparate 

geographic location of scientists also made these tasks difficult. Thus, we 

settled on providing packaged animations through the web which were re-

fined over time from feedback. 

6.1  Visualization Techniques 

We utilized existing visualization techniques and combined them with off-

the-shelf software to create meaningful imagery from the dataset. We clas-

sify our visualization process into four categories: surface, topographic, 

volumetric and static maps. 

6.1.1 Surface Visualization 

In this technique, the 2D surface data are processed via direct 24-bit color 

map and overlaid with contextual geographic information. Annotations and 

captions provide additional explanation. The temporal sequence of these 

images is encoded into an animation for general dissemination. We utilized 

Adobe’s After EffectsTM for compositing and encoding the image se-

quences. Layering the geographic information with high resolution simula-

tion results provides precise, insightful, intuitive and rapid access to com-

plex information. This is required for seismologists to clearly identify 

ground motion wave-field patterns and the regions most likely to be af-

fected in San Andreas Fault earthquakes. Surface visualizations were cre-

ated for all 2D data products using this method.  

Comparison of multiple earthquake scenarios was vital to understand 

rupture behavior. In Fig. 12 the left image shows the areas affected by a 

rupture traveling northwest to southeast; the right image shows the corre-

sponding results for a rupture moving southeast to northwest. Both images 

have geographical and contextual information (fault lines, freeways) overlain. 
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understanding of the region most heavily impacted by such an earthquake 

and the degree of damage. The side-by-side character of this visualization 

also provides the scientists an important visual intuition regarding similari-

ties and differences between fault rupture scenarios. In particular, such 

comparison revealed significant differences in the ground motion pattern 

for different rupture directions, and in one case, wave-guide effects leading 

to strong, localized amplification. With use of animations the scientists 

were able in some instances to detect instabilities in the absorbing bound-

ary conditions, and to identify alternate conditions to remedy the problem. 

In other instances, specific physical behaviors were observed, such as that 

the rupture velocity was exceeding the S wave speed at some locations. 

Such “supershear” rupturing is of great interest to seismologists, because it 

generates different types of ground motions than subshear ruptures 

(Dunham and Archuleta 2005).  

 

Fig. 12 Image comparing maps of maximum ground velocity in two of the 

TeraShake simulated earthquake scenarios on the San Andreas Fault. TS1.2 (left) 
is for rupture toward the southeast, while TS1.3 (right) is for rupture toward the 

northwest (see Movie 2, available on accompanying DVD)  

6.1.2  Topographic Visualization  

This process utilizes the dual encoding of the surface velocity data as both 

color mapping and as displacement mapping. The surface velocity data 

were used to create a color mapped image; the displacement magnitude 

calculated from the surface velocity data were used to generate a grey scale 

Seismic information of time, peak velocity and instantaneous location are 
shown visually via a graphical cursor and in text. The goal is to gain an 

image. The grey scale image is used as a displacement map to create 
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MayaTM.1  

The animation corresponding to Fig. 13a, allows the scientist to gain a 

better understanding of the kind of waves propagating in the model. An-

other example is use of across-sectional view (see Fig. 13b) that shows the 

surface on the southwest side of the fault is lowered to the bottom of the 

fault to allow the rupture on the fault to be viewed. This kind of visualiza-

tion allows the seismologists to connect surprising features in the ground 

motion with features in the rupture propagation. Currently we are working 

to develop a method to display true three-dimensional deformations based 

on three components of surface velocity data to provide more realistic in-

sight. 

 

 

Fig. 13a Deformation along vertical axis of the terrain using displacement map-

ping to show velocity magnitudes along with color (see Movie 3, available on ac-

companying DVD) 

                                                      
1 Maya is widely used animation software in films, which offers state of the art 3D 

modeling, lighting, rendering and animation capabilities. URL: 

http://www.autodesk.com/maya 

terrain deformation along the vertical axis (see Fig. 13a) using Autodesk’s 
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Fig. 13b A cross sectional view showing sliprate on the vertical fault and velocity 

magnitude of wave propagation on the horizontal surface (see Movie 4, available 

on accompanying DVD) 

6.1.3  Volumetric Visualization 

The largest data sets produced by the TSCP simulations are volumetric 

data sets. We performed direct volume rendering (Kajiya and Herzen 

1984) of the volumetric dataset and composited it with contextual informa-

tion to provide a holistic view of the earthquake rupture and radiated 

waves to the scientists (see Fig. 14). Our initial work has helped the seis-

mologists to see the general depth extent of the waves. For example, de-

pendent on the component of the wavefield, waves propagating predomi-

nantly in the shallow layers may be identified as surface waves. Such 

waves typically contain large amplitude and long duration and can be par-

ticularly dangerous to some types of structures. However, more research in 

addition to existing work (Chopra et al. 2002; Yu et al. 2004; Uemura and 

Watanabe 2004) needs to be done to represent multivariate data in a uni-

fied visual format. Additional challenge in volumetric visualization is how 

to visually present to the user a global understanding of the behavior of the 

seismic wave while at the same time allowing them to examine and focus 

on localized seismic activity.  This challenge is important, as often only 

reviewing the global behavior of the seismic wave hides important local-

ized behaviors while at the same time simply focusing on localized activity 

often hides how this localized motion impacts the overall behavior of the 

wave. 
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6.1.4 Static Maps 

Some data products like spectral acceleration (depict the vibration charac-

teristic of ground at different frequencies see Fig. 15), peak ground veloci-

ties and peak ground displacements are non-temporal and require visual 

representation for better understanding. 

Fig. 14 Snapshot showing volume rendered velocity in y direction (see Movie 5, 

available on accompanying DVD) 

We developed a technique to highlight features in 2D by using bump map-

ping. The detailed treatment of this approach is described in detail by Wijk 

(Wijk and Telea 2001). Encoding the spectral acceleration levels using 

both color maps and bump maps reveals subtle transitions between ground 

motion levels within localized regions with similar spectral acceleration 

properties. The color and bump encoding technique brought out variations 

in the data that were not previously visible (see Fig. 15). 

Scientists want to conduct hands on analysis in an attempt to gain a better 

understanding of the output data. The large amounts of TeraShake data pose 

a significant problem for accessibility and analysis. We developed a web 

front end (Fig. 16) where scientists can download the data and are able to 

create custom visualizations over the web directly from the surface data. The 

portal uses LAMP (Linux, Apache, MySQL, PHP) and Java technology for 

web middle-ware and on the back-end compute side relies on specialized 

6.1.5 Self Contoured Maps 

6.1.6 Map Service Portal for Surface Data 
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programs to fetch data from the archive, visualize, composite, annotate and 

make it available to client browser. We have also added support to create 

geo-referenced images which could be viewed in Google Earth.2  

 

Fig. 15 Maps showing the advantage of the self contouring technique in contrast to 

simple color mapping. Our innovative color encoding technique brought out varia-

tions in the data that were not previously visible. In the region highlighted by the 

orange circle, scientists identified a star burst pattern, indicating an unusual radia-

tion of energy worthy of further investigation, which went unnoticed with simple 

color mapping 

 
Fig. 16 Screenshot of the map service portal 

                                                      
2 Google Earth is an interactive 3d geo browser  URL: http://earth.google.com/ 
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6.2  Visualization Tools and Results 

SDSC’s volume rendering tool called Vista (not to be confused with the 

Microsoft operating system by the same name), based on the Scalable 

Visualization Toolkit (SVT), was used for visualization rendering. Vista 

employs ray casting (Kajiya and Herzen 1984) with early ray termination 

for performing volumetric renderings. Surface and volume data have been 

visualized with different variables (velocities and displacements) and data 

ranges in multiple modes. The resulting animations have proven valuable 

not only to domain scientists but also to a broader audience by providing 

an intuitive way to understand the results. Visualization required signifi-

cant computational resources. TeraShake Visualizations alone have con-

sumed more than 10,000 CPU hours and over 30,000 CPU hours on 

SDSC’s DataStar and TeraGrid IA-64 respectively.  

The use of multiple data sets with different visual representations (see 

Figs. 12, 13, 14, 15 and 16) helps the seismologists to understand key 

earthquake concepts like seismic wave propagation, rupture directivity, 

peak ground motions, and the duration of shaking. The strong visual im-

pact leads the viewer from the global context of earthquake hazards to the 

hazards in a specific region and then into the details about a specific earth-

quake simulation. Viewing the earthquake simulation evolve over time 

leads viewers to gain insights into both wave propagation and fault rupture 

processes, and illustrates the earthquake phenomena in an effective way to 

non-scientists. More than 100 visualization runs have been performed, 

each utilizing 8–256 processors in a distributed manner. The results have 

produced over 130,000 images and more than 60 unique animations.3  

6.3  Visualization Discussion 

The role of contextual information has been pivotal; the surface visualiza-

tions have proven to be very helpful to the scientists. Encoding of the ren-

dered image sequence into animations has been a bottleneck since it is se-

rial, time consuming and lossy compression process. Further it requires 

careful selection of codecs for broader accessibility by scientists on differ-

ent platforms.  

Some of the visualization techniques, such as plotting the surface peak 

ground motions on a map; have been used successfully to analyze wave 

propagation simulations in the past. Thus, such basic techniques have 

                                                      
3 TeraShake visualization webpage: 

TeraShake 
http://visservices.sdsc.edu/projects/scec/
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proven to provide useful scientific information and are useful for initial 

assessment of simulations. However, without the exploratory visualiza-

tions applied to the TeraShake simulations, such as the color and bump en-

coding technique, the origin of some features in the results would have 

been unclear. These new methods should be considered in future large-

scale simulations of earthquake phenomena. While these methods are un-

der development, future efforts should concentrate on documentation of 

the procedures to promote widespread use.  

In addition to the scientific insight gained, these methods can provide 

important instructional learning material to the public. For instance, a 

TeraShake animation is being used in teacher training in Project 3D-

VIEW, a NASA funded program, potentially becoming a part of the cur-

riculum in thousands of classrooms. One of the animations was featured in 

National Geographic channels documentary on “LA’s Future Quake”. 

Other example is, the composite of the fault plane and surrounding crust 

(Fig. 11c) illustrating the connection between the earthquake rupture and 

the shaking felt in the vicinity of the fault. 

As large temporal datasets pose significant challenges for analysis, 

automation of visualization techniques and methods applied in a planned 

way is desirable. Interactive visualization of large temporal datasets seems 

useful but is non-trivial and often impractical. Domain specific feature 

capturing algorithms coupled with visualization can play an important role 

for analysis. Animations though non-interaction can often serve the pur-

pose for gaining insight when created in a thoughtful manner. Off-the-shelf 

software’s such as MayaTM can augment scientific visualization tools. Mul-

tiple representations of the same data products with different techniques 

can be valuable assets. Use of high dynamic range (HDR) imagery for am-

plifying fidelity and precision in visualization has seemed promising but 

lack of HDR display hardware and plethora of tone mapping methods 

make this task difficult. 

7  Scientific Results of TeraShake-1 and TeraShake-2 

Three TS1 simulations were carried out using a hypocentral depth of 10 

km. One scenario starts at the northwestern end rupturing toward the 

southeast, and two start at the southeastern end and rupture toward the 

northwest. Fig. 12 shows the maximum root-sum-of-square peak ground 

velocity (PGV) for all components for the NW-SE and SE-NW(1) scenar-

ios of TS1. The PGV distributions reveal a striking contrast in ground mo-

tion pattern between NW-SE versus SE-NW rupture scenarios. In addition 
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to the expected rupture directivity in the rupture direction, the chain of 

sedimentary basins running westward from the northern terminus of the 

rupture to downtown Los Angeles forms a low-velocity structure that acts 

as a waveguide. The TeraShake simulations show that this waveguide may 

trap seismic energy along the southern edge of the San Bernardino and San 

Gabriel Mountains and channel it into the Los Angeles region. This guided 

wave is efficiently excited by both SE-NW rupture scenarios, but not ap-

preciably by the NW-SE rupture scenario (Fig. 12). The waves amplified 

by the waveguide for the TS1 SE–NW scenarios generated PGVs 

(>3 m/sec) in localized areas, much larger than expected for the Los Ange-

les area. 

To test whether the unexpectedly large ground motions obtained for the 

SE-NW TS1 simulations were related to the somewhat simplified kine-

matic source derived for the Denali earthquake we have carried out a series 

of simulations (TS2) with sources derived from spontaneous rupture mod-

els. Due to numerical limitations of the finite-difference method on a Car-

tesian grid, the dynamic rupture modeling with this method is limited to 

planar fault surfaces. For this reason, we used a two-step, approximate 

procedure to compute the ground motions from the segmented San An-

dreas fault rupture. Step one was a spontaneous dynamic rupture simula-

tion for simplified, planar fault geometry. Step two was a separate, kine-

matic simulation, using as a source the space-time history of fault slip from 

step one, mapping the latter onto the segmented San Andreas fault geometry.

The dynamic rupture sources were modeled using a simple slip weaken-

ing friction law, implemented using the stress-glut method (Andrews 

1999). The rupture was nucleated artificially in a small patch near the end 

of the fault. The initial shear-stress distributions were generated from a se-

quence of approximations of the dynamic inversion results for the M7.3

1992 Landers earthquake (Peyrat et al. 2001). Three different high-

resolution (dx = 100 m) dynamic rupture simulations were generated and 

used as sources for three different TS2 wave propagation runs 

(dx = 200 m). The stress and friction parameters were tapered in the upper 

2 km of the fault to avoid numerical artifacts.  

Figure 17 compares the kinematic source in TS1 and dynamic source in 

TS2 by a snapshot of the sliprate. The dynamic source is characterized by 

strong variations in rupture speed as well as frequent separation into sev-

eral slipping areas of highly varying shape and sliprate. In contrast, the ki-

nematic rupture has constant rupture velocity and slip contained in six con-

secutive elementary pulses. 
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Fig. 17 Comparison of snapshots of sliprate for dynamic (top) and kinematic (bot-
tom) source (see Movie 6, available on accompanying DVD) 

Figure 18 compares the PGV for TS1.3 (kinematic source) and TS2.1 

(dynamic source). The PGV patterns from the dynamic source descriptions 

contain the same overall features as for the kinematic TS1 results, such as 

rupture directivity and localized amplification. However, the PGVs from 

the dynamic rupture are generally smaller than those from the kinematic 

source by a factor of 2–3. We believe that the smaller PGVs for the dy-

namic source models are mainly caused by less coherent wavefronts gen-

erated by the complex dynamic source, as compared to those from the 

much simpler kinematic rupture propagation. In particular, the abrupt 

changes in direction and speed observed in the spontaneous rupture propa-

gation tend to decrease the amplitudes of the radiated wavefield in the for-

ward-directivity direction. 

 

 

Fig. 18 Comparison of PGVs for SE-NW scenarios using (left) kinematic and 

(right) dynamic sources (see movie 7, available on accompanying DVD) 
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A notable characteristic feature in the TS2 PGV distributions is the ‘star 

burst’ pattern of increased peak values radiating out from the fault (see 

Fig. 18, right). These rays of elevated peak ground motions are generated 

in areas of the fault where the dynamic rupture pulse changes abruptly in 

either speed, direction or shape. For this reason, the bursts of elevated 

ground motion are also correlated with pockets of large, near-surface slip-

rates on the fault. Such pattern is absent from the PGV distributions for the 

kinematic TS1 simulations due to the very limited effective variation in 

rupture speed and constant shape of the source time functions.  

Despite the significant differences in peak amplitudes, there is consider-

able similarity between the spatial patterns of ground motion excitation for 

the TS1 and TS2 scenarios with a common rupture direction. An important 

example is the wave-guide induced band of amplification extending into 

the Los Angeles basin for the SE-NW ruptures. Thus, the TS1 and TS2 re-

sults indicate that such sedimentary waveguide effects, where they exist, 

may have a large, systematic impact on long-period shaking levels. 

A comprehensive set of images and animations based on the TeraShake 

simulations is presented on the SDSC visualization group website: 

http://visservices.sdsc.edu/projects/scec/. The science results can be found 

in (Olsen et al. 2006a, 2007). 

8  Lessons Learned from Enabling Very-Large Scale 
Earthquake Simulations 

The process of executing a large-scale application simulation is more com-

plex and requires more intensive management than conventional work-

station analyses. This complexity derives from the many different areas of 

expertise from multiple disciplines that jointly participate in the problem-

solving. This is particularly true while performing the TeraShake simula-

Lesson 1 – Carefully coordinate use of the multiple resources needed for 

computing and data archiving. 

The TeraShake simulation required scheduling of more than one resource 

pool so as to be able to efficiently use resources from multiple sites. At 

SDSC, the 32-processor IBM p690 fat memory nodes were used for test-

ing, code validation, pre-processing and post-analysis. The pre-processing 

tions as we worked to resolve the large number of system-level issues that 

emerged as we increased the TeraShake computation scale. The following 

are lessons we learned running the TeraShake and ShakeOut simulations 

that might be useful to other applications for large-scale simulations: 
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results are stored on TeraGrid GPFS-WAN, a global parallel file system-

wide area network, so that a production run can restart from Blue Gene/L 

where relatively small amount of memory is available. The TeraGrid IA-

64 resources were used for compute-intensive dynamic rupture simula-

The increasing size and complexity of massive data collections are 

unique challenges given limited data transfer rates. This requires careful 

consideration of not only the compute location, but whether associated 

storage systems are capable of handling the output. Efficient data transfer 

and access to large files is of the first priority. To ensure the datasets are 

safely archived, multiple copies of the dataset at multiple locations are 

necessary. These requirements are most easily met through use of data grid 

technology which provides the storage location transparency and the man-

agement of replicas. 

Lesson 2 – High throughput systems are needed to support multiple-day 

execution runs. 

Then we combine these elements, the need for high throughput comput-

ing, in addition to high performance computing, becomes clear. Diverse 

numerical modeling research programs need both capability and capacity 

computing. Large numbers of capability and capacity simulations need 

high throughout systems to complete the simulations at a rate acceptable 

that can keep a coordinated group of specialists engaged before they get 

pulled away onto another project. 

tions. The data-intensive wave propagation runs required resources with a 

balanced CPU and memory configuration like the 8-processor IBM p655 

Datastar nodes. The latest ShakeOut simulations for frequency up to 1-Hz 

were executed on the largest NSF TeraGrid resource at TACC. The re-

source scheduling and collaboration across administrative boundaries has 

been critical to the success of the project.  

Large-scale capability simulations often take multiple days to complete. 

For example, the ShakeOut-D simulation took 65 h on 2000 cores (Cui et 

al. 2007c). Currently, most supercomputer sites configure resources for a 

typical run that lasts less than 24 h. Longer execution time is a challenge 

considering the stability of large compute systems. 

In addition to the basic simulation runtime, large-scale simulations also 

require significant time to prepare, and analyze. Specialists in different 

areas (e.g. data management, visualization) are often needed to support a 

simulation. Once the group has been coordinated and is ready to begin a 

simulation it is essential that the work progress as scheduled. Computing 

systems that can support rapid iterations, simulation starts, stops, and re-

tries, are very valuable. 
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Lesson 3 – MPI-IO support needs to be verified on each production system 

at scale as early as possible. 

MPI-IO and parallel file systems provide a convenient model for access 

and high throughout to storage. However, MPI-IO access to disk has been 

a challenge for both hardware and software level support. As part of the 

MPI-2 standard, MPI-IO specifies the syntax and semantics of the MPI 

routines, but does not include any specification of how these routines 

should be implemented. This means different choices for MPI implementa-

tion may be very different in terms of performance on different architec-

tures. Currently, very few large-scale data-intensive simulations use MPI-

IO. The performance and portability of these components must be im-

proved, in particular in the area of throughput and scalability. 

Lesson 4 – Algorithm adaptation is needed to manage different computer 

architectures. 

The increased variety of compute resources requires porting of an applica-

tion to multiple types of architecture. This is an adaptation procedure to 

meet specific requirements for each architecture. It is important to deter-

mine how fundamental system attributes affect application performance. 

Some factors, in addition to clock speed, are critical such as high memory 

bandwidth, high I/O bandwidth, low latency interconnect, full bisection 

bandwidth. Well adapted algorithms in an application will not only adjust 

easily in the porting process, but also enable planning ahead for new archi-

tectures. Our flexible program settings, as shown in Fig. 3, as well as dis-

how to modify simulation software to successfully use multiple compute 

architectures effectively, and we believe our results will benefit other geo-

science disciplines as well. 

For earthquake wave propagation simulations, source and mesh parti-

tioning is needed in advance to prepare for efficient computations. This 

will greatly reduce memory requirements. In addition, memory needs to be 

partitioned between I/O management and computation. It is efficient to de-

crease the amount of memory devoted to the computation and to allocate 

memory buffers for I/O aggregation. This allows programs to scale both 

computation and I/O handling to a large number of processors. In the fu-

ture, fully integrated MPI-IO is needed for sufficient efficiency with the 

AWP-like seismic applications. 

Lesson 5 – Large-scale simulations typically produce large-scale data man-

agement challenges. Consider devoting equal time to computational and 

data management planning. 

The size of the simulation output imposes unique data management chal-

lenges. Consider the management of a million files. Each file only has 

tributed data management through data grids provide practical examples of 
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meaning if its context can be defined. The context includes the parameters 

controlling the simulation that generated the file, the mapping of the file 

contents onto a coordinate system, the mapping of the coordinate system 

onto a geometry, and the assignment of physical variable names. Managing 

the context requires creating a collection, with the assignment of metadata 

attributes to each file through the use of digital library technology. 

Consider the management of one hundred terabytes of data. Current 

storage systems have observed bit-error-rates on the order of 10
–14

. This 

means a one hundred terabyte collection will inherently contain multiple 

errors. In practice, other sources of data corruption are more important. 

Files might be lost through media failure (damaged tape or disk head 

crash), through operator error (file overwrite), through vendor product 

malfunction (bad microcode in a tape drive or disk controller), and through 

natural disasters (fire, earthquakes). The larger the collection, the higher 

the risk is that one of these sources of data corruption will damage the col-

lection. Managing data integrity requires the replication of data onto mul-

tiple types of storage systems, preferably located at geographically remote 

locations, through the use of data grid technology. 

The need to share data also imposes unique data management chal-

lenges. The researchers need local copies of data to support their research, 

and read access to the entire collection. The researchers that create derived 

data products need the ability to write data onto storage systems at the re-

mote locations. All collaborators need the ability to read data from any of 

the storage systems that are used to hold the collection. The ability to man-

age access controls across multiple administrative domains is provided by 

data grid technology. 

The manipulation of a million files also requires both discovery mecha-

nisms to identify relevant data and standard services for generating visuali-

zations and derived data products. The ability to browse collections, query 

attributes, and execute standard services is supported by digital library 

technology. 

When moving to petascale computing, file systems alone are not suffi-

cient for managing massive scientific data sets. Instead, a collection-based 

approach is essential for coupling context to data. The actual technologies 

needed to manage simulation data are preferably an integration of digital 

library and data grid technology. These combined systems provide the data 

virtualization and trust virtualization (manage collection properties inde-

pendently of storage system) needed to share and manage distributed data. 

The fact that periodic management functions should be executed to assure 

data integrity illustrates a major shortcoming with current data manage-

ment systems, namely the need to automate the execution of management 

policies. As collections become larger, the labor required to maintain the 
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collection integrity also increases. At SDSC, data management systems are 

under development that automate the execution of management policies. 

The goal is to minimize the amount of labor required to manage petabyte-

sized data collections. The iRODS (integrated Rule Oriented Data System) 

is a first step towards this goal. An initial open source version of the soft-

ware is available at http://irods.sdsc.edu. 

Lesson 6 – Data analysis and visualization are essential to large scale simu-

lations and animations are often the most useful. 

Post-processing of simulation output from the current set of 50 TeraShake 

runs comprising more than 150 TBs of data is very time-consuming. Fu-

ture larger scale simulations will need to automate data analysis and visu-

alization procedures jointly with the simulation using workflow systems. 

The key lessons learned in visualization of the simulation output can be 

summed up as:  

animation – encoding images to video clips made it easy to manage 

views and distribute;  

annotation – adding contextual information like maps, text, etc. signifi-

cantly aided understanding;  

multiple observation points – camera angles/paths help in providing 

insights; multi mode, multi view visualization – creating renderings with 

different styles and techniques (2D, 3D and hybrid) combined with differ-

ent viewing positions provide better insights;  

automation – streamlining the process to reduce human intervention is 

essential at the TeraShake data scale. Collocated renderings can offer a 

method to visualize the data as it is created. 

Planned future work includes online analysis of surface data by remote 

web clients plotting synthetic seismograms. Data mining operations, spec-

tral analysis and data sub setting are planned as future work. The 

TeraShake simulation project has provided some insights on the IT infra-

structure needed to advance computational geoscience, which we will ex-

amine further. We would like to use 16-bit imagery instead of current 8-bit 

imagery to increase visualization fidelity. In addition, integration of geo-

graphic information systems database to overlay a variety of contextual in-

formation would aid further analysis. Integration of surface imagery with 

virtual globes like Google Earth, NASA’s World Wind, etc. is being tested 

currently. 

Verification of the simulation progress at runtime and subsequent seis-

mological data assessment computation was a major concern of the 

TeraShake project. Visualization techniques helped solve this problem 

(Chopra et al. 2002) by asynchronous rendering the output data during the 

simulation run. Animations of these renderings were instantly made avail-



The TeraShake Computational Platform      273 

able for analysis. SDSC’s volume rendering tool Vista, based on the Scal-

able Visualization Toolkit (SVT), was used for visualizations. Vista em-

ploys ray casting for performing volumetric rendering. Surface data have 

been visualized with different variables (velocities and displacements) and 

data ranges in multiple modes. The resulting animations have proven valu-

able not only to domain scientists but also to a broader audience by provid-

ing an intuitive way to understand the TeraShake simulation results. 

9  Summary 

Earthquakes pose a great natural threat to many urbanized areas. Numeri-

cal simulations of large earthquakes are playing an increasingly important 

role in understanding earthquake hazard. The TeraShake simulation was 

one of the earliest high performance computing activities at SCEC that tar-

geted capability computing. Although the project started with a simulation 

code for which the code accuracy had been extensively verified for anelas-

tic wave propagation and dynamic fault rupture (Day et al. 2003), signifi-

cant modifications were required for large-scale computation. The major 

result of the enhanced code was the identification of the critical role a 

sedimentary waveguide along the southern border of the San Bernardino 

and San Gabriel Mountains has in channeling seismic energy into the 

heavily populated San Gabriel and Los Angeles basin areas. The simula-

tions have considerable implications for seismic hazards in southern Cali-

fornia and northern Mexico.  

The TeraShake simulations demonstrated that optimization and en-

hancement of major application codes are essential for using large re-

sources (number of processors, number of CPU-hours, terabytes of data 

produced). TeraShake also showed that multiple types of resources are 

needed for large problems: initialization, run-time execution, analysis re-

sources, and long-term data collection management. The improvements 

made to the AWP have created a community TS-AWP code that can be 

used by the wider SCEC community to perform large-scale earthquake 

simulations. The TS-AWP code is already being integrated for use in other 

SCEC projects such as the SCEC Earthworks Science Gateway and a full 

three dimensional tomography study of southern California. The TS-AWP 

is useful because it is integrated into the larger suite of supporting codes in 

the TeraShake computational platform. 

A SCEC computational platform is defined as a vertically integrated collec-
tion of hardware, software, and people that provide a broadly useful research 
capability. Based on our experience with the TeraShake computational 
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SCEC has established a goal of developing a PetaShake platform that is 

capable of performing petascale capability simulations of dynamic ruptures 

and anelastic wave propagation. A representative capability computation 

of this kind will model an M8.1 earthquake with an 800 by 400 by 100 km3 

domain at 25-m resolution using almost 2 trillion volume elements and 

160,000 time steps. This problem is over 9,100 times larger than the 

TeraShake domain in terms of computational work, requires a sustained 

petaflops supercomputer and petabytes of storage for archiving surface 

seismogram output file. Such a high-resolution simulation will provide bet-

ter estimates of strong ground motions for the most dangerous rupture sce-

nario at frequencies of interest to the emergency management and civil en-

gineering communities. The excellent scalability of the TS-AWP shown on 

40k BG/L processors has been a breakthrough in the field of earthquake 
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Abstract There is indeed a potential non-negligible threat for Chinese coast from 

tsunamogenic earthquakes originating at the neighboring subducting plate 

boundaries of Eurasian plate and Philippine sea plate: Manila trench and the 

Okinawa trough. This finding comes from our newly devised method for 

determining the probabilistic forecast of tsunami hazard (PFTH), which finds this 

probability distribution from direct numerical simulation of the waves excited by 

hypothetical earthquakes in these zones. There are significant differences in the 

bottom bathymetry between the South China Sea bordering the southern province 

of Guangdong and the East China Sea and Yellow Sea adjacent to the provinces of 

Zhejiang, Jiangsu, and Shandong. We have verified that the linear shallow-water 

equations can be employed to predict with sufficient accuracy the travel time of 

tsunami waves in the South China Sea, while the nonlinear shallow-water 

equations must be used for the shallower seas next to the northern Chinese 

provinces. Distribution for the possibility of tsunami waves with above 2.0 m 

hitting the coast has been shown in eastern China sea area, the delta region of the 

Yangzi River, the north-eastern coast of Zhejiang province, and northern Taiwan 

island. The distribution has also been displayed in South China Sea area, along the 

southeastern coast of mainland and Southwestern Taiwan. In this century the 

probability of a wave with a height of over 2.0 m to hit Hong Kong and Macau is 

about 10.0%, 0.5% for Shanghai, 3.2% for Wenzhou, and 7.2% for Keelung. 

Cities on eastern Chinese coast are less vulnerable than those on the southern 

Chinese coast. We also have discussed the prospects of tsunamis coming from 

large earthquakes along the Manila trench and the Ryukyu-Kyushu arc region to 

the north, as they can impact many countries in Southeast Asia, besides China. 

Centre, QLD4072, Australia 

VIII. Probabilistic Forecast of Tsunami Hazards 
along Chinese Coast 



1 Introduction 

The Sumatra seismogenic tsunami in December 26, 2004 with the death of 

0.33 million people shocked the whole world. This event has alerted the 

attention of many countries surrounding the Pacific and Indian Oceans 

about the danger of tsunami waves. The need of warning systems is 

strongly revived by this tumultuous incident. Tsunamis occur around the 

world from various causes, principally from shallow earthquakes in 

subduction zones. Around 90% of the global undersea earthquakes take 

place around the circum-Pacific belt, and only shallow major earthquake 

could induce big tsunami hazard (Polet and Kanamori, 2000). It is not 

difficult to detect large earthquakes and issue alarms, however, we judge 

roughly whether they generate tsunami or not in 10 min. Therefore, the 

forecasting of potential tsunami hazard in long term and the pinpointing 

the vulnerable locations represent a very important goal for tsunami 

warning.  

Now most of methodologies for potential tsunami hazard are based on 

the statistical method. This is similar to how seismic risk is assessed. 

Probability seismic hazard analysis has been used widely worldwide, 

which can be traced back to the method proposed by Cornell (1968). In 

recent decades, as the study of seismic risk matures, there is a resurgence 

of interest in carrying out tsunami risk assessment by means of a 

probabilistic approach (e.g. Probability tsunami hazard analysis, PTHA) 

(Geist and Parsons, 2006) in order to quantitatively analyze the tsunami 

hazard. It is similar to the current seismic risk analysis possibilities 

methods (Probability seismic hazard analysis, PSHA) (Speidel and 

Mattson, 1997). Its merits are that uncertainties and possibilities of 

tsunami hazard have been considered. As the natures are different between 

tsunami and earthquake disaster, and due to imperfect historical tsunami 

information in different area, specific implementation steps are different. 

Wong used geographic information systems (GIS), combining flood 

analysis model, to analyze tsunami risk (Wong et al., 2005). McAdoo 

studied the probability of big wave risk of Oregan with tsunami sediment 

data of nearly 2000 yr (McAdoo and Watts, 2004). Annaka introduced 

logic tree method with considering the uncertainty of tsunami hazard 

(Annaka et al., 2004). Rich historical seismogenic tsunami data could 
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provide the most reliable basis for study of tsunami hazard. But in China, 

or some other Pacific countries such as Indonesia and Thailand, there is 

few existing scientific literature which deals with the analysis of tsunamis. 

Reliable numerical tsunami simulation generated from potential 

earthquake can make up for inadequate historical information of tsunamis 

hazard. We developed new method PFTH (Liu et al., 2007) for forecasting 

the potential tsunami risk from latent seismic sources. This approach 

combines the assessment of potential seismic hazard, tsunami simulation, 

and the computation of the probabilities tsunami hazard.  

Being protected by the Ryukyu arc and the Philippine islands, the far-

field tsunami waves, that come from the other side of Pacific Ocean, such 

as South America, exert a weak influence on the Chinese coast. The main 

tsunami hazard arise from local seismic hazards within a couple of 

thousand kilometers. There are records of 26 documented tsunamis in 2000 

years. About 8 or 9 of them brought devastating results (Wang and Zhang 

(2005); Li (1981); Xu (1981); Bao (1991); Li and Xu (1999); Chen et al. 

(2007)). Table 1 is an excerpt of tsunami hazard records in Chinese ancient 

books. The most devastating tsunami in this region occurred 140 years ago 

(in 1867) in Keelung at the northern tip of Taiwan. Both the northeast and 

southwest coasts of the Taiwan Island are more likely to be affected by 

impending tsunamis because of their closeness to plate boundaries. 

Once again on December 26, 2006 we were alerted to the danger of 

tsunami hazards and potential economic consequences along the South 

China Sea coast by the Pingtung earthquakes off southern Taiwan. This 

area is prone to large subduction related tsunamogenic earthquakes 

because of the nature of the complex subducting plate boundary, ranging 

from Taiwan in the north to the Manila trench in the south. Until the end of 

2004, there was little awareness about the potential tsunami danger from 

shallow large earthquakes in this region with great economic importance. 

We must now be prepared to set up a suitable system for broadcasting 

tsunami warnings along Chinese coast. 

In this work we will employ our newly developed method PFTH (Liu et 

al., 2007) to analyze the probability for tsunami waves of various heights 

to hit the cities along the Chinese coast in this century. These waves are 

assumed to be caused by large earthquakes originating from the dangerous 

Manila trench and Okinawa trough. This analysis becomes ever more 

crucial because of the sharp increase in the coastal population density in 

China, and the intensive growth of harbors and the exploration of mineral 

resources in the coastal areas, ranging from Xiamen in the north to 

Hainan in the south. In this paper we report our results on tsunami  

 

 



Table 1 Historical records of the tsunamis along China coast (Wang and Zhang 

(2005); Li (1981); Xu (1981); Bao (1991); Li and Xu (1999)) 

Wave Incidence Time Epicenter Magnitude and 

Gulf of Penglai, 

Bohai 

Apr. 4, 171   

Gulf of Laizhou, 

Bohai 

July, 173   

Jiangsu and Zhejiang July, 9, 1496 South Sea of Japan M� 8 

Quanzhou, Fujian Dec. 29, 1604 (24.7ºN, 119.0ºE) M=7 

Anping, Taiwan Juan. 8, 1661 East-Southern Ocean of 

Taiwan 

 

Qiantangjiang, 

Zhejiang 

Oct. 28, 1707 (33.2ºN, 135.9ºE) M=8.4 

Tainan Juan. 5, 1721 West-Southern Ocean of 

Taiwan 

 

Keelong, Taiwan Feb. 24, 1741 Okinawa, Japan  

Kaoishong, Taiwan Apr. 5, 1781 Southern Ocean, Taiwan  

Tainan, Taiwan Aug. 9, 1792 (23.6ºN, 120.6ºE) M=7 

Kaoishong, Taiwan June 11, 1866 Southern Ocean of Taiwan  

Keelong, Taiwan Dec. 18, 1867 (25.25ºN, 122.2ºE) 7 m 

Keelong, Taiwan July 4, 1917 (25.0ºN, 123.0ºE) M=7.3, 3.7 m 

Huangzhou, Fujian Feb. 13, 1918 (23.6ºN, 117.3ºE) M=7.3 

Yantan, Shandong July 13, 1923 (31.0ºN, 130.5ºE) M=7.2 

Huanlien, Ilan, 

Taiwan 

Nov. 15, 1986 (24.1ºN, 121.7ºE) M=7.6 

Keelong, Huanlien May 24, 1960 Chile  Keelung 0.66 m, 

Huanlien 0.3 m 

Huanlien, Taiwan Oct. 13, 1963 Kurile Islands 0.1 m 

Huanlien Mar. 28, 1964 Alaska, USA 0.15 m 

Taichung Mar. 12, 1978 East-Southern Ocean of 

Taiwan 

 

Xiamen, Kanmen Feb. 29, 1988 North Pacific Ocean Kanmen 0.37 m, 

Xiamen 0.34 m 

Eastern of Taiwan 

Island 

Aug. 8, 1993 Mariana Islands Huanlien 0.29 m, 

Cheng Kung 0.27 m 

Fujian, Taiwan Sept. 16, 1994 Taiwan Strait Dongshan 0.18 m, 

Penghu 0.38 m 

 

hazards prediction along the South China Sea and eastern sea area 

bordering regions from potential earthquakes coming from the Manila 

trench and Okinawa trough. We hope this paper will spur greater interest 

from countries around the Pacific Ocean in fundamental research in 

earthquakes, tectonics and geodetics in this area with a population 

exceeding several hundred million people. 

wave height 
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2 Geological and Geophysical Analysis 

The bathymetric map and the main structural units of the China 

epicontinentalic sea region are presented in Fig. 1. China sea region 

consists of two major sea areas: South China Sea, and eastern China sea 

area, with the latter further composed of the East Sea, Yellow Sea, and 

Bohai Sea. The Chinese epicontinental Sea is located at the interacting 

region between the Eurasian plate and the Philippine sea plate. As 

suggested by Kreemer, the greatest accumulated deformations have been 

accommodated by seismic faulting along the Manila trench according to 

the geodetic study by assuming that geodetic deformation represents the 

tectonic loading in the brittle part of crust; and the interaction is the most 

active among the global subduction zones (Kreemer et al. (2002); Kreemer 

and Holt (2001)). The Chinese sea is experiencing a tandem suturing of a 

volcanic arc and continental crust to continental margin. As a result of the 

collision of Eurasian and Philippine Sea plates, rapid rates of horizontal 

and vertical deformation and an abundance of seismic activity are 

The South China Sea (Fig. 1), which lies on the western part of the 

Pacific Ocean, is one of the largest marginal sea along the continental 

margin of East Asia, covering an area around 3,500,000 km2, almost as 

large as three times that of the Bohai Sea, Yellow Sea and East China Sea 

combined together. The South China Sea, along with Taiwan and the 

Philippines island arc-trench to its east, constitute a very complex channel-

basin structural system. Bordered by the Eurasia continent, Pacific and 

Indian Ocean, the South China Sea belongs to the transitional crust 

between the oceanic and continental crust tectonic zone. Complex 

geological structures are reflected in the large-scale mass movement along 

the horizontal directions in this region, which is often accompanied with 

extensive vertical movement. The South China Sea spreads from the center 

and subducts along the Manila trench (Liu et al., 1988). 

demonstrated in two belts (Fig. 2). Taiwan is located at the junction of two 

belts. To the south, the young Eurasian continental lithosphere of the South 

China Sea is subducting eastward beneath oceanic lithosphere of the 

Philippine Sea plate at a rate of about 80 mm/yr at the Manila trench (Yu 

et al., 1999). On the other hand, to the north, the polarity of subduction is 

the opposite, and extension is occurring at about 30–40 mm/yr in a back-

arc region above the Ryukyu subduction zone (Nakamura (2004); Becker 

et al. (2000)).  



 
Fig. 1 The China Sea and adjacent area 

 

The crust of this region is under tremendous tectonic stresses from many 

directions due to the complex interactions among three plates mentioned 

earlier.  

As illustrated in Fig. 1, in the strike belt between the south of Taiwan 

island and Philippines Islands, which is a complex deformation zone, 

interaction between two plates is complicated (Zang et al., 1990). The 

eastern boundary of deformation zone is from Taiwan Valley fault, passing 

the southeast Luzon trough, to the Philippine Trench; the west side of 

interaction zone starts at large South China Sea subduction zone on the 

southwestern of Taiwan Island, passing Manila trench, to Negros and Gedaba 
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Fig. 2 The historical earthquakes distribution in China Sea and adjacent area 

 

subduction zones. The analysis of the focal mechanism solutions (Fig. 3) 

(Harvard CMT solutions) reveals that the stress states of the Manila trench 

and its adjacent region are different. In the northern part of the Manila 

trench, and the adjacent Philippine faults, the focal mechanism solutions 

show the evidence of the compressive-thrusting. On the other hand, in the 

southern region of the Manila trench, the stress distribution becomes very 

complex. Along the two sides of western Luzon trough close to the trench,  

 



 
 

Fig. 3 The distribution of seismic focal mechanism of the South China Sea and its 

adjacent regions. The magnitude is �6.0. Data derived from Harvard CMT 

solutions (1976–2006) 

 

the focal mechanism solutions show an oblique-strike with normal faulting, 

and in front of the diving zone away from the trench they show a thrusting 

character. Local seismic focal mechanism solutions also indicate high 

cumulative moment rates from data taken over the last 30 years in the 

Manila subduction segments.  

However, the present-day earthquakes are not distributed evenly along 

the plate boundaries and historical seismic records indicate that the Manila 

trench has been highly affected by major earthquakes in the north-western 

part of Philippines (shown in Fig. 2). Furthermore, major earthquakes 

along the Manila trench with a higher frequency have also influenced the 

stress state of southern Taiwan. Thus the geological evolution, the GPS 
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velocity field, CMT background, and seismic distribution provide 
sufficient evidence that potential seismic energy is focusing along the 

Manila subduction in South China Sea region.  

The eastern China Sea region (Fig. 1), including Bohai Sea, Yellow Sea, 

and East China Sea, lies next to the Asian continent and the circum-Pacific 

island arc and subsidence of tectonic belts. The long-term, complex 

interaction between the Eurasian plate and the Pacific plate induces a 

series of NE–SW uplift and subsidence tectonic belts. Their geological 

ages increase from west to east. 

From the geophysical focal mechanism solutions, we can infer that the 

maximum principal stress and pressure in the Yellow Sea and East China 

Sea area lie along the same direction as that in eastern Chinese mainland 

(Yun et al., 1997). It could represent the extension of stress field in the 

mainland. By analyzing the character of borehole caves from the drilling 

of oil exploration in southern Yellow Sea and East China Sea, and 

combining shallow earthquake focal mechanism of the Ryukyu island arc 

and the Okinawa Trough region, Xu confirmed the Yellow Sea and the 

North China region have similar modern tectonic stress field 

characteristics (Xu and Zhong, 1997). This is further evidence that the 

greatest stress direction is NEE–SWW in East China Sea, while their 

smallest compressive stress direction is NNW–SSE (Fig. 3). The largest 

and smallest compressive stress in Okinawa trough is respectively same as 

that in East China Sea area. Therefore, the upper crust level of stress gap in 

East China Sea area is small, which causes weak seismic activity. 

Recent studies on the spatial distribution of earthquake focal 

mechanisms in the Ryukyu-Kyushu arc reveal that change of stress field 

exists on the top 100 km area: it is down-dip extension in Okinawa trough; 

reversely, it is downdip compression in Ryukyu-Kyushu trench (Shiono et 

al. (1980); Zang et al. (1990); Kao and Chen (1991)). The slope of normal 

maximum compression is steeper than that of minimum compression of 

the strike in the top 40 km layer of the island arc (Christova, 2004). The 

unbalanced stress field also indicates the existence of active pull force in 

arc area. The Ryukyu arc marks the subduction of the Philippine Sea Plate 

beneath the Eurasian plate. The rate of the plate convergence in the 

southern part of the arc is around 70 mm/yr, more than that in the northern 

part of arc, 40 mm/yr (Seno et al., 1993). 

The historical seismic data distribution of East Asia plate area (Fig. 2) 

depicts earthquakes mainly concentrated in the Ryukyu island arc, Taiwan, 

and the Manila trench. On the other hand, earthquakes rarely occur in the 

territorial of China sea, not to mention large earthquake series. This shows 

that subduction zones between the Philippines Sea plate and the Eurasian 

plate are stress concentration region of East Asian plate. The Okinawa 



trough and Manila trench are the largest seismogenic tsunami source that 

could seriously impact the Chinese eastern coastal area. 

3 Probabilistic Forecast of Tsunami Hazards 

3.1 Probabilistic Forecast of Tsunami and Seismic Hazards 

Considering both seismic activities and tsunami numerical simulation, we 

have developed a new method called Probabilistic Forecast of Tsunami 
Hazard (PFTH) (Liu et al., 2007), which synthesizes the probabilities of 

potential seismic hazards and the probabilities of different heights of the 

waves along the coastline, that are obtained from numerical simulation of 

the waves excited by the earthquakes. Our probabilistic forecast of tsunami 

hazard (PFTH) is made up by the following three steps: 

 

(1) Probabilistic Forecast of Seismic Hazard (PFSH).  
Probabilities and locations of earthquakes are estimated. The 

earthquake distribution is spatially heterogeneous. It is necessary to 

analyze the potential seismogenic tsunami sources in entire study 

region. We would know the potential seismic zone by analyzing the 

detail of the geological and geophysical background, the seismic 

activity, and the seismic solid simulation. The potential seismic 

assessment is the basis of forecasting of tsunami hazard. Here we get 

the Probabilistic Forecast of Seismic Hazard with statistics method by 

integrating the above geophysical background. 

 

(2) Tsunami Modeling. 
For each earthquake predicted, the hydrodynamical evolution of the 

waves reaching each coastal location is computed based on the results 

of the tsunami wave height predictions using the shallow-water 

equation. Here we only consider the risk evaluation on coastal area. 

Therefore, two processes are simulated: tsunami generation and 

propagation.  

 

(3) Probabilistic Forecast of Tsunami Hazards (PFTH). 
After recording the wave highs information in tsunami simulation 

process, we sum up tsunami risks of all possible major earthquakes 

and provide the statistical risk distribution of different wave highs. 

 

In contrast to the earlier work of Geist and Parsons (2006), which 

estimated tsunami probability only from earthquake magnitudes, we have 
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determined the tsunami probability by using the wave height at each 

stations by numerically solving the shallow-water equations. Our method, 

based on numerical simulations of the actual equations, is different from 

empirical methods we mentioned in the introduction section and is 

valuable in areas where there are not many historical records.  

In our method, PFSH is conducted by using four sources. The 

computation can be expressed by following Eq. (1): 

 

PPFSH,i = Pe,i · Poc,i · Psh,i · Pf,i     (1) 
 

i is the sequential number of the forecasted earthquakes. Pe,i is the major 

earthquake occurrence probability of an earthquake i is estimated on the 

basis of the Gutenberg-Richter (GR) relationship (Gutenberg and Richter, 

1949). Poc,i is the probability of these earthquakes occurring in the oceanic 

area, since only oceanic earthquake can cause tsunami. Psh,i is the 

probability of the oceanic earthquakes occurred in shallow depth (� 10 km) 

in all of events. Shallow earthquake can generate big vertical displacement 

on sea floor, which could induce dangerous tsunami waves. Pf,i is the 

probability of the rupture length as compare to the whole seismic zone. 

The properties of rupture have big contribution for tsunami wave 

generation. We simplify tsunami generation model with simple solid 

simulation. We assume the earthquake with same magnitude could happen 

evenly along the seismic zone. More detail of rupture computation is 

shown in Eq. (9). 
As previously discussed, Poc,i and Psh,i can be easily induced by 

historical records. From Eq. (9), Pf,i is fully decided by seismic magnitude. 

Pe,i reflects the information of more seismic activities of different 

magnitudes. It is the core of this method. In this work, by estimating the 

probability of the major earthquake (Pe,i) with PFSH, we take into account 

the tectonic evolution, the GPS velocity field, and present-day geophysical 

stress field, that were analyzed above. At this point a few words are needed 

to explain our rationale based on the law of total probability in deducing 

the joint probability. According to the theory of plate tectonics, large-scale 

interplate earthquakes occur near the global subduction zone where the 

potential energy of elastic strains accumulated over tens to hundreds of 

years is released over a very short period of time. For predicting possibility 

of the earthquake occurrence, the most common assumption (Reiter, 1990) 

is that the frequency of seismic events follows the Gutenberg-Richter 

relationship. As a phenomenological tool based for estimating the 

probabilistic analysis of seismic hazard, the GR relationship has been 

widely applied for decades since its introduction in late 1940s. This 

relationship can be written as (Lomnitz, 1974): 



log N = a � bM      (2) 

 

where N is the cumulative total number of earthquakes within a certain 

period of time for a given magnitude rang; M is the magnitude of the 

earthquake in any linear or intensity scale or the log of seismic moment 

(Krinitzsky, 1993). The GR relationship also holds when N is the 

earthquake number for particular regions or specific time intervals. 

Parameters a and b are empirically derived constants specific for each 

region. By determining the slope of a magnitude-frequency plot, we find 

that b depends on the relative proportion of small, medium, and large 

shocks.  

The seismic magnitude frequency data can also be well described, as 

one or more populations, each of which is normally distributed with 

respect to the magnitude. This holds true for large earthquakes, when it is 

sorted out by global subduction zone with the general USGS, NEIC 

catalog (Speidel and Mattson, 1997). For the PFSH method building, we 

first study the GR relationship along the global subduction zone. We have 

divided the global subduction boundaries into nine regions (Fig. 4). Here 

we have also employed NEIC database. The GR relationship computation 

of each region verifies the log-linear relationship between the magnitude 

and the number of events in the history (Fig. 5). Therefore, our prediction 

of the earthquake occurrence probability Pe,i can be derived by GR 

relationship along Manila and Ryukyu subduction zones. It should be 

noted that the length and dislocation area limit the vertical displacement 

field of earthquakes. Thus the biggest magnitude of potential earthquakes 

come from local subducation zone must be taken into consideration. Two 

biggest tsunamogenic earthquakes in history occurred in Chile, Mw = 9.5 

in May 1960, and in Sumatra, Mw = 9.3 in December 2004. It should be 

emphasized that we cannot assume the magnitude of potential earthquake 

without constraints of geophysical factor and the magnitude of largest 

local earthquake in history. 

We use computational methods similar to PFSH to develop our 

probabilistic forecast of the tsunami hazard (PFTH). In our research, we do 

not consider the factors of wind and oceanic current. PPFTH(x, y, h) will be 

same as PPFSH,i in each tsunami case i, since the probability of generating 

certain maximum wave height h is the same as probability of earthquakes 

that induce such tsunami. Therefore, the probabilistic risk of same 

tsunamic wave height is estimated by a combination of large earthquake 

occurrence probability and the numerical simulation results from tsunami 

wave propagation: 
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where PPFTH is the probability of a particular wave height (h) of tsunami in 

the position x, y along the coast. x, y are the latitude and longitude of the 

receivers. PPFSH,i is the probability of attaining a maximum wave height 

from each tsunamogenic earthquake. It is derived from PFSH, Eq. (1). i is 

the index of the earthquakes. Here m is the number of earthquakes. f (x, y) 
is the wave height of tsunami. h is max(f(x, y), t). t is the time of wave 

propagation. This case provides a method to calculate the cumulative or 

joint probability from the spatial variability in the probability pattern. 

3.2 Linear and Non-linear Modeling Potential Tsunami Sources 

In our PFTH method, tsunami simulation is employed in place of 

traditional statistical methods between wave height and seismic magnitude 

(Geist and Parsons, 2006). This is main characteristic of our tsunami 

forecasting method. The feature of tsunami waves is revealed by its fluid 

dynamical and physical mechanisms. Now most researchers have applied 

the shallow water equations in their tsunami modeling because of the long 

wavelength nature in tsunami propagation (Goto et al. (1997); Shokin et al. 

(1979); Pelinovsky et al. (2001)). In our research two kinds of tsunami 

models are used: linear and nonlinear shallow water equations in different 

ocean depths. The application of physically reasonable equations in 

different fields is very important to obtain accurate results on the shore. 

Two processes are simulated: tsunami generation and its subsequent 

propagation.  
Seismogenic tsunami generation is a very complex dynamic problem. 

Certain factors affect tsunami sources, including the duration period of 

earthquake rupture, geometric shape of rupture, bottom topography near 

the epicenter of earthquake, seismic focal mechanism, and rock physical 

properties. Ward (1982) studied tsunamis as long-period, free oscillations 

of a self-gravitating earth, with an outer layer of water representing a 

constant depth ocean. The tsunami displacement field can be constructed 

by summing the normal modes of the spherical harmonics. Comer (1984) 

regarded the tsunami source excitation in the flat Earth as a point source.



 

 

He emphasized that source problem in the flat Earth differs substantially 

from the corresponding problem for the spherical Earth. Yamashita and 

Sato (1976), using the fully coupled ocean solid earth model, analyzed the 

influence of the parameters of seismic focal mechanism, such as dip angle, 

fault length, focal depth, and the rise time of the source time function of 

tsunami wave. They took wave form of tsunami as a long period gravity 

wave and Rayleigh wave.  

We can employ the elastic dislocation theory in the numerical 

simulation of coseismic process as the part of tsunami generation, because 

the time for seismogenic tsunami generation is very short comparing to 

that of the wave propagation. The popular numerical method in the 

excitation of tsunami modeling is the elastic dislocation method. The 

initial condition of the linear shallow water equation is computed 

according to Okada’s work on elastic deformation from a dislocation 

(Okada, 1985), which numerically predicts the water level changes due to 

earthquake faulting. Rectangular 2-D fault and half-space elastic model 

were adopted to represent major faults of the seismic origin for calculating 

the earthquake induced tsunamis. The historical seismic records are taken 

into account. In the seismic rupture models, source parameters (rupture 

length L, width W, and the average slip D) are derived from the theoretical 
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Fig. 4 The global subductions and their GR relationships evaluated in this study. 

We divided global subduction zones into nine partitions. All of these zones 

followed the linear rule of GR relationship (Fig. 5). The relationship for Manila 

and Ryukyu subductions (P1 and P2) are found to follow the GR relationship 

separately, that are analyzed in our paper. Boundary subduction data are derived 

from Bird (2003). The historical earthquakes database comes from NEIC 
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and empirical relationships (Wells and Coppersmith, 1994) that have been 

widely applied. The fault planes  

 

 

 
 

Fig. 5 The GR relationships of global subduction zones. The partition numbers are 

marked in Fig. 4) 

 

were chosen in accordance with the seismic tectonic situation. The fault 

dips and strikes from the composite fault plane solutions come from the 

average dip of the fault segments obtained from the Harvard catalog. 

For tsunami propagation simulation, we have employed the linear 

tsunami propagation model Tunami-N1, which were developed in Tohoku 

University (Japan) and provided through the Tsunami Inundation 

Modeling Exchange (Time) program (Goto et al., 1997). And nonlinear 

model is developed under instruction of Prof. Imamura of Tohoku 

University. First, we take care of the simple model without the seabed 

bottom friction term. The following linear shallow water Eqs. (4) are 

employed. 
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Due to the existence of the shallow water regions, as a comparison, we 

also applied the non-linear shallow-water model. Here we include the 
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effect of the friction coefficient on the wave height. The non-linear Eqs. (5) 

are given by: 
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             (5)  

 

horizontal coordinates, M and N are the discharge fluxes in the horizontal 

plane along x and y coordinates, h(x, y) is the undisturbed basin depth, D = 

h(x, y) + � is the total water depth, � is density of water, g is the gravity 

acceleration and f is the bottom friction coefficient. �x and �y are the 

tangential shear stresses in either x or y direction. In the nonlinear model, 

the effect of friction on tsunami wave propagation is considered. The 

bottom friction is generally expressed as follows (Goto et al., 1997): 
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We will not get into the detailed discussion of function f here. Rather, we 

will use the Manning roughness n, which is a familiar term to civil 

engineers. The friction coefficient f and Manning’s roughness n are related 

by 
g

fDn
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=  . This relationship holds true when the value of total depth 

D is small. Under this condition, f  becomes rather large and makes n 
nearly a constant value. Thus, the bottom friction terms are expressed by:  
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In both models where z is the water height, t is time, x and y are the 
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 Throughout this model, the expression of bottom friction in Eq. (7) is 

being used. n depends the condition of the bottom surface. We will make a 

detailed comparison of the linear and nonlinear models in different 

geographical conditions of China sea region and different Manning 

constants in the non-linear model in Sect. 4.3.  

These tsunami codes ensure the numerical stability of linear and non-

linear shallow water wave equations with centered spatial and leapfrog time  

 

 
 

Fig. 6 The Shallow Major Earthquake Distribution in China Sea and Adjacent 

Area. The magnitude is �6.0 and epicenter depth is �30 km. Data derived from 

seismic sources in tsunami simulations 

 

difference (Goto et al., 1997). The computational stability depends on the 

relationship between the time step and spatial grid-size. Furthermore, the 

Harvard CMT solutions (1976–2006). Ellipse signs are the potential tsunamogenic 



computational stability is also constrained by the physical process in the 

models considered. Here, the numerical simulation in the models must 

satisfy CFL criterion, that is ghts >ΔΔ / ,  where 	s is spatial grid size, 

	t is time step, g is the acceleration of gravity, and h is water depth. We 

use open boundary condition in these models which permits free outward 

passage of the wave at the open sea boundaries. 

4 Probabilistic Forecast of Tsunami and Seismic Hazard 
in China Sea Region 

4.1 Probabilistic Forecast of Seismic Hazard in South China 
Sea Region 

First, we study the probabilities of potential seismic hazard in South China 

Sea. Based on the geophysical analysis, Manila trench is the most active 

seismic zone in this region. And the oceanic depth in this area is deeper 

than 4000 m (Fig. 1). If the shallow major earthquake occurred, the wave 

would push forward and diffuse quickly with the huge water body, and its 

cumulative energy brings devastating calamity on South China Sea costal 

area. As shown in Fig. 6, most shallow major earthquakes also occurred in 

Manila trench. Therefore Manila trench is the seismogenic tsunami source 

zone in South China Sea.  

Only large-scale shallow earthquake can produce large vertical 

displacement of the seabed and trigger the subsequent tsunami. Using 

PFSH method (Eq. (1)) we can estimate sequentially the probability Pe,i of 

each particular earthquake magnitude, from 6.5 to 8.0, of the South China 

this region. Database is derived from NEIC. We only consider the 

contribution from shallow earthquakes (Psh,i) with a depth less than 10 km, 

which is around 10%. According to the earthquake distribution, focal 

mechanism solutions and the tectonic structure of these regions, we 

partition the South China Sea and its adjacent regions into two parts in 

order to locate the position of the epicenter of earthquakes used for 

tsunami modeling. In our tsunami simulation, we set 5 potential 

 

M = 6.29 + 0.89 log N Latitude : (19º 
 23º)N  (8) 

M = 7.11 + 0.98 log N Latitude : (12º 
 19º)N 
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Sea and the adjacent areas based on the seismic record of the past 30 yr in 

tsunamogenic earthquakes, marked by ellipses in Fig. 6. The magnitudes 

and numbers of historical earthquakes (Fig. 2) in each part all satisfy the 

local statistical distribution of the GR relationship (Eq. (8)).  
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Because we cannot accurately decide the epicenter for tsunami modeling, 

we must take account that every fault takes a portion of each seismic zone. 

This probability is expressed as Pf,i. The fault size or the surface rupture 

length is linearly related to earthquake magnitude distribution, as described 

in Eq. (9) (Wells and Coppersmith (1994); Bonilla et al. (1984)). 

 

Mw = 4.33 + 0.90 × log(LW)  Reversefaults  (9) 

Mw = 3.93 + 1.02 × log(LW)  Normalfaults 

Mw = 5.08 + 1.16 × log(L) 

Mw = 4.07 + 0.98 × log(RA) 

 

where L is the rupture length. RA is the area of the faulting, and W is the 

width of rupture. The main rupture along the Manila trench is reverse 

faulting; on contrast, that along the Okinawa trough is normal faulting with 

the focal mechanism resolution of HCMT. To estimate the probabilities of 

potential seismic hazards in the eastern China Sea area, we take the same 

approach that we have described above. 

4.2 Probabilistic Forecast of Seismic Hazard in Eastern China 
Sea Region 

The eastern China sea area is divided into Bohai, Yellow Sea, and East Sea 

(Fig. 1). Only 9 earthquakes have been documented with magnitudes 

bigger than 6.0 in recent 1000 yr in Bohai Sea area (Gao and Min, 1994). 

Although there also have been some earthquakes with magnitude big than 

7.0 in the last 30 yr in this region, the ruptures are mainly slide-slip strike 

(Huan, 1989). This kind of faulting can not generate the large vertical 

seabed displacement. On the other hand, as is shown by the visualized 

figures (Figs. 1, 8), huge waves cannot be produced in very shallow depths, 

only 20 m deep. For these reasons we can infer that destructive tsunami 

waves cannot be developed in this area. In other words, for tsunami waves 

generated from the Kyushu island region, the wave height along the coast 

would be very small because of strong bottom friction and energy 

dispersion. There also have been no historically destructive tsunamis found 

in Yellow Sea and East Sea. For these same reasons, this is due to upper 

shallow water layer and infrequent major earthquakes. But the Yellow sea 

and East Sea are vulnerable due to the existence of the productive seismic 

source zone along the Ryukyu-Kyushu arc (Fig. 1), which we previously 

elaborated in the geophysical background section. 

The tsunamis in Ryukyu-Kyushu trench should not impact the Chinese 

coast because the Ryukyu arc serves as a blocker of the incoming waves. 



Only the tsunamis coming from earthquakes in the Okinawa trough can 

possibly influence the Chinese coast. In fact, the tsunami sources recorded 

in ancient Chinese books that affect the eastern Chinese coast are mainly 

located on the northern and southern parts of Okinawa (Wang and Zhang, 

2005). Although there also exists major shallow earthquakes in the oceans 

near eastern Taiwan island, the slope of shore is very steep, the wave is 

mainly reflected back (Grilli et al. (1997); Grilli and Svendsen (1990); 

Jensen et al. (2003)). In addition, the earthquake sources in this area are 

mostly generated from Ryukyu trench. There is not a large body of water 

in this region. Thus, it cannot induce large tsunami wave. Consequently, 

we only consider the potential seismiogenic tsunamis that are produced 

from Okinawa trough and can influence the eastern Chinese coast area. 

4.3 Tsunami Numerical Simulation in China Sea Region 

To estimate the near-field tsunami potential hazard in China Sea, two 

different types of shallow water equations are employed in different ocean 

parts with different natural geographical conditions. The linear shallow 

water equation (Eq. (4)) is applied to describe tsunami generation and 

subsequent wave propagation in the South China Sea regions, and the 

nonlinear model (Eq. (5)) for eastern China Sea area (Liu et al., 2008).  

We need to find out what hydraulic theory should be applied to South 

China Sea and earthen China sea region. Therefore, the linear and 

nonlinear shallow water equations in describing tsunami generation and 

propagation are compared firstly both in South China Sea and eastern 

China sea regions. The South China Sea is an ideal setting for testing the 

linear and nonlinear properties of tsunami waves because of its great range 

in seafloor depth. The sea in this area varies from 7000 m to around 10 m 

deep. Since over three-fourth of this area is deeper than 500 m, the shallow 

298      Y. Liu et al. 

Here we place three potential seismogenic tsunami sources that can 

seriously impact the eastern Chinese coast: south-western ocean of Kyushu 

island, Okinawa island area, and north-eastern Taiwan island ocean (the 

epllise areas in Fig. 6). From the focal mechanism results (Fig. 3), the main 

rupture of Okinawa trough is normal faulting. The GR relationship between 

magnitude and number of earthquake in this region is M = 7.9717 
 0.98 log10 

N. the probabilities of different magnitudes Pe,i, 7.0, 7.5, 8.0, and 8.5, 

respectably are 15%, 4.5%, 1.5%, and 0.48% respectively, which are derived 

by GR relationship. The probability of shallow earthquake is 11.37%. We also 

consider the probabilities of Pf,i of different magnitudes by the same method as 

that applied to South China Sea region. The length of fault with specific 

magnitude can be obtained from Eq. (9). 
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water region is relatively narrow. Both linear and nonlinear models are 

simulated in South China Sea area. The bathymetry of the South China Sea 

was obtained from the Smith and Sandwell global seafloor topography 

(Etopo2) with grid resolution of near 3.7 km. The total number of grid 

In linear shallow water theory we ignore the bottom friction (Eq. (4)). 

On contrary, for comparison between the linear and nonlinear models, we 

perform our nonlinear simulations under the condition of n = 0.025 

recommended by F. Imamura, as the bottom friction coefficient in this 

application (Goto et al., 1997). The value n = 0.025 is suitable for the 

natural channels in good condition which is valid for the China Sea regions. 

We have visualized in Fig. 7 one set of simulated tsunami wave 

propagations with the linear and nonlinear model comparison. This 

hypothesized seismic tsunami occurs southwest to Philippines (14.5_N, 

119.2_E), with a magnitude of 8.0. Tsunami occurring at this location lies 

the furthest to the coast of mainland China. Due to the longest propagation 

time and very strong wave energy of this tsunami, strong oscillations and 

reflection and interference characteristics of tsunami waves can be well 

observed near the islands. Wave diffraction is also observed among 

Taiwan, Philippines, and the small islands of south Philippines. In the 

simulation, tsunami waves are well absorbed along the open boundaries 

near Taiwan Island. No abnormal computational values have been 

observed. Notably, the wave front propagates forward steadily in our 

computation. Normally, the wave fronts in the shore do not disperse for 

numerical simulation reason in nonlinear model. The overall analysis from 

various locations indicates that the numerical simulations of both our 

linear and nonlinear models yield stable and reliable solutions. 

In order to confirm the type of tsunami model which is needed to be 

applied to eastern China sea region, we also model the linear and nonlinear 

shallow water theory in this area. The situation of geography in eastern 

China sea region is extraordinarily different from that in South China Sea. 

The average depth in this area is less than 300 m, as illustrating in Fig. 1. 

points in the computational domain is 361, 201, or 601 × 601 points. The 

time step, 	t, in both models is selected to be 1.0 sec to satisfy the CFL 

temporal stability condition. In our simulation, since the bottom friction 

coefficient is larger than 0, we have D = h + � > 0. D is total water depth, h 

is water depth, and z is wave height. This means that shallow water wave 

equations can maintain computational stability only within a 

computational domain within the fluid computational domain (Wang, 

1996). Since the wave height of tsunami wave is only a few meters in the 

propagation process, we have set the smallest computational depth as the 

order of ten meters along coast area in both linear and nonlinear models. In 

this way, the entire computation domain can satisfy this condition.  



The bathymetry of the eastern China sea region was obtained from global 

seafloor topography (Etopo1) with grid resolution of near 1.8 km. The total 

number of grid points in the computational domain is 1, 442, 401, which is 

1201 × 1201 points. The time steps in both models are also selected to be 

In order to validate further the wave propagation process in linear and 

nonlinear models, we placed receivers in different water depths both South 

these figures, the features of first arriving waveforms in linear and 

nonlinear models are influenced by the topographical condition of entire 

computational domain. The first arriving waveforms of linear and 

nonlinear models are similar in South China Sea region. Because the 

average depth of South China is around 3000 m and water depth shallows 

500 m is very narrow. The bottom friction influences less in nonlinear 

models in entire wave propagation process. This confirms that we can 

apply linear theory to a good accuracy for the South China Sea. On the 

other hand, the first arriving waveforms of linear and nonlinear models are 

very different both in arriving times and wave heights. Because most 
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1.0 sec to suit the temporal stability condition. The total wave propagation 

time is 12.0 h. Here we showed the comparison of tsunami propagation 

process in the China sea region with linear and nonlinear shallow water 

equations. We compare the wave characters of linear and nonlinear results 

for two regions. Figure 7 shows tsunami propagation in South China Sea 

area (see Movie 1 SCSlinear.mpg, available on accompanying DVD) and 

Fig. 8 shows that in the eastern China sea region (see Movie 2 

Eastchinaseanonlin.mov, available on accompanying DVD). The wave-

forms are predicted to be the same in the deep ocean; on the other hand, 

they are different in the shallow ocean with the friction and convection 

terms not negligible. In South China Sea area, the wave appearances 

predicted by linear and nonlinear models are only different near the shore 

(Fig. 7). However, the wave height is small when the tsunami arrives at the 

shore with the energy dispersion, and our simulation does not include the 

run-up part. Thus, the wave heights of two models in the coastal area of 

South China Sea should not change much. Therefore, we can employ the 

linear model to predict tsunami hazard in this region. In contrast, in eastern 

China sea area the ocean depth of most part is extra shallow, the wave 

contours are very different in the entire propagation (Fig. 8). Hence, the 

nonlinear model must be applied for the eastern China sea region. 

China Sea and eastern China sea regions (Figs. 9, 10, 11). As illustrated in 
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Fig. 7 The tsunami propagation, comparing linear and nonlinear shallow water 

model in South China Sea (The left is from nonlinear model, the right is from 

linear model) 

 

water depth of eastern Chinese area is less than 300 m, except that it is 

deeper than 1500 m in Okinawa trough. The sea-bottom friction and 

convection terms in nonlinear models practically act as main factor that 

make the first arriving wave very different in linear and nonlinear models 

with shallow water depth in eastern China sea region. The bottom friction 

makes the first arriving wave of nonlinear model lag that of linear model in 

shallow ocean area. The convection term induced by the wave height of 

first wave of nonlinear models is higher than that of linear models. At the  



  
 

Fig. 8 Visualization for comparison of linear and nonlinear shallow water model 

in eastern China sea region (The left is from nonlinear model, the right is from 

linear model) 
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same time, the waveforms of two models in deep ocean area reconfirm that 

the results of linear and nonlinear models are similar in South China Sea 

region. According to computational results of linear and nonlinear models 

in two areas, we must take care of nonlinear terms in shallow ocean 

computational area of tsunami simulation, such as eastern China Sea 

region. 

From the figures, we also found there exist a critical region between 400 

and 500 m depth (Liu et al., 2008). Above this depth, both linear and 

nonlinear models generate similar wave shapes and wave magnitudes. In 

other words, wave propagation can be modeled by linear theory with 

reasonable accuracy. Otherwise, the non-linear model is necessary. We 

also discovered the effect of friction values seriously influences on the 

prediction of tsunami wave heights in the case of the nonlinear modeling 

(Liu et al., 2008). In our study, the difference of calculation times based on 

two models is huge. The time of computing nonlinear model is around 5 

times of that of linear model. Therefore, the suitable model for different 

areas is very important for issuing timely warning and accurate results in 

tsunami warning system. 

Based on previous analysis, we can predict the potential tsunami hazard 

with the linear shallow water equation (Eq. (4)) in South China Sea with 

its natural bathymetric condition (Fig. 1). However, we have to employ the 

nonlinear model (Eq. (5)) in the eastern China sea region, for which the 

bottom frictional effect must be considered. 

4.4 Probabilistic Forecast of Tsunami Hazard in China Sea 
Region 

We forecast the probabilities of potential tsunami hazard along Chinese 

coast area in this century based on linear and nonlinear shallow water 

equation simulations in South China Sea and eastern China sea separably. 

Our PPFTH computation is based on the maximum wave height of all 

seismic tsunami together with the occurrence probability of each 

synthesized tsunami, the same as PFSH (Eq. (1)). Two tsunami wave 

height regions of [1.0 m, 2.0 m] and heights over 2.0 m are considered for 

our tsunami hazard prediction. Two meters in propagation could be enlarged 

a few times, up to ten times, based on local ocean topographical conditions 

after run-up process computation. Therefore, wave height over 2 m could 

cause economic hazard after run-up for China coastal area because 

continental altitude of major Chinese cities are only couple meters over 

the sea. In fact, the wave height of Chinese historical tsunami records is  

 



  

Fig. 9 Comparison of water heights in time-series with linear and nonlinear 

models for various water depths in South China Sea region. The epicenter is 

located at in Manila trench (Adapted from Liu et al. (2008)) 
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Fig. 10 Comparison of water heights in time-series with linear and nonlinear 

models for various water depths in South China Sea region (Adapted from Liu 

et al. (2008)) 



 

     

Fig. 11 Comparison of water heights in time-series with linear and nonlinear 

models for various water depths in eastern China sea region. (Only the results of 

the first 4.1 h are plotted to avoid visual congestion.) The epicenter is located at in 

Okinawa trough (Adapted from Liu et al. (2008)) 

 

between half a meter to 7 m. Most of Chinese tsunamis are about 1–2 m. 

We consider both economic and scientific factors for wave scales for 

tsunami simulation. The purpose of this paper is to provide some 

suggestions for applications of realistic tsunami simulation and tsunami 
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warning with linear and nonlinear shallow water equations. The critical 

wave height is chosen to be 2.0 m for illustrative purpose. 

For local tsunamis hazard analysis, we examine a scenario in which the 

interpolate thrust along the Manila subduction zone and the north-western 

part faults of the South China Sea (Fig. 3), and Okinawa trough based on 

our geological and geophysical analysis in Sect. 2. To estimate precisely 

the probability of tsunami hazards around the China Sea, we have 

computed 13 seismic tsunami models with magnitudes ranging from 6.5 to 

8.0 in five hypothetical epicenters (Fig. 3) in South China Sea; and 10 

seismogenic tsunami nonlinear models for earthquake magnitudes ranging 

from 7.0 to 8.5 in three putative epicenters of Okinawa trough in eastern 

China sea region. Altogether 162 coastal receiver points are placed along 

the mainland coast of China Sea, Hainan, and Taiwan Island. The 

maximum absolute value of wave amplitudes are recorded down through 

out entire wave traveling time. According to PPFTH (Eq. (3)), we obtain the 

probabilities of tsunamis hazard of different maximum wave height by 

combining the total occurred probabilities from each tsunami sources. 

Along the south-eastern coast of mainland and Southwestern Taiwan, in 

Fig. 12, we show the distribution of tsunami wave with greater than 2.0 m 

height hitting the coast. Shown in Fig. 13, this same place, together with 

southeastern Taiwan, also has a potential chance of being assaulted with 

tsunami waves with heights of 1.0–2.0 m. The cities of Shantou, Xiamen 

and Hong Kong are under direct impact from the tsunami earthquakes 

originated from the central basin of the South China Sea, the southwest 

and northwest of the Philippines (Fig. 12). The tsunami-risk probabilities 

of these three cities are high, around 10%. Tainan, Kaohsiung, and 

Nanwan are three major cities of Taiwan Island directly affected by the 

tsunami occurred in the western part of the central basin of the South 

China Sea and the north Manila trench. However, the historical seismic 

records show that the earthquake with a magnitude higher than 7.0 are rare 

in the oceanic area close to Taiwan, the probability of tsunami wave height 

higher than 2.0 m in this century (3.4%) in these regions are lower than 

that in the Hong Kong region (10%). The tsunami hazard probability along 

the Coast of the South China Sea is plotted in Figs. 12 and 13. As shown in 

these figures, from Shantou to Hong Kong, Macau, the southwest portion 

of Taiwan Island, the east Hainan Island are all in harm’s way from 

tsunamis with wave heights more than 2.0 m tall. 



 

Fig. 12 The spatial distribution of potential tsunami wave height impinging on the 

 

The computed results of tsunami hazard probability with a 2-m wave 

height in this century for major cities along the coast of mainland China 

are shown (Fig. 12): 0.5% for Shanghai, 3.2% for Wenzhou, and 7.2% for 

Keelung. Additionally, the probability of tsunami wave height higher 1.0–

2.0 m in Shanghai coastal area in this century is 7.2%, that with a smaller 

wave height 0.5–1.0 m is 13.2%. The Shanghai and Zhejiang (Fig. 12) 

coastal area and the delta region of the Yangzi River, are directly impacted 

by the tsunamis occurring in the southern Kyushu island, middle of 

Okinawa trough, and northern Taiwan island oceanic region, around 300 m 

depth, induces the lower probabilities of huge tsunami hazard in this area. 

In fact, the maximum historical documented tsunami heights in this area 

are around 1.0 m. However, Shanghai today is an extremely important  
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Chinese coast in this century. Light grey zones represent the case where the wave 

height is between 2.0 and 3.0 m. 
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Fig. 13 The spatial distribution of potential tsunami wave height impinging on the 

 

Chinese economic city, with a ultra lower terrain. Thus, disasters even 

from small waves would cause great economic losses. In historical records, 

Keelung is well-known for its tsunami related disaster. It is bordering 

Okinawa trough and Ryukyu-Kyushu trench. It is influenced by tsunamis 

originating in both of these regions. Due to the proximity to the tsunami 

sources, Keelung will be affected by destructive tsunami hazard because 

the waves would not be dissipated so easily. The tsunami wave also could 

quickly arrive at this place because of the Okinawa trough deep channel. 

Therefore, the potential probability of large destructive tsunami wave 

height to hit Keelung is greater than other cities along the eastern Chinese 

coast. 

 

Chinese coast in this century. Light grey zones describe the wave height lies 

between 1.0 and 2.0 m 



5 Discussions and Summary 

In this section, we discuss first the validity of the linear model. We will 

also clarify the relationship of our simplified simulation resulting from a 

single earthquake and the probability of disaster occurrence in complex 

realistic scenarios involving lengthy rupture with long duration, as in the 

case of the Sumatran earthquake. In addition, we will discuss the effects of 

specific characteristics of various regions concerning the tsunami hazards. 

Our simulations consider the result from the coseismic generation of the 

wave by a single shock. Thus a single large wave in the epicentral zone is 

selected as the initial input for the wave simulation. In reality, the rupture 

process of tsunamogenic earthquake is not so simple. The actual generated 

waves do not come from waves due to one single shock. During the 

earthquake occurrence, waves propagate outwards in the form of wavelets 

by continuous rupture dynamics. The constructive combination of the 

original waves and the following waves of a tsunami could pose even more 

dangerous situations. Based on these considerations, our modeling 

provides an estimate of the lower-bound of estimate of the tsunami hazard 

possibilities. 

The geological and geophysical backgrounds of China sea and its 

adjacent areas are extremely complex. Much effort has been devoted to the 

research of this region. There are also an abundance of the literature of 

historical seismic records of this region. In Chinese historical tsunami 

record, the coastal areas of Shanghai, Jiangsu, Zhejiang, and Guangzhou 

were affected by large wave hazards. Especially the northern and southern 

tips of Taiwan Island experienced high frequency of tsunami hazard. The 

potential tsunamis in South China sea could be mainly generated from the 

subduction zone between Eurasian plate and Philippine sea plate. From the 

historical seismic distribution in western pacific region, the majority 

epicenters depths are between 60 and 70 km along the subduction zone 

(Seno and Eguchi, 1987 ). The largest earthquake happened in the Ryukyu 

island Ms = 8.1 (in 1911). A small portion of the earthquakes has shallow 

epicenters. Most of them took place in northern Manila trench, south-

eastern and northern Okinawa trough. In addition, there exists a seismic 

gap between the north-western Taiwan Island and middle of Ryukyu 

Island along Okinawa trough. The Kirby report (Kirby et al., 2005), 

predicted that a potentially big earthquake, magnitude bigger than 8.0, 

could occur in the north-eastern Okinawa trough region. Although there is 

a small chance of tsunami hazard from local China sea region, there are  
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Fig. 14 Taiwan tectonic map. DF stands for deformation front; LCS for Lishan-

Chaochou suture; LVS for Longitudinal Valley suture; WF: Western Foothills; 

CeR for Central Range; CoR for Coastal Range; HP: Hengchun Peninsula; P is 

Outcrops of pillow lava along the western suture. Tectonic information is taken 

from Shyu et al. (Shyu et al., 2005) 

 

much higher probabilities present from northern and southern subduction 

belts of the western Pacific. 

The recent occurrence of the pair of Hengchun earthquakes has alarmed 

people of the danger from tsunamis coming from Hengchun peninsula, 

which may affect the Chinese coast. The Hengchun peninsula (Fig. 14) is 

located at the southern tip of the Taiwan mountain belt. Because of its 

strategic location near the present-day transition zone between collision 

and subduction, it is a key area to understand the orogenic evolution of 



Taiwan (Lu and Malavieille, 1994). The Western peninsula of Taiwan is 

border of western South China Sea faulting series; eastern peninsula of 

Taiwan is the Manila trench and Luzon trough. The literature of historical 

seismic records of this region is plentiful. The western South China Sea 

faulting series, the same as the northern Manila trench, is a zone of 

historical tsunami sources. The largest earthquake occurred at the north 

part of Manila trench and the northeast part of the South China Sea has the 

magnitude around 7.0. Although the magnitude of this recorded earthquake 

is only moderately high, because of its proximity to the island of Taiwan, 

and the coast of Fujian and Guangdong, an earthquake there would very 

likely cause a tsunami catastrophe. The Hengchun peninsula and adjacent 

oceanic area are also the boundary between the Eurasia plate and the 

Philippine Plate with a belt of plate transitional boundary. A very large 

earthquake is likely to occur at the region in the future and will have 

severe consequences. In addition, Taiwan, located at the boundary between 

the Philippine Sea plate and the Eurasian plate, is a product of arc-

continent collision (Chai, 1972; Biq, 1973; Bowin et al., 1978). There are 

two volcanic belts along Ryukyu-Kyushu arc system and Luzon arc system 

(Simkin and Siebert, 1994). If volcano and earthquake occur in concert, 

then a much larger tsunami disastrous scenario would ensue.  

Although the southern part of the Manila trench is far away from the 

coast of China, the local historical records of this region have many 

tsunami earthquakes up to the magnitude of around 8.0. Since the oceanic 

portion of the South China Sea is mostly deep, tsunami wave generated in 

the Manila trench region can reach the coast of China without losing much 

of their initial energy. The wave kinetic energy can then be released in the 

shallow water region, and can impose a tremendous tsunami hazard to the 

coastal regions. 

6 Conclusion 

We have employed different shallow water equation models for evaluating 

the potential tsunami hazard in South China Sea and the eastern China sea 

regions by using realistic bathymetry conditions. Potential 2.0 m tsunami 

wave could hit Guangzhou, Fujian, Hainan, Zhejiang, Jiangsu, and 

Southwestern and northeastern tips of Taiwan Island. Shanghai only has a 

one twentieth times probability for facing 2 m wave of that for Hong Kong, 

since shallow water in eastern China region causes strong sea-bottom 

friction. Keelung almost has the same probability as that for Hong Kong. 

These probabilities of tsunami hazard are the same as that of big seismic 
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hazard, which occurs once every 1000 yr. Chinese tsunami hazard is a 

potential threat with long recurrence time. 

The computing time of nonlinear model is much longer than that of 

linear model. In addition, the computer requirement, such as the memory, 

used for nonlinear model is much higher than that for linear one. If we 

only simply estimate the travel time of the tsunami wave in local tsunami 

situations, linear model is enough, but the computing time is slightly 

shorter than real time. In far field tsunami simulation we could consider 

combining different models, different space steps, and different time steps. 

We can apply linear model to far field with a large spatial grid and time 

step when rough result required. On the other hand, we can apply the 

nonlinear model to the shore with small spatial grid and small time steps 

for obtaining the required accurate results. 

The recent series of large earthquakes around the Sumatran region have 

raised further concerns. An outstanding question for the near future is the 

potential scenario for the next Sumatra mega event. Tsunami earthquakes 

are always generated along subduction zones. The Manila trench has 

already been identified as an extremely high risk zone, because of the 

Eurasian plate actively subducting eastward under the Luzon arc on the 

Philippine plate. Two other subduction zones of lesser risk are also in this 

neighborhood. Along the Ryukyu trench the Philippine Sea plate subducts 

northward beneath the Ryukyu Arc on the Eurasian plate, while along the 

North Sulawesi trench the Pacific-Philippine, Indo-Australian Plates and 

the Sunda Block collide together. These long subduction zones can also 

rupture and generate large tsunamis in the future that will have significant 

impacts on the countries in the South China Sea region, which includes not 

only China but also Vietnam, Cambodia, Thailand, Malaysia, Singapore, 

and Indonesia. 
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RCM, see Reverse Cuthill-Mckee 

Reference profile, 144, 145 

Replication, 254 

Reservoir, 148–154, 172–174 

Resolution, 155, 159, 160 

Reverse Cuthill-Mckee (RCM), 79 

Rheology, 139, 140, 144–156, 162, 

166, 167, 173, 174 
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Rheology, 144 

Rift, 146 

Rms velocity, 161, 163 

Round-off error, 65 

Run-up, 300, 303 

Rupture directivity, 267 

Rupture length, 289, 292, 297 

 

Sampling, 141, 149, 152, 154, 171, 174 

SAM-QFS File System, 247, 249 

San Andreas Fault, 232, 240 

San Diego State University  

(SDSU), 231 

San Diego Super Computing Center 

(SDSC), 231 

Scalability, 231, 243 

Scalable Visualization Toolkit  

(SVT), 264 

Scalar, 145, 160, 163 

Scale, 140, 142, 147, 149–152, 154, 

155, 158, 160, 161, 163, 166–174 

SCEC Community Model 

Environment (SCEC/CME), 232 

SCEC Data Grid, 249 

SCEC Digital Library, 249, 256 

SCEC, see Southern California 

Earthquake Center 

SDSC, see San Diego Supercomputer 

Center 

SDSC Vista, 264 

SDSU, see San Diego State 

University 

Sediment, 146, 151 

Segregation, 146, 151, 152, 158,  

171, 174 

Seismic, 140, 147, 149, 152–154 

Seismic wave propagation, 230 

Selective Blocking, 67, 111 

Selective Fill-ins, 70, 72 

Selective Overlapping, 70, 76 

Separator, 82 

SGSN, see Staggered-Grid  

Split-Node 

Slab, 146, 149 

Solid state creep, 140 

Solidus, 158 

SOR iterative method, 66 

Southern California Earthquake 

Center (SCEC), 231 

Sparse matrix, 65, 79 

Spatial grid, 295, 296, 313 

Specific heat, 143, 155 

Spectral, 143, 163, 166 

Spherical harmonic, 160, 163 

Spinel, 146, 147, 152, 154 

Staggered-grid, 235 

Staggered-Grid Split-Node (SGSN) 

method, 248 

Stagnant lid, 141 

Stagnation point, 168, 169, 171 

Static Maps, 262 

Stick contact algorithm, 39 

Stirring, 139, 145–175 

Strain, 144, 145 

Stratification, 154, 158, 169 

Stress accumulation, 67 

Stroage Resource Broker (SRB), 233, 

249, 250 

Strong scaling, 241, 243 

Sub-domain, 45, 46, 82 

Subduction, 146, 151, 154, 171–174 

Sub-geometry, 34 

Supercontinent, 173 

Surface visualization, 258 

SVT, see Scalable Visualization 

Toolkit 

Sweeping/mapping method, 29, 30, 

34, 35, 38, 39, 45, 47 

Symmetric Positive Definite  

(SPD), 69 

Syntactic replication, 254 

 

The Tarim Basin, 124 

Tectonic evolution, 32 

Teraflops, 244, 247 

TeraGrid, 231, 240 

TeraShake-1 simulation (TS1), 232 

TeraShake, 231, 268 
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TeraShake-2 simulation (TS2), 233 

TeraShake AWP (TS-AWP), 235, 

237, 240, 243 

TeraShake computational platform 

(TSCP), 231 

TeraShake Visualization, 257 

Terrane, 146 

Terrestrial, 139, 140, 143, 151, 153 

Tetrahedral, 27, 29, 31–34, 38, 49, 50, 

52, 54, 57–59 

Texas Advanced Computing Center 

(TACC), 247 

Thermal conductivity, 142, 143, 155 

Thermochemical, 139, 145 

Thermodynamics, 3–10 

The Tibetan plateau, 124 

Tidal deformation, 43 

Time step, 148, 155, 157–160, 162–166 

Time step, 210, 295, 296, 299, 300 

Tomography, 149, 152, 154 

Topographic visualization, 259 

Trace elements, 148, 174 

Transition zone, 154, 157, 169, 172 

Transversely isotropic elasticity, 206 

Triangle, 29–31, 49 

Triangular irregular networks  

(TINS), 50 

Tsunami generation, 288, 289, 291, 292 

Two-phase zone, 147 

 

Uni-axial test, 211, 215 

Upper mantle, 145, 146, 152, 156, 

168, 173 

Upwelling, 141, 149, 154, 167,  

168, 175 

USGS, see United States Geological 

Survey 

 

Venus, 140, 141 

Visco-plastic, 145 

Viscosity, 139, 141, 144, 145,  

154–156, 159, 162, 167–172, 174 

Viscosity profile, 156, 157, 162, 167, 

168, 170, 172, 174 

Viscous, 140, 143, 144, 145,  

167, 170 

Volcanism, 140, 141, 146, 155,  

162, 170 

Volumetric heating, 143 

Volumetric visualization, 261 

 

Warning, 280, 303, 307 

Waveguide, 266 

Wavelength, 147, 168, 169, 173 

Wave speed anomaly, 149 

Weak scaling, 244 

Welding operation, 35, 39, 45 

Western United States, 127 

The whole-earth model, 43 

Wing crack extension, 213, 214,  

218, 219 

Workflow management, 247 

 

Yield stress, yielding, 156, 162,  

168, 169 
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