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Preface

The Earth’s mantle is not homogeneous. This has become more than evident from
the analysis of seismic waves, which are strongly affected by changes in tempera-
ture, mineralogical phase, and chemical composition as they travel through Earth’s
mantle. The message from geochemistry is similarly complex. For instance,
analysis of geochemical isotopes showed that the plumes from which Ocean Island
Basalts are thought to originate are sampling at least two distinct chemical res-
ervoirs. Recovering detailed maps of mantle heterogeneities at the various scales
of interest to Earth scientists, for the purpose of unraveling their nature and ori-
gin, raises several challenges that Earth scientists attempt to solve by combining
data, observations, theoretical and numerical models, and experimental results
from several fields including geophysics, geochemistry, geodynamics, and mineral
physics. This monograph aims to discuss recent developments that have contrib-
uted to improved understanding of the physico—chemical structure and dynamics
of Earth’s mantle through a series of topical reviews and original research contri-
butions with emphasis on interdisciplinary studies. In fine, our ability to impose
constraints on accretion, differentiation, and early evolution of our planet hinges
crucially on our ability to elucidate its internal structure.

Over the past decade, considerable observational and experimental evidence
from seismology, geochemistry, mineral physics, and geodynamical studies have
accumulated attesting to the presence of radial and lateral heterogeneities that per-
meate Earth’s mantle. These heterogeneities cover length scales from microscopic
(chemistry) over patches of lithospheric slabs that scatter seismic waves in the
lower mantle (~10—100 km) to cold subducted lithosphere, transition-zone topog-
raphy, and large low shear-wave velocity provinces in the deep mantle (~1000 km)
and are evidence of the dynamic evolution that Earth’s mantle has undergone
and continues to undergo. Variations in composition, temperature, and mineral-
ogy are all believed to play a role in explaining the observed heterogeneity, but
their relative contributions remain elusive. However, recent advances in creating
comprehensive mineral physics databases combined with improved geophysical
imaging techniques, greater accuracy of geochemical analyses, and more complex
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geodynamic models, has greatly improved our ability to make quantitative infer-
ences on the thermo—chemical state of Earth’s mantle, which ultimately holds the
key to understanding the evolution of our planet.

Of all methods available to Earth scientists seismology has proved the most
important because it affords the highest resolution. Accordingly, seismology has
been the main source of information on mantle structure. For decades radial seis-
mic profiles have formed the basis for inferring structure and constitution of the
Earth. The variations in seismic wave-speed of the upper mantle and transition-
zone have been recognized as arising from phase transformations undergone
by the silicate minerals that constitute the mantle as pressures and temperatures
increase. However, the role and extent of any compositional layering between
upper and lower mantle, is yet to be fully resolved. The question of whether phase
transitions in the olivine system alone are sufficient, or indeed, whether a chemical
change is needed to explain the observed discontinuous increase in, e.g., seismic
wave-speeds, remains to be understood.

Seismic tomography has provided information on both lateral and radial struc-
ture of Earth and has done much to advance our understanding of its dynamics.
The large-scale global velocity structure is relatively well-resolved, as is appar-
ent from the current consensus among studies that employ different data and mod-
eling techniques, and correlates well with surface tectonics. This is demonstrated
in the opening chapter of this monograph by Schaeffer and Lebedev, who pre-
sent a global surface-wave tomographic model of the upper mantle and compare
it to existing models. Increased resolution in seismic imaging on regional scales
has been made possible through analysis of data from high-density seismic net-
works. An example of such a regional model is presented and discussed in Chap. 2
by Rawlinson and coauthors who address the seismic wave-speed structure of the
upper mantle beneath Australia. Heterogeneities in the upper mantle associated
with discontinuities that arise as a result of phase changes are identified and dis-
cussed by Schmerr in Chap. 3.

In spite of advances in tomographic techniques and a tremendous increase in
the volume of seismic data that has become available, accurate mapping of mantle
structure is still mired by a number limiting factors including trade-off between
seismic heterogeneities and topography of interfaces, separation of isotropic and
anisotropic anomalies, finite-frequency effects, and details of wave propagation.
In Chap. 4, Bodin and coauthors consider the trade-off that occurs between radial
anisotropy and small-scale radial heterogeneities, and show how this problem
might possibly be solved by adding high-frequency data.

In the lowermost mantle, tomographic models published since the 1990s show
that the dominant structures are two large low shear-wave velocity provinces
(LLSVPs), whose detailed nature is still debated. In the past decade, waveform
modeling and travel-time data from specific seismic phases provided interesting
details on LLSVPs structure. Besides LLSVPs, small-scale heterogeneities are
also present in the deep mantle and may be detected using scattered seismic waves
as shown by Rost and coauthors (Chap. 12).
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Another challenge related to imaging the lower mantle is detection of the min-
eral post-perovskite (pPv), a high-pressure phase of perovskite (pv) discovered
experimentally in 2004. Laboratory experiments and ab-initio calculations indicate
that the stability field of pPv is likely to oscillate around the depth of the core-
mantle-boundary because of local variations in temperature and composition.
Therefore, pPv may only be present on local or regional scales, but is unlikely
to make up a global layer at the bottom of the lower mantle. Seismology, how-
ever, has yet to identify such pPv-dominated regions unambiguously, although D”
figures as a prominent candidate. In Chap. 13, Cobden and coauthors review the
different seismological data and techniques used to detect the pv-pPv phase transi-
tion, its properties, and discuss the seismic observations that point to its presence.

Seismic data and models are capable of imaging mantle heterogeneities, but
can only provide clues about the nature of these heterogeneities. Interpreting seis-
mic data and models in terms of variations in mantle composition, thermal state,
phase transitions, water content, or a combination thereof, as sources of seismic
heterogeneities, requires additional information. This missing information is sup-
plied in the form of mineral physics data, which encompasses a wide range of
data determined both experimentally or from first-principles (ab initio) numerical
computations, including phase equilibria and stability regions of mantle minerals,
sensitivities of thermodynamical, thermo-elastic properties, and transport proper-
ties of mantle rocks to changes in pressure, temperature, chemical composition,
and water concentration. Data for most of the upper and lower mantle minerals
are now available and gathered in thermodynamic databases that, when combined
with equation-of-state modeling, allow us to construct elastic and transport proper-
ties (e.g., seismic wave-speeds, density, and electrical conductivity) in the man-
tle at pressure and temperature conditions spanning most of the mantle. In turn,
these “synthetic” profiles can be compared to field-derived estimated and thereby
provide a means of testing various hypotheses for the structure, constitution, and
chemical make-up of Earth’s mantle.

As an illustration of this approach, Kawai and Tsuchyia (Chap. 8) use recent
data determined from ab initio calculations to estimate the seismic signature of
recycled granitic material in the mid-mantle (400-1200 km depth), and subse-
quently compare it to the seismic signature of other mantle materials as a means
of assessing the possible origin of heterogeneities in the mid-mantle. In a related
approach Khan and coauthors (Chap. 5) employ a free-energy minimization
method to interpreting seismic surface-wave dispersion data for the thermochemi-
cal structure of the mantle beneath the Australian continent. The advantage of free-
energy minimization methods is that profiles of physical properties (e.g., seismic
wave-speeds and density) can be computed self-consistently as a function of tem-
perature, pressure, and composition. This allows for joint interpretation of diverse
geophysical, petrological, and mineral physics data sets as considered in the con-
tribution of Khan and coauthors.

Interpretation of seismic observations in terms of mantle chemistry and ther-
mal state is nonunique and notoriously difficult to separate. An illustration of this
concerns the nature of LLSVPs observed in the deep mantle. Two hypotheses are
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discussed in the present volume. The purely (or mostly) thermal origin scenario,
which possibly involves the presence of the mineral pPv, is reviewed by Davies
and coauthors in Chap. 14, while a different explanation for the LLSVPs is offered
by Deschamps and coauthors (Chap. 15), who favour a thermochemical origin.

An alternative means of addressing mantle heterogeneity is to investigate trans-
port properties such as electrical conductivity that, in principle, are more sensi-
tive to parameters such as composition and temperature than is elasticity. The
importance of electrical conductivity arises because of the strong dependence on
temperature, major element composition, water content, partial melt, and oxygen
fugacity. This is illustrated in Chap. 6, where Katsura and Yoshino consider varia-
tions in electric conductivity observed in the oceanic upper mantle to show that the
high conductivity observed beneath mid-oceanic ridges could be caused by par-
tial melting. The contribution by Khan and coauthors in Chap. 5 provides another
example of using electrical conductivity to recover the thermo-chemical structure
beneath Australia.

Geochemistry, like geophysics, has provided a wealth of data that bear on man-
tle heterogeneities, albeit at different scales. Important insights on the chemical
and dynamical processes that rocks have undergone during their formation, and
the physical conditions under which rocks have formed are obtained from analysis
of rocks originating in the uppermost mantle. A good example of this approach
is given in Chap. 7 by Ma and coauthors, where a suite of spongy clinopyroxene
and melt-pockets from the Al Ghab volcanic field is investigated. Their analysis
shows that compositional heterogeneities occured at micro-scale, and suggests that
the spongy clinopyroxene and melt pockets were formed as a result of decompres-
sional melting most probably associated with the recent development of the pull-
apart basin in this region. Several hints point to distinct reservoirs coexisting in the
deeper mantle, including recycled oceanic crust and a source of undegassed mate-
rial. In Chap. 11, Caro presents updated results for the Sm—Nd, Lu-Hf, and Rb-Sr
systems suggesting that Earth accreted from non-chondritic material depleted in
incompatible elements, and that pristine material may be preserved in the deep
mantle up until now. Kaminski and Javoy also challenge the chondritic model of
the Earth in Chap. 10 by proposing that Earth’s mantle may have formed from
enstatite chondrites. Combined with a two-stage formation scenario involving a
giant impact, their compositional model result in a large-scale chemically hetero-
geneous deep mantle.

Finally, geodynamics is a key ingredient to understand the formation and evolu-
tion of mantle heterogeneities. Earth’s mantle is continuously being stirred by con-
vection, which is the dominant mechanism for heat and mass transport throughout
the mantle. However, the detailed mode of mantle convection is still a matter of
debate. In this context, it is unclear whether stirring induced by the flow is able to
efficiently mix large-scale chemical heterogeneities with ambient mantle. Several
parameters may influence mantle flow and its ability to mix (or non-mixing),
including viscosity and density contrasts between heterogeneous regions and ambi-
ent mantle. One obvious source of chemical heterogeneity is the continuous recy-
cling of oceanic crust through slab subduction. In Chap. 9, Ishikawa and coauthors
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investigate the influence of the water content on slab subduction. Another possible
source of heterogeneity, which may have survived until now, is early partial dif-
ferentiation of the mantle. In Chap. 15, Deschamps and coauthors investigate the
stability of an initial basal layer of dense material and identify important param-
eters controlling this stability. If, by contrast, convection is efficient enough to mix
chemical heterogeneities, the mantle may appear isochemical at medium-to-large
scales. As a result, mantle dynamics may be described by purely thermal models
of convection, of which a few examples are discussed in Chap. 14 by Davies and
coauthors.

This monograph is divided into two parts: Part I focuses on the upper man-
tle and transition zone, while Part II is dedicated to the lower mantle. As will
become clear to the reader, many contributions collected in this monograph are
based on multidisciplinary approaches, blending results from several fields. Since
data, numerical modeling techniques, and analyses typically differ depending on
the region addressed and on the scale of the heterogeneities investigated, it was
deemed more appropriate to group contributions according to the part of the man-
tle being addressed rather than topically. In closing, we would like to acknowledge
all of the people who contributed to the development and production of this vol-
ume. Above all, we would like to thank all the contributing authors for their par-
ticipation. Without their efforts this volume would clearly not have been possible.
We are also indebted to the numerous reviewers for their crucial assessment of the
various contributions making up this volume. Finally, we would like to thank the
editorial staff at Springer, in particular Naomi Portnoy and Elodie Tronche, who
contributed to making this volume possible.

Amir Khan
Frédéric Deschamps
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Chapter 1

Global Heterogeneity of the Lithosphere
and Underlying Mantle: A Seismological
Appraisal Based on Multimode
Surface-Wave Dispersion Analysis,
Shear-Velocity Tomography,

and Tectonic Regionalization

A.J. Schaeffer and S. Lebedev

Abstract Heterogeneity of the composition and physical state of the rocks within
the Earth is reflected in variations in seismic wave speeds at depth. This seismic
heterogeneity can be observed in a number of different ways, each yielding a com-
plementary perspective on the Earth’s bulk properties, structure, and dynamics. A
surface-wave dispersion diagram, constructed from millions of fundamental-mode
and higher mode dispersion measurements around the world, shows variability
around global averages for all modes and all frequencies that are included in it,
with the largest variations seen for the fundamental-mode phase and group veloci-
ties at short periods (less than 30 and 40 s, respectively) that sample the highly
heterogeneous crust and uppermost mantle. Seismic tomography turns large sets
of measurements into models of three-dimensional wave speed variations at depth.
Global shear-wave speed models have been in agreement since 1990s regarding
heterogeneity in the upper mantle at thousands-of-kilometres scales. The rapid
recent increase in global data sampling facilitated an increase in the tomographic
resolution, and a number of today’s models show close agreement in the upper
200 km of the mantle at much shorter, hundreds-of-kilometres scale lengths.
Greater disagreements between different models remain in the mantle transition
zone. Our new model SL2013sv, constrained by an unprecedentedly large new
data set of multimode waveform fits, demonstrates increased resolution compared
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to other existing models for a variety of features; it captures regional-scale het-
erogeneity globally, within both the upper mantle and the crust. A global stack of
shear-velocity profiles extracted from SL2013sv shows a monotonic decrease in
the amplitude of wave speed variations with depth, mirrored by a decrease in RMS
variations in SL2013sv and other current models, from largest in the top 150—
200 km to much smaller below 250 km. Regionalization of SL2013sv by means
of cluster analysis, with no a priori information, provides an accurate tectonic
regionalization of the entire Earth. The three oceanic and three continental types
that naturally come out of the clustering differ by the age of the deep lithosphere.
The results give a new perspective on the “depth of tectonics”—the depths down
to which shear speed profiles (and, by inference, geotherms) beneath oceanic and
continental regions of different ages are different. Old oceanic plates are under-
lain by higher shear-wave speeds compared to young- and intermediate-age oceans
down to 200 km depth. At 200-250 km, all type-average mantle profiles converge,
except for the Archean craton profile that shows distinctly higher velocities down
to 250-280 km depths.

Keywords Lithosphere dynamics + Mantle heterogeneity + Waveform inversion -
Seismic tomography

1.1 Introduction

The speeds of seismic waves travelling through the Earth vary across a broad
range of scales, from the crystals that make up rocks, the tectonic blocks that make
up the continents, up to the scale of entire tectonic plates. This wave-speed het-
erogeneity is a consequence of heterogeneity in the composition and physical state
of the rocks at depth. Mapping the variations of seismic wave speeds within the
Earth—with seismic tomography or other methods—thus provides snapshots of
the three-dimensional structure of the Earth’s interior, most of it inaccessible for
direct sampling, and yields important clues on the dynamic processes within the
planet.

One-dimensional (1D) reference seismic models (PREM: Dziewonski and
Anderson 1981; AK135: Kennett et al. 1995) capture the key changes of seismic
velocities with depth. These radial changes reflect the compositional stratification
within the Earth, phase transformations in minerals to their higher pressure pol-
ymorphs with increasing depth, and the gradual increases of elastic moduli with
pressure.

Seismic-velocity profiles beneath different points at the surface are different
from the reference profiles and from one another. This lateral heterogeneity is
manifested clearly in seismic observations. Seismic tomography uses these obser-
vations to constrain three-dimensional (3D) models of seismic-velocity variations
at regional or global scales, offering insight into the basic mechanisms of plate
tectonics and patterns of mantle convection.
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Tomographic studies using surface and body waves in the late 1970s and early
1980s (Aki et al. 1977; Dziewonski et al. 1977; Kovach 1979; Woodhouse and
Dziewonski 1984) demonstrated lateral variations in seismic velocities within the
lithosphere and asthenosphere globally. Since about two decades ago, the long-
wavelength (several thousands of kilometres) features of the Earth’s lithospheric
and asthenospheric mantle at depths down to ~300 km have been well established
and resolved consistently by various global models (Becker and Boschi 2002).
Short- and intermediate-wavelength heterogeneities (Kennett 1987; Wu and Flatte
1990; Nolet et al. 1994) have been more difficult to resolve uniformly at a global
scale, although many of the prominent features of upper-mantle heterogeneity—
including subducting slabs, spreading centres, or hot spots—have been imaged in
numerous regional- and larger-scale studies.

At the global scale, variations in seismic velocity indicate and distinguish
the main different types of lithosphere: oceanic versus continental. Within these
two types, further variability is clearly seen, including the evolution of the oce-
anic plates from younger to older ocean basins (the latter with colder and thicker
lithosphere, with higher seismic wave speeds within it) and differences between
stable Precambrian cratons (high seismic velocities; particularly thick and cold
lithosphere) and younger, Phanerozoic units. At regional scales, seismic imaging
reveals deep expressions of active tectonic process, as well as preserved signatures
of ancient ones. Beneath oceans, strong heterogeneity is observed in the vicin-
ity of mid-ocean ridges (MOR), where new basaltic crustis generated through the
extraction of melt from the mantle beneath the spreading centre and the newly cre-
ated oceanic lithosphere cools rapidly as it moves further away from the ridge. At
the opposite end of the plate cycle, strong heterogeneity can be observed beneath
convergent plate boundaries, in subduction zones (e.g. around the Pacific Rim) or
zones of continental collision (e.g. Tibet, Zagros).

The heterogeneity of seismic velocity in the Earth’s upper mantle can be
observed, first of all, directly in seismic measurements, for example, in variations
of travel times of body waves or of phase and group velocities of surface waves
as a function of the station and event locations. Secondly, heterogeneity can be
examined in seismic tomographymodels constrained by the measurements. Bulk
properties of these models, such as the RMS velocity anomaly as a function of
depth, provide insight into the overall character of the heterogeneity. Visual and
quantitative comparison of different tomographic models, computed by different
groups using different methods, can provide further insight into the heterogeneous
nature of the Earth’s upper mantle. For example, the lithospheric mantle of sev-
eral recent global tomographic models (Lebedev and van der Hilst 2008; Leki¢ and
Romanowicz 201 1a; Debayle and Ricard 2012; Schaeffer and Lebedev 2013) show
agreement at significantly shorter length scales, compared to models of only a few
years ago. Finally, regionalization analysis of seismic tomography models provides
an objective subdivision of the Earth into regions with different properties within
a given depth range. In the lithosphere—asthenosphere depth range, regionalization
groups together geologic domains with similar deep structure, which—most often
but with important exceptions—reflects similar tectonic evolution.
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In this paper, we present views of the heterogeneity within the Earth’s crust and
upper mantle from different perspectives, from measurements of phase and group
velocities of multimode surface waves (particularly sensitive to the crust and upper
mantle) to tomographic models and inferences from them. We utilize the very
large phase- and group-velocity data set created in the course of the construction
of our global tomographic model SL2013sv (Schaeffer Lebedev 2013), as well as
the model itself. SL2013sv offers increased resolution globally, approaching that
of regional-scale studies. The vertical component data set used to compute it con-
sists of almost three quarters of a million waveform fits, from which more than
half a million of the most mutually consistent seismograms were selected to con-
strain the model. Multimode phase velocities (the fundamental-mode and higher
mode vertical component surface waves), measured as a by-product of the wave-
form fitting, span the broad period range from ~10 s to more than 400 s. Their
distributions with period and their variability with source and station locations
provide an empirical sampling of the bulk dispersion properties of the Earth’s
upper mantle. We also explore the heterogeneity of the Earth’s upper mantle
through examination of the salient features in the model SL2013sv, compare this
view of the upper mantle with that from other recent tomographic models, and dis-
cuss inferences from global tomography regarding the structure and dynamics of
the crust and upper mantle.

1.2 Heterogeneity in Measurements of Phase and Group
Velocities of Multimode Surface Waves

Surface waves are highly sensitive to the structure of the crust and upper mantle.
Due to the frequency dependence of their depth sensitivity—and, consequently,
frequency dependence of their propagation speed (dispersion)—surface waves
have two different measurable velocities: phase velocity and group velocity. Phase
velocity (C(w)) is the speed at which the phase at a particular frequency travels,
whereas the group velocity (U(w)) is the speed at which the energy of the wave
packet propagates. With decreasing frequency (increasing period), surface waves
sample greater depths within the subsurface: short periods (high frequencies) are
sensitive to crustal structure, whereas longer periods are sensitive to depths near
the base of the upper mantle (see Fig. 1.1). The fundamental modeof Rayleigh or
Love surface waves is typically the most energetic arrival on a vertical- or hor-
izontal-component seismogram, respectively. Higher surface-wave modes inter-
fere constructively to produce the arrivals of body waves (P and S waves) and
their multiple surface reflections (e.g. SS, SSS, SSSS)—a manifestation of the
ray—mode duality (Dahlen and Tromp 1998). Each of the modes has a different
frequency-dependent depth sensitivity; together, they provide rich information
regarding the structure within the Earth.

Variations in surface-wave dispersion measured along different source-station
paths provide a direct indication of structural heterogeneity and lateral variations
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Fig. 1.1 Depth sensitivity kernels of the Rayleigh-wave phase and group velocities, computed
for AK135. The derivatives are with respect to shear velocity, dC(w)/dp and 0U (w)/dp, at four
periods 10 s (dark grey), 60 s (blue), 125 s (red), and 230 s (green), for the fundamental mode
and the first, third, fifth, seventh, and ninth overtones. The amplitude of each kernel is scaled
independently to its maximum within the depth interval. Note that for modes seven and nine at
230 s, there is no sensitivity within this depth range

in the elastic properties of the crust and mantle. As the depth sensitivity of the
modes is known, the measurements at different periods can be viewed as expres-
sions of heterogeneity at different depths.

In order to examine bulk distributions of phase and group velocities globally,
we use the data set generated using the Automated Multimode Inversion (AMI;
Lebedev et al. 2005) of surface and S waveforms in the course of construction of
the global tomographic model of Schaeffer and Lebedev (2013) (Sect. 1.3).

As a by-product of successfully fitting a seismogram, AMI measures phase
velocities for the modes which contribute significantly to the waveform fit within
the time—frequency windows that were selected. The group velocity (U(w)) can
then be computed from the phase velocity (C(w)) using:

C(w)
1— (L) (@)’ (1.1)
C(w) dw
where w = 27 /T is the angular frequency and 7 is the period.
The data set used to constrain the model SL.2013sv consists of 712,504 wave-
form fits computed for vertical component seismograms recorded up to March

2010. Here, we augmented it with an additional 239,462 fits computed for seis-
mograms recorded until June 2012. In total, the data set is formed by more than

U(w) =
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Fig. 1.2 Empirical dispersion diagrams of Rayleigh waves on the Earth. Fundamental-mode
(top row) and higher mode (bottom row) Rayleigh-wave group-velocity (left column) and phase-
velocity (right column) curves were measured by AMI after (successful) waveform fitting.
Increased sampling density of phase or group velocity is indicated by warming colours from
blues through reds to black; the sampling density is normalized for each period. Over-plotted in
the fundamental-mode panel are the dispersion curves computed for AK135

951,000 vertical component waveform fits (951,000 seismograms). It yields more
than 951 thousand fundamental-mode and ~480 thousand higher mode, Rayleigh-
wave, phase-velocity—and therefore group-velocity—curves, across a broad
period range of 10450 s. The criteria required to generate a waveform fit result
in a fundamental-mode dispersion curve for every successfully fit seismogram; the
total frequency band of each dispersion curve varies on a case-by-case basis.

Although these dispersion curves are not used in the generation of the tomo-
graphic model, they can be used in other imaging studies, such as array-based tel-
eseismic interferometery utilizing the fundamental mode (e.g. Deschamps et al.
2008; Darbyshire and Lebedev 2009; Zhang et al. 2009; Endrun et al. 2011; Adam
and Lebedev 2012, to name a few) and, potentially, higher modes.

In Fig. 1.2, we plot the fundamental-mode and higher mode phase- and
group-velocity curves, as in Nolet (2008), from our data set of ~512 thousand
multimode Rayleigh-waveform fits used to constrain SL2013sv. The individual
dispersion curves were binned, such that the blue colours represent the lowest
density sampling (white means not sampled), whereas warmer colours indicate
increasing density; black represents the highest density velocity at each period.
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The group-velocity curves were computed from the phase velocity ones, using
Eq. 1.1. In the fundamental-mode windows, the superimposed lines indicate the
dispersion curves computed for AK135.

The inclusion of higher modes is critical for maintaining resolving power at the
base of the upper mantle and in the transition zone. This sensitivity is given by
S and multiple S waves that bottom throughout this depth range and represents a
superposition of multiple higher modes. Our complete data set contains many tens
of thousands to a hundred thousand dispersion curves for each of higher modes
one through eight, thousands for modes up to ten, and relatively minor contribu-
tions from those modes beyond (<0.05 % from modes 11-20). The impact of the
inclusion of these higher modes (i.e. S and multiple S waves) on the tomographic
resolution in the deep upper mantle and transition zone is illustrated in Figs. 4 and
5 of Lebedev et al. (2005), who performed the waveform fitting first for the funda-
mental mode only, second for the fundamental mode and S waves, and finally for
the fundamental mode and S and multiple S waves. As more S wave information
is added, the eigenvalues drop off less rapidly, indicating greater structure in the
resulting path-average model, as can also be seen in the shear-velocity models in
their Fig. 4.

The global variability of the fundamental-mode and higher mode dispersion
curves offers a perspective on the bulk heterogeneity within the Earth’s upper
mantle. At a given period, the total spread in velocity indicates an empirical range
of Earth properties, whereas the relative distribution in colour across the velocity
band indicates which velocities are most common—subject to the sampling filters
imposed by the distribution of the stations and events and by the averaging over
the Frésnel zones between the sources and stations.

For the fundamental-mode group velocities (top left, Fig. 1.2), the strongest
variability is at periods less than 45 s, with a transitional band between 45 and
80 s, and reduced variability at periods beyond 80—-100 s. The total spread in ves-
ensitivityvolume average plocity decreases by a factor of 2 at long periods com-
pared to short periods. This results from the increased sensitivity of the long
periods to greater depths, at which heterogeneity is weaker than at shallow, crustal
depths. A similar pattern can be observed for the fundamental-mode phase veloc-
ity (top right panel), however, with the transition shifted to slightly shorter periods
due to the differing depth sensitivities of group and phase velocities (e.g. Lebedev
et al. 2013).

At the shorter periods sampling the crust and uppermost mantle, the relatively
strong heterogeneity is readily apparent. In continental regions, this shorter period
band is most sensitive to the crustal structure; we observe that the densest sam-
pled velocities at these periods less than 50-60 s (35—45 s for phase velocity) are
slower than AK135. In regions where the Moho is at greater depths (beneath oro-
genic belts, for example), the low velocities extend to longer periods, which is
seen as the yellow-green colours well below AK135 at 30-75 s and 30-50 s peri-
ods for group and phase velocities, respectively. In oceanic regions, the Moho is
much shallower and the fundamental mode at 15-30 s period samples the upper-
most mantle rather than the crust; it is thus faster than in AK135.
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At periods shorter than 50 s, the dispersion-curve representation of heterogene-
ity is affected by a sampling bias, with the most sampled velocities similar to or
slower than AK135. This is not what would be expected when looking at the rela-
tive surface areas of oceans versus continents. In fact, one would expect greater
sampling of high velocities (relative to AK135) in this period band, representa-
tive of the fast uppermost mantle beneath oceans, as there is a larger proportion
of oceans than continents. However, this is opposite to what we observe, with the
densest sampling at velocities slower than AK135. This discrepancy is explained
simply by the distribution of stations and events, dominated by paths shorter than
4000-5000 km, which results in preferential sampling of continental and backarc
regions.

1.3 Global Heterogeneity of the Upper Mantle
and the Crust from Multimode
Surface-Wave Tomography

We now explore the heterogeneity of the Earth’s upper mantle using the tomo-
graphic model SL.2013sv (Schaeffer and Lebedev 2013). This model is parameter-
ized on a global triangular grid (Wang and Dahlen 1995) with an average spacing
of ~280 km (minimum 250 km, maximum 290 km) and is constrained by the ~520
thousand vertical component seismograms selected from more than 710 thousand
successful waveform fits, as the most mutually consistent data.

The model was computed using the Automated Multimode Inversion (AMI;
Lebedev et al. 2005) that performs automated, accurate processing of large num-
bers of vertical- and horizontal-component broadband seismograms. The result
of each successful waveform inversion is a set of linear equations with uncorre-
lated uncertainties (Nolet 1990, 2008) that describe 1D perturbations in elastic
structure within a finite-width sensitivity volume between the source and receiver
relative to a three-dimensional (3D) reference model (Lebedev and van der Hilst
2008; Schaeffer and Lebedev 2013). Synthetic seismograms are computed using
the JWKB approximation by summing over modes (m), with the phase velocity
of mode m given by C,%(a)) + 6Cy (w), where C,%(a)) is the average initial phase
velocity within the sensitivity volume and §C,,(w) is the average phase velocity
perturbations. These are expressed as a function of the sensitivity-volume average
perturbations in P and S velocity (8« (7) and 88(r), respectively):

R

R
[ Ch () ——— ACY () ——
8C(w) —/ B S,B(r)dr—i—/mSa(r)dr, (1.2)

0 0

where R is the radius of the earth and BCBI(a)) /10B(r), da(r)] are the Fréchet deriva-
tives. The sensitivity-volume-average perturbations in seismic velocity (§8(r), do(r))
are thus related to the synthetic waveform s(w) through the average phase velocity
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perturbation §C,, (w). The §8(r) (and equivalently the da(r)) are parameterized with
M model parameters y; on a set of 1D triangular basis functions A;(r) which span
from the crust to the lower mantle (7-1600 km), §8(r) = y;h;(r). AMI then pro-
duces a set of linear equations with uncorrelated uncertainties:

3B(r) = njgi(r), (1.3)

where each g;(r) is a linear combination of the original basis functions (see Nolet
1990, 2008; Lebedev et al. 2005; Lebedev and van der Hilst 2008; Schaeffer and
Lebedev 2013, for further details).

A large system is constructed using the independent linear equations generated
by AMI (the »; from Eq. 1.3 for each path), with the waveform structural infor-
mation mapped into the model parameters using the same approximate sensitivity
kernels as used in the waveform inversion by AMI, and is then solved for 3D per-
turbations in isotropic S and P velocity with respect to the 3D reference model and
2W azimuthal anisotropy of S velocity (see Schaeffer and Lebedev 2013 for details
on the data set and model construction).

In Figs. 1.3 and 1.4, we plot 12 horizontal slices through the model, at depths
of 36, 56, 80, 110, 150, and 200 km (Fig. 1.3), and 260, 330, 410, 485, 585, and
660 km (Fig. 1.4). The perturbations (as indicated beneath each slice) are with
respect to a 3D reference model. At depths greater than the Moho (Moho depth is
position dependent), perturbations are in per cent, relative to the global 1D mantle
reference model (a modified AK135, Lebedev and van der Hilst 2008; Schaeffer
and Lebedev 2013). At depths shallower than the Moho (some regions in the slices
at 36 and 56 km depth), model perturbations are indicated in ms~! and are relative
to the 3D crustal model (modified CrusT2); in these regions, only the perturbation
in ms~!is correct. Although this makes interpretation of the strength of velocity
perturbations in crustal regions more complex, the relative variations are still read-
ily interpreted in terms of heterogeneity and structure.

This new model provides improvements, compared to other existing models, in
the resolution of fine-scale regional features through much of the upper mantle and
transition zone. At the longer wavelengths, lithospheric-depth structures broadly
agree with observations from numerous past models utilizing varying method-
ologies, parameterizations, and data sets (both type and size) (e.g. Debayle et al.
2005; Zhou et al. 2006; Houser et al. 2008; Kustowski et al. 2008; Lebedev and
van der Hilst 2008; Nettles and Dziewdnski 2008; Panning et al. 2010; Ferreira
et al. 2010; Leki¢ and Romanowicz 2011a; Ritsema et al. 2011; Debayle and
Ricard 2012). At greater depths in the sub-lithospheric mantle and transition zone
however, larger variations between models are evident even at the longer wave-
lengths (thousands of kilometres, e.g. Ritsema et al. 2011).

In the following sections, we examine some of the prominent features in
SL2013sv that exhibit deep expressions of tectonic structures and processes,
including spreading ridges and subduction zones. The strongest shear-speed anom-
alies are observed beneath mid-ocean ridges (MORs) and rift systems (negative),
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backarcs and active orogens (negative), stable continental cratons (positive), and
within subducted lithosphere (positive).

1.3.1 Spreading Ridges

As observed in the shallow mantle in the horizontal sections (Fig. 1.3), spreading
ridges globally are resolved as narrow anomalies directly beneath the ridge axis.
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Fig. 1.3 Horizontal slices through SL2013sv at six depths in the crust and uppermost mantle:
36, 56, 80, 110, 150, and 200 km. The reference velocity is indicated in brackets beneath each
depth, and perturbations are plotted with respect to this value, for locations beneath the Moho.
The minimum and maximum perturbations are indicated at the edges of the saturated-scale bar.
For the depths 36 and 56 km, some locations are still in the crust, and therefore, perturbations are
instead in m s~! with respect to our 3D crustal reference model (modified CrusT2), as indicated
above the colour scales. Plate boundaries are indicated by green lines
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Fig. 1.4 Horizontal slices in the sub-lithospheric mantle and transition zone: 260, 330, 410, 485,
585, and 660 km. Reference velocity and perturbations are as in Fig. 1.3

With increasing depth, from 36 to 80 km, the anomalies increase in amplitude and
also broaden in extent from the spreading centre. The very strong negative anoma-
lies are indicative of the presence of partial melt. Continuing to greater depths,
from 110 to 150 km, the anomalies broaden and also decrease in amplitude. By
150 km depth, the central low-velocity zone no longer stands out from the sur-
rounding oceanic asthenosphere. At depths greater than 120-130 km, partial melt-
ing may still take place, but with a lower degree, no longer visible in the vertically
polarized shear velocity. This is in agreement with some past studies (e.g. Zhang
and Tanimoto 1992; Forsyth et al. 1998), but does not confirm the inferences in
other studies (e.g. Su et al. 1992), suggesting that MOR processes extend into
much deeper upper mantle.
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Fig. 1.6 Vertical cross sections through spreading ridges with nearby hot spots. Above each
slice through the model SL2013sv, topography is plotted with tick marks denoting elevations
(or bathymetry) spaced at 4 km. Horizontal distance between red circles (both on map and each
cross section) is 1000 km; the closed red circle marks one end of each section to indicate orienta-
tion. The (saturated) colour scale is the same in each cross section, with £220 m s~ limits. Hot
spots from the catalog of Steinberger (2000) are indicated by purple circles on the map

In Figs. 1.5 and 1.6, we plot vertical cross sections through spreading ridges
around the globe. Each section spans from 7 to 350 km depth, with grid lines
every 100 km. Topography/bathymetry is indicated above each section (extracted
from ETOPO2), with tick marks every 4 km. Open red circles on both the map and
each cross section are every 1000 km, and the closed red circle marks matching
ends of the profiles to clarify the orientation. Seismicity within 40 km perpendicu-
larly of the cross section is extracted from the EHB catalog (Engdahl et al. 1998)
and plotted with white circles. Figure 1.5 shows “normal” cross sections, which
demonstrate the expected triangular region of decompression melting beneath the
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ridge axis. The cross sections in Fig. 1.6 highlight sections of ridges with non-
triangular melting regions, as well as interactions with nearby hot spots.

In comparing the “normal” cross sections and indeed many of the asymmet-
ric interacting cross sections, it is clear that the strongest spreading anomalies are
confined to depths, ~150 km or less, and that the central anomaly clearly widens
as a function of depth. Note that the saturations here are relatively higher than
those in the horizontal cross sections and are in ms~! rather than percentage.
Beneath most of the ridges, sharp lateral boundaries between the ridge anomaly
and the surrounding asthenospheric mantle delimit the central anomaly associated
with high-degree partial melting.

Beneath the rapidly spreading EPR (Figs. 1.5A, B and 1.6A, B, and C), the
velocity anomalies are the strongest and spread the widest, compared to other
ridges around the globe. For those sections interacting with the nearby hot spots,
several connected low-velocity anomalies are present. In profile 1.5B crossing
the southern EPR, a single anomaly is present, with a width of approximately
2000 km, significantly wider than other “normal” spreading ridges.

1.3.2 Subduction Zones

Subducting lithospheric slabs clearly stand out in the horizontal sections, begin-
ning at depths of 110-150 km (Fig. 1.3), beneath the Aleutians, Kuriles, Japan, Izu-
Bonin, Mariana, Sumatra, Tonga-Kermadec-Hikurangi, and portions of the Andean.
Additionally, smaller anomalies can be observed associated with subduction at the
Cascadia, Lesser Antilles, and Scotia arcs. At greater depths and into the transition
zone, a band of high velocities is observed extending almost continuously from
Tibet through the Pamirs and Hindu Kush to Anatolia, and westwards to Central
Europe. This material likely represents fragments of ocean basins, continental lith-
osphere, and continental margins, subducted in the final stages of the closure of the
Tethys Ocean (Hafkenscheid et al. 2006; Schaeffer and Lebedev 2013).

In Fig. 1.7, we plot nine vertical cross sections through different subduction
zones around the globe, including (A) Tonga and New Hebrides, (B) Sumatra—
Java, (C) Ryuku and the Marianas, (D) Ryuku and Izu-Bonin, (E) Japan, (F) the
Kuriles, (G) the Aleutians, (H) Central America and the Lesser Antilles, and (I) the
Chilean segment of the Andean subduction zone.

In each cross section, a high-velocity anomaly can be seen dipping well into
the upper mantle, correspondingwith the overplotted seismicity (white circles). In
addition to the high velocities associated with the subduction of fast oceanic litho-
sphere, low velocities are clearly observed in the backarc regions, reflecting the
high water content in the mantle there. The strength and depth distribution of these
anomalies varies between different subduction zones.
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Fig. 1.7 Vertical slices across subduction zones. Plotting set-up and conventions are as in
Figs. 1.5and 1.6

1.4 Tectonic Regionalization of the Upper Mantle

Over the last several decades, the number of available global tomography models
has increased steadily; however, there has not been a comparable proliferation in
tools to compare them (Leki¢ and Romanowicz 2011b). A common methodology
was to compare harmonic spectra and examine at their correlation. The spectrum
of model A is computed as follows:
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S50 = Z ATLAT, (1.4)
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where A} are the spherical harmonic coefficients for degree ¢ and azimuthal order
m, and * denotes complex conjugation. Computing the spectral power at a range of
depths and angular orders permits the construction of a 2D image depicting where
the energy lies. This can then be extended to a harmonic correlation between two
different models using
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O == 050 1>

where Cf (©) is the correlation of model B with A as a reference, S4(£) and Sp(£)
are the spectral amplitudes (square root of Eq. 1.4) of models A and B, respec-
tively, and AZ” and BZ" are the spherical harmonic coefficients of models A and B,
respectively. Examples of such comparisons are presented in Debayle and Ricard
(2012) and Leki¢ and Romanowicz (2011a). A more quantitative analysis of this
form was undertaken by Becker and Boschi (2002), with tomographic and geody-
namic models correlated as a function of depth and harmonic degree.

A new method of qualitative analysis of tomographic models was proposed
by Leki¢ and Romanowicz (2011b), who performed cluster analysis to identify
several types of regions of the Earth with shear-speed profiles in the lithosphere—
asthenosphere depth range similar within each. Such cluster analysis has been
used in various applications for many years; in global seismology, its use was
previously limited to the analysis of time-series data sets (Houser et al. 2008).
The clusters, sharing similar Vg profiles, were selected using an objective crite-
ria without any a priori information. Such cluster-based regionalization of tomo-
graphic models provides not only a novel means of classifying and characterizing
the upper mantle structure identified by an individual model, but also is readily
extended to the comparison of the prominent features of different tomographic
models, as carried out by Leki¢ and Romanowicz (2011b) for the models SEMum
(Leki¢ and Romanowicz 2011a), SAW24B16 (Mégnin and Romanowicz 2000),
and S362ANI (Kustowski et al. 2008).

We perform regionalization of our model SL2013sv following the proce-
dure of Leki¢ and Romanowicz (2011b). We resample the tomographic model
into 1D shear-speed profiles, sampled every 10 km with depth between 30 and
350 km, and on a finer lateral grid than the original model, to avoid spatial alias-
ing. The triangular grid provides knots with approximately equal areas, ensuring
that the polar regions are not over-represented as would occur in an un-weighted
global cartesian grid. The clustering analysis is carried out using the MATLAB
implementation of the k-means algorithm. Given a set of N observations X,
(X1,X2,...,Xy), we wish to sort them into k sets [Sy, S2, . . ., Sk] with correspond-
ing centroids [my, my, ..., mg]. The basic algorithm operates in two steps. First,
the Euclidean distance between an x,, and each m; is computed, with x,, assigned to
only one S; with the minimum sum of squares:
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In the first iteration (¢ = 0), the initial centroids mth)

subset of observations. In the second step, new centroids m
based on the distribution of observations x,, in each S;:

1
(t+1) _ .
m; 2% (1.7)
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are selected using a random

§’+1) are computed

This two step process is repeated until the assignments of x, into S; no longer
change.

In our case, the N shear-speed profiles (the x,, with p =1,...,N) are parti-
tioned into k arbitrary sets such that each intra-cluster variance is minimized. We
stress that all the cluster types and their geographic distribution are not predeter-
mined, but result directly from the minimization. In particular, oceans and con-
tinents are not separated from each other a priori but fall into different clusters
naturally. (We select k = 6 and use 5 replicates in part to ensure consistent com-
parison with the results of Leki¢ and Romanowicz (2011b).

The results of the clustering of SL2013sv are shown in Fig. 1.8. The six clus-
ters are readily distinguished: young oceans, ridges, and backarcs (which we label
Ol, identified with red); intermediate-aged oceans (O2, orange); oldest oceanic
(O3, brown); continental regions presently deforming or having undergone defor-
mation during the Phanerozoic (C1, light blue grey); stable continental regions of
Precambrian fold belts and cratons modified in the Proterozoic (C2, blue); and sta-
ble Archean cratons (C3, green). The areas of the clusters are given in Table 1.1,
along with their per cent coverage of the Earth’s surface, for both SL2013sv and
SEMum.

The three “ocean” clusters make up ~67 % of the Earth’s surface area.
Locations that belong to the slowest cluster (O1, red) are predominantly beneath
MORs and backarc basins. Along most MOR segments, the width of the clus-
ter is not constant, but depends on the spreading rate and is confined to within
~2.0 Ma of the ridge axis. This cluster also includes several continental locations,
including south-western North America, the northern portion of the East African
Rift, the region including the Red Sea, the Dead Sea Transform and the East
Anatolian Fault regions, the Pannonian Basin, and localized points in close prox-
imity to known continental intra-plate volcanism. On its own, this cluster takes up
almost 20 % of the Earth’s surface, with much of it over the East Pacific Rise and
surroundings.

The cluster O3 (brown) includes the oldest oceanic regions. It is character-
ized by very high velocities in the uppermost mantle and makes up ~21 % of the
Earth’s surface area.

The intermediate-age oceanic cluster (O2, orange) has the largest single
surface area of all clusters, encompassing more than 26 % of the Earth’s surface.
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Fig. 1.8 Tectonic regionalization of the Earth. The regionalization was computed from the model
SL2013sv using the k-means clustering (Leki¢ et al. 2010). The classification and colour of each
region are given in the legend. The two maps present the same data, with the difference that the
top one is centred at 150°E and the bottom one is centred at 5°E. Known hot spots (Steinberger
2000) are plotted as purple circles (top) and volcanoes from the Smithsonian Global Volcanism
database (Siebert and Simkin 2002) as purple triangles (bottom). Ocean-age contours (Muller
et al. 1997) are indicated every 20 Ma (thin light grey lines) and 60 Ma (thin darker grey lines)

Of particular, interest is the signature of lithospheric rejuvenation. This is evident
along the Hawaiian and Emperor Islands hot spot track. Stretching to the north-
west from Hawaii, a band of this cluster bisects through that of older oceanic litho-
sphere (O3) parallel with the string of islands. The variations in plate age do not
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Table 1.1 Summarizing the areal extent of the 6 different cluster types identified by the k-means
algorithm applied to SL2013sv and SEMum

Region name Cluster ID | Colour SL2013sv SA SEMum SA
km? % km? %

Ridges and backarcs 01 Red 9.71 x 107 | 19.09 |1.10 x 108 |21.55
Intermediate oceans 02 Orange 1.36 x 103 | 26.82 [8.80 x 107 | 17.28
Oldest oceanic 03 Brown 1.09 x 108 |21.41 |1.31 x 108 |25.83
Phanerozoic continents Cl Light 5.60 x 107 | 11.00 | 6.71 x 107 |13.18

grey
PreCambrian fold belts and | C2 Blue 5.36 x 107 |10.53 |7.18 x 107 | 14.10
modified cratons
Cratons C3 Green 577 x 107 | 11.33 |4.20 x 107 | 8.25

explain this pattern; the lithospheres to the west and east of this band are older
and younger, respectively. Therefore, this band of oceanic lithosphere classified
as “younger” than the surrounding lithosphere represents the lasting imprint due
to the passage over the hot spot, which has rejuvenated the lithosphere, leaving a
velocity structure more characteristic of a younger oceanic lithosphere.

A similar feature can be seen off the western margin of Africa. The Cameroon
Line volcanic belt bisects the African continent, separating the west African cra-
ton from the Congo craton. The present locus of the volcanism (and possibly a
hot spot, according to the Steinberger (2000) catalog) is indicated on the bottom
(and the top) maps in Fig. 1.8, respectively. Extending south-westwards into the
Atlantic Ocean towards the MOR is a thin band of oceanic lithosphere clustered
as type O2, which cuts through type O3, old eastern Atlantic lithosphere. Further
south, a similar band of O2 lithosphere may be associated with several hot spots in
the south Atlantic (Tristan and Verna).

Continents are characterized by the other three cluster types. The cluster with
the highest shear speeds includes the cratons (C3, green). It makes up 11 % of the
Earth’s surface area and includes all the major and minor Archean cratons making
up the continental cores. In addition to the large cratons within each of the conti-
nents, we also map smaller cratonic blocks, such as the Sichuan block within the
Yangtze craton. In the African continent, each of the three main cratons is clearly
identified. Great improvement compared to previous tomographic models can be
seen in South America, where the three main cratons are mapped clearly: the large
Amazonia in the north east; the south-eastern Rio de la Plata and eastern central
Séo Francisco, together.

Somewhat lower shear speeds characterize the cluster that includes
Precambrian fold belts and modified cratons (C2, blue). This cluster takes up
the smallest proportion of the Earth’s surface, at just over 10 % of surface area.
Tectonic units that fall within it often occupy the spaces between Archean cratons,
for example, in South America, southern Africa, and in the West Siberian platform
between the east European and Siberian cratons.
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The last cluster includes predominantly Phanerozoic portions of the con-
tinents (C1, light grey) and makes up just over 11 % of the Earth’s surface.
It is characterized by seismic-velocity profiles slower than those of the stable
continental regions. It is observed stretching along the entire western mar-
gin of North America, from the Aleutians and Alaska southwards through the
Canadian and US Cordillera into Mexico and Central America. A similar band
of C1 can be seen in the Cordillera of South America and extending south-
wards through the Antarctic Peninsula. It is also dominant across much of East
Asia and extends through the Zagros Mountains and Anatolia to the Alps and
Iberia. Finally, it is prevalent in much of north-central Africa. There and else-
where, the portions of continents that have thin, warm lithosphere and com-
prise the cluster C1 include almost all the locations of intra-plate continental
volcanism (purple triangles, Fig. 1.8), as shown previously for Europe by
Legendre et al. (2012).

In Fig. 1.9, we compare different tectonic regionalizations. Two of them were
computed from surface-wave tomographic models, with no a priori informa-
tion. The other three, GTR1 (Jordan 1981), RUM (Gudmundsson and Sambridge
1998), and 3SMAC (Nataf and Ricard 1996), were constructed using compila-
tions of a priori geologic and geophysical information. The SEMum clusters are
exactly those from Leki¢ and Romanowicz (2011b), obtained directly from the
authors.

The regionalizations based solely on tomography (left panel) have strong simi-
larities at large scales. The biggest difference between SL2013sv and SEMum
is the relative partitioning of the oceanic clusters. In SEMum, the O2 clus-
ter is reduced in area by >9 %, whereas Ol and O3 increase by 2.5 and 4.5 %,
respectively. Leki¢ and Romanowicz (2011b) suggest that the presence of plate-
motion-aligned “finger-like” structures in the O2 cluster is associated with small-
scale convection cells known as Richter Rolls, previously inferred in the Pacific
from gravity measurements. Similar fingers are not observed in the clustering of
SL2013sv; however, as pointed out above, a section of the O2 cluster following
both the Hawaiian and Emperor Islands hot spot tracks and that associated with
the Cameroon Line volcanic belt bisects two regions of O3, suggesting a lasting
imprint in the oceanic lithosphere due to rejuvenation by an impinging hot spot.
The ridge cluster (O1) is very similar between SL2013sv and SEMum, with
those in the former being slightly narrower at many ridge segments. Additionally,
much of the tectonically active western USA is classified as Ol (young ocean) in
SEMum, whereas in SL2013sv, most of this region is instead classified as C1 (tec-
tonic continent), with O1 seen only in close proximity to the rifting and spreading
within the Gulf of California.

In the right hand panels of Fig. 1.9, we also include the regionalizations based
on a priori information: GTR1, RUM, and 3SMAC. Note that for 3SMAC, we
only plot the continental regions. We briefly highlight several key differences
between the regionalizations based on a priori information and on tomography.
First, in the a priori models, Australia is made up of cratons in the west and a
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Fig. 1.9 Comparison of tectonic regionalization for the multimode surface wave tomography
models SL.2013sv (Schaeffer and Lebedev 2013) and SEMum (Leki¢ and Romanowicz 2011a)
with the a priori models 3SMAC (Nataf and Ricard 1996), RUM (Gudmundsson and Sam-
bridge 1998), and GTR1 (Jordan 1981). The results for SEMum were obtained directly from the
authors. The same colours for the six k-means clusters (from Fig. 1.8) are shown in the legend.
The additional colours for 3SMAC and RUM (which have 8 and 9 cluster types, respectively)
are also indicated. Note that for the RUM model, our current classification of ‘“Phanerozoic Con-
tinents (C1)” is equivalent to the RUM “Young Continent”, “Precambrian fold belts and modi-
fied cratons (C2)” are equivalent to RUM “Old Continent”, and “Cratons (C3)” match the RUM
“Ancient Continents”. (The tectonic regionalization plotted for 3SMAC is as in the 3SMAC
model distribution, which sets all the oceans to the same type, although regionalization of oceans
based on their age is implied.)

platform type in the centre; in tomography-based regionalizations, the fast and
deep cratonic root is imaged to occupy most of central Australia, extending almost
to the coast in the west, into the Arafura and Timor Seas to the north, and much
further eastward across the continent. Second, the tomography-based region-
alizations identify relatively larger proportions of ancient oceanic (O3) clusters.
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Outside of the Pacific Ocean, a priori models identify relatively little O3 (old
ocean) lithosphere. The tomography models, in contrast, consistently identify such
lithosphere in the other oceans, including the Atlantic (off the coasts of North and
South America and Africa) and Indian (eastern Africa and west of Sumatra and
Australia) Oceans.

1.5 1D Shear-Speed Profiles of the Upper Mantle

To look at the global distribution of shear velocities from yet another perspective,
we have extracted a 1D absolute velocity profile from each of the model knots of
SL2013sv (7842 locations). All of these profiles are plotted together in each of the
panels of Fig. 1.10. The minimum/maximum velocity envelope is indicated by the
light-blue shading. The shear-speed profiles are binned, with the relative density of
profiles at each depth and each speed value indicated by colour, with blues indicat-
ing minimal and warmer colours through to black indicating increasing sampling.
Superimposed are the centroids of the clusters given by the empirical tectonic
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Fig. 1.10 Global variability in 1D shear-wave speed profiles in the crust and upper mantle. The
1D profiles beneath the 7842 model knots of the model SL2013sv, distributed on the sphere with
approximately equal spacing, are binned. The relative density of profiles at each depth and each
shear-speed value is shown by colour, with blues indicating minimal sampling and warmer col-
ours through to black indicating increasing sampling. The minimum/maximum velocity envelope
is indicated by the light-blue shading. The centre panel has the cluster centroids associated with
oceanic lithosphere plotted, whereas the right panel indicates those for clusters associated with
continental regions. These centroid profiles were generated for the depth range 30-350 km
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regionalization: the oceanic ones (O1-0O3) in the centre panel and the continental
ones (C1-C3) in the right panel. In the centre and right panels, the mantle refer-
ence model (AK135, recomputed at 50 s reference period) is also plotted, with the
dashed black line.

The strongest heterogeneity in the oceans (Fig. 1.10, middle panel) is confined
to the upper 200 km of the mantle. At 30-50 km depths, the O2 and O3 clusters
are quite similar and correspond with the most densely sampled velocities (darkest
colours). With increasing depth, these two clusters diverge, with the oldest oce-
anic type remaining the fastest down to 200 km depth. In regions associated with
ridges and backarcs (O1), the lowest velocity anomaly occurs in the depth range
80-115 km and lies at the slower (left) side of the most densely sampled region
(reds and blacks). Wave speeds within this cluster converge with those of the mid-
dle-aged oceans cluster (02) at a depth of 150 km. The cooling of oceanic upper
mantle with the age of the plate is fast at shallow depths (wave speeds beneath
the middle-aged oceans nearly reach old-oceans values in the shallow mantle) and
eventually affects the top 200 km of the mantle. Beneath 200 km depth, all three
profiles are nearly indistinguishable.

The continental profiles (C1-C3) are dominated by two distinct patterns. As
expected, stable continental interiors (C2 and C3) show mantle velocities much
faster than the reference, typical of cratonic and stable-continent environments. In
contrast, the C1 cluster associated with Phanerozoic portions of continents (recent
or active continental deformation) is characterized by an uppermost mantle slower
than the reference, down to depths of 150 km. The C3 cluster demonstrates the
typically high-velocity lithospheric root characteristic of cratonic regions; the high
velocities persist to a depth of ~250 km, before converging with the reference
velocity. In comparison, the velocity of the Precambrian fold belts and modified
cratons (C2) approaches the reference at a shallower depth of ~200 km. Although
the C3 cluster remains faster than C2 to approximately 250-275 km depth, we
consider the base of the continental lithosphere to occur closer to 200 km depth,
beneath which the relative velocity perturbation with respect to surrounding conti-
nental regions is substantially reduced.

We can also examine shear-wave velocity distribution in the shallow man-
tle (<30 km depth), which is not included in the clustering analysis (the clusters
become dominated by the strong variations in crustal structure instead of the
lithospheric mantle). In the depth range 10-30 km, the sampling has a bi-modal
distribution, with a broad slow region representative of continental crust, and a
narrower fast region indicative of the uppermost oceanic lithosphere. Since the
knots of the model grid represent roughly equal areas, the entire globe is sampled
uniformly, contrary to the observations made for the fundamental-mode group-
velocity distribution, where sampling at the shortest periods was influenced by the
distributions of sources and stations.

In Fig. 1.11, we plot histograms of shear velocity at ten different depths in the
crust, upper mantle, and transition zone; these represent cross sections through the
binned profiles of Fig. 1.10. It is clear that the strongest shear-wave speed het-
erogeneity is largely at depths less than ~300-350 km. (For this comparison, each
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Fig. 1.11 Histograms of global shear-wave speed distributions at different depths within the
Earth’s crust and upper mantle. Each histogram was computed over all 7482 horizontal shell
knots in the model SL2013sv and with the same number of bins (so that the bin width decreases
with depth)

histogram was computed with the same number of bins, so that the bin width
decreases with depth.)

The 25 km histogram shows a bi-modal distribution of velocity, already men-
tioned above, with a broad band of lower velocities centred at ~3.7 km s™! and
a second much narrower region at ~4.6 km s~ These represent the continental
crust and oceanic mantle, respectively. The centre of each histogram (highest rate
of occurrence) shifts to lower velocity from 25 to 100 km depth, before beginning
to move to higher velocities at 150 km depth. At 150 and 200 km depth, the tails
of the distributions extend to velocities up to ~350-500 m s~! higher than that at
the distribution maximum, due to the high-velocity anomalies within the deep lith-
ospheric roots of cratons; at 250 km, this high-velocity tail is nearly gone. With
increasing depths (300-500 km), the central velocity increases and the distribu-
tions look much more Gaussian, with standard deviation decreasing.

1.6 Comparison of Recent Global Models

Much of our current understanding of the large-scale heterogeneity in deep Earth
structure has come from the analysis of global tomographic models. Each model
is constructed using different data sets, data types, and methodologies. Body-wave
travel-time tomography, for example, is very effective for high-resolution imag-
ing of subduction zones, due to the high density of crossing rays given by the sta-
tions and number of events in these regions (e.g. Bijwaard et al. 1998; Karason
and van der Hilst 2001; Grand 2002; Montelli et al. 2004; Amaru 2006; Li et al.
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2008; Simmons et al. 2012). However, global body-wave tomography models tend
to lack resolution in the lithospheric mantle in regions where seismicity and sta-
tion coverage are sparse or absent.

Surface-wave models are constrained by the waves that propagate along the
Earth’s surface through the crust and upper mantle and can recover the shear-veloc-
ity structure in the lithosphere—asthenosphere depth range globally, with relatively
uniform resolution. The addition of multimode S waves (higher mode surface waves
make up S and multiple S waves) augments the fundamental-mode sensitivity to
constrain structure at depths down to the base of the transition zone (see Fig. 1.1).
Important insights into the structure of deep lithospheric roots of continental cra-
tons and the structure and evolution of oceanic lithosphere have been obtained from
models constrained with surface waves (e.g. Montagner and Tanimoto 1991; Zhang
and Tanimoto 1993; Boschi and Ekstrom 2002; Shapiro and Ritzwoller 2002; Zhou
et al. 2006; Nettles and Dziewdnski 2008; Ekstrom 2011) and surface waves com-
bined with body waves (or fundamental and higher modes, e.g. Woodhouse and
Dziewonski 1984; Li and Romanowicz 1996; Mégnin and Romanowicz 2000;
Debayle et al. 2005; Panning and Romanowicz 2006; Lebedev and van der Hilst
2008; Ferreira et al. 2010; Panning et al. 2010; Leki¢ and Romanowicz 201 1a;
Debayle and Ricard 2012; Schaeffer and Lebedev 2013). A number of surface-wave
models have also been computed with teleseismic travel times and normal mode
splitting functions incorporated into the data sets (e.g. Su et al. 1994; Masters et al.
1996; Ritsema et al. 1999; Masters et al. 2000; Gu et al. 2001; Ritsema et al. 2004;
Houser et al. 2008; Kustowski et al. 2008; Ritsema et al. 2011).

In addition to the data sensitivities and basic methodologies, properties of
each tomographic model also depend on its regularization (damping, smoothing),
chosen by its creators. A comparison of a range of different models reveals the
features that are resolved and confirmed by most. In addition, this helps estab-
lish the comparative advantages of different models. In this section, we compare
SL2013sv with eight other global tomography models: DR2012 (Debayle and
Ricard 2012), SEMum (Leki¢ and Romanowicz 2011a), S40RTS (Ritsema et al.
2011), SAW642AND Panning et al. (2010), LH2008 (Lebedev and van der Hilst
2008), S362ANI (Kustowski et al. 2008), S20RTS (Ritsema et al. 1999, 2004),
and CUB (Shapiro and Ritzwoller 2002). Each of these models is parameterized
differently and is constrained by a different data set, with different sensitivity to
upper mantle structure.

SEMum is a Voigt-average shear speed and radial anisotropy model,
Vs2 = %(ZVSZV + VSZH) (Babuska and Cara 1991) and & = VszH / VSZV, respectively,
constrained by long-period waveforms (multimode Rayleigh and Love waves
and long-period body waves) and group-velocity dispersion maps; SAW642ANb
is derived from a similar data set. The CUB model (CU_SDT1.0) is an isotropic
shear-velocity and radial anisotropy model of the crust and uppermost mantle
derived from fundamental-mode Rayleigh and Love group and phase measure-
ments. LH2008 is a predecessor of the SL2013sv model generated using the same
methodology but constrained by fewer seismograms and computed with lower tar-
get resolution. S362ANI is a Voigt-average whole-mantle isotropic shear-velocity
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model generated from surface-wave dispersion measurements, mantle and body-
wave waveforms, and body-wave traveltimes. S40RTS (and S20RTS) are isotropic
shear-velocity models of the mantle constrained by three data sets: minor and
major arc Rayleigh wave dispersion, teleseismic body-wave traveltimes, and sphe-
roidal-mode splitting functions; S40RTS is a newer model constructed with more
data. Finally, DR2012 is an upper-mantle Sy-wave model constrained by multi-
mode Rayleigh waveforms.

In Figs. 1.12, 1.13, 1.14, 1.15, 1.16, 1.17, 1.18, and 1.19, we perform a consist-
ent comparison of the models. We re-sample each to the same 0.5° latitude—longi-
tude grid and extract or compute only the Vsy component for comparison. At each
depth for each model, the mean value (computed as a weighted average using the
cell areas) is removed. Where required, the grid values are converted to per cent
variation from this mean. We first compare the root-mean-square (RMS) velocity
perturbations of each model as a function of depth and then compare map views at
different depths in the crust and upper mantle.
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1.6.1 RMS of Shear-Wave Speed Perturbations

The RMS of wave speed perturbations as a function of depth provides a simple
statistical measure of the magnitude of anomalies in each model. For each model,
a weighted RMS is computed as follows:

_\2
i A 0
J

where (x;) is the RMS at the ith depth, x;; is the model perturbation at the jth grid
cell (at depth i), wj is the area of each cell (the same at each depth), N is the num-
ber of horizontal cells (the same at each depth), and X; = > (xijwj) / > wjis the
mean value at the given depth. As the mean has already been removed (x; = 0),
the RMS reduces to:

(1.9)

In Fig. 1.12, the RMS calculated using Eq. 1.9 for each of the nine models is
plotted as a function of depth over the upper mantle and transition zone depth
range. For all models, the RMS reaches a mantle maximum at a depth of less than
150 km, most commonly between 100 and 130 km. Between 150 and 300 km
depths, the RMS drops off rapidly, to ~1 % at 300 km. Through the rest of the
upper mantle and transition zone, this gradually decreases to an average value of
~0.6 %. At the shallowest depths (i.e. ~50 km and less), SL2013sv, LH2008, and
CUB have the highest RMS, which reflects their recovery of the global crustal
structure (although not obvious, SEMum’s RMS also increases at similar shallow
depths). The other models use different methods of crustal corrections (aimed at
isolating and removing the effect of the crust and focussing on the mantle only)
and do not resolve crustal structure.

In the upper 200 km, SL2013sv shows close to the highest RMS, indicative of
greater structural heterogeneity in it compared to other models; SEMum, CUB,
DR2012, and LH2008 attain RMS values close to that of SL2013sv. At 125 km,
these five models have an average RMS of 3.4 %, whereas S40RTS, S20RTS,
and SAW642AND have an average of 2.3 %. Based on this difference, these two
groups can be separated into two classes of models: the latter is a “lower ampli-
tude” class, whereas the former represents a “higher amplitude” class. The model
S362ANI falls between these two classes, with an RMS of 2.75 %.

From the 100-150 km depths to just above the transition zone, the RMS of
the models drops by a factor of 2-3, with the bulk of this decrease taking place
between 150 and 300 km depths. The CUB model RMS becomes higher than that
of all other models in the mid-upper-mantle depth range. However, we do not
plot it to depths greater than 300 km, as its uncertainty estimates identify robust
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4 Fig. 1.13 Comparison of SL2013sv and eight other global tomographic models at a depth
of 35 km. The models are as follows: DR2012 (Debayle and Ricard 2012), SEMum (Lekié
and Romanowicz 2011a), S40RTS (Ritsema et al. 2011), SAW642ANb (Panning et al. 2010),
LH2008 (Lebedev and van der Hilst 2008), S362ANI (Kustowski et al. 2008), S20RTS (Ritsema
et al. 1999, 2004), and CUB (Shapiro and Ritzwoller 2002). The absolute velocity (Vsy) of each
model is plotted, with the colour scale saturating for velocities less than 4.1 km s~! to highlight
structure in the mantle instead of the crust. Continental regions were greyed out to focus the com-
parison on the oceanic mantle, as the continental crust was not meant to be resolved accurately in
some of these models (a 36 km cross section through SL2013sv, which does resolve anomalies in
the continental crust, relative to a 3D reference model, is plotted in Fig. 1.3). Each models’ global
minimum and maximum absolute velocity (over both continents and oceans) is indicated beneath
the maps, and the same linear colour scale is used in each

features persisting only to a depth of ~250 km (Shapiro and Ritzwoller 2002). The
RMS of the model DR2012 decreases most rapidly in this depth range and has the
smallest RMS by 225 km depth. SL2013sv, LH2008, SAW642ANb, and SEMum
maintain an overall higher RMS to a depth of 400 km.

In the transition zone, seven of the eight remaining models (excluding SEMum)
have very similar RMS values, with variations of around 15 % from the average
RMS of 0.6 %. SL2013sv has an RMS in the middle of this range through most of
the transition zone. SEMum stands out with a significantly higher RMS (on average
~1 %) between 400 and 700 km; the high amplitudes that give rise to this increased
RMS are clearly apparent in the SEMum model (Fig. 1.19 at 500 km depth).

1.6.2 Map View Comparisons

In Figs. 1.13, 1.14, 1.15, 1.16, 1.17, 1.18, and 1.19, we compare the shear-wave
speed structure in the Earth’s upper mantle as resolved by the nine recent global
tomographic models constrained using data sets that included surface-wave meas-
urements. The depths plotted are 35 km in Fig. 1.13, 50 km in Fig. 1.14, 100 km
in Fig. 1.15, 150 km in Fig. 1.16, 250 km in Fig. 1.17, 350 km in Fig. 1.18, and
500 km in Fig. 1.19. Each model is re-sampled to the same 0.5° grid, colour scales
are indicated (absolute or relative) at the lower right of each figure, and the total
range for each model is indicated in small print beneath each map. For depths
50 km and greater, the mean absolute velocity of each model is removed, with
perturbations plotted from this value in per cent. The location of the main plate
boundaries is indicated by a thin green line. A model is plotted with no colours
(DR2012 at 35 km and CUB at 350 and 500 km) when that depth is not included
in the model files.

In a few of the models, the strong crustal heterogeneity in the Earth was
accounted for through the use of “crustal corrections”, which remove the effects
of a predetermined crustal model from the measurements (see Boschi and Ekstrom
2002; Gu et al. 2003; Chevrot and Zhao 2007; Kustowski et al. 2007; Marone
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S20RTS

SAW642ANb

SL2013sv
S362ANI
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Fig. 1.19 Comparison of SL2013sv and eight other global tomographic models at a depth of 500 km depth. The models and plotting conventions are as in

Fig. 1.14
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and Romanowicz 2007; Bozddg and Trampert 2008; Lekic¢ et al. 2010, for further
information). As a result, it is not straightforward to interpret what the structure
at crustal depths within these models represent. We plot a 35 km map view for 8
of the 9 models in Fig. 1.13 (shallowest knot of DR2012 is at 40 km) but focus
on the uppermost mantle and, thus, grey-out the continents, with their Moho nor-
mally near to or below 35 km depth (we note that in many cases, the authors of
the different models would not interpret the structures at these shallow depths).
Although we do not intend to describe in detail the relative merits of the different
approaches, we do summarize those of each model for insight into the compari-
sons. For details on the treatment of the crust in each model, we refer the inter-
ested reader to each of the model papers.

In S362ANI, the Crust2 (Bassin et al. 2000) reference model is assumed as
an a priori model. In S40RTS and S20RTS, crustal corrections were performed
using Crust2 and Crust5.1 (Mooney et al. 1998), respectively. DR2012 uses a
fixed crustal structure based on 3SMAC and solves for perturbations in regions
where the Moho is shallower than 40, 50, and 70 km depth. The authors only
show tomographic maps for depths larger than 100 km in order to avoid possible
contamination by crustal structure; here, we include DR2012 at 50 km for com-
pleteness in the comparison. SAW642AND utilizes a linear correction methodol-
ogy (developed from Lekié¢ et al. 2010) to account for crustal structure, which
they demonstrate improves variance reduction compared to nonlinear correc-
tions as used in SAW642AN (Panning and Romanowicz 2006). SEMum use a
3D, smoothly varying, 60-km-thick effective elastic medium as a crustal model,
which is constrained by group-velocity dispersion data, such that the effective
crust produces the same waveforms as a thinner layered crust. The CUB model
uses a number of different inputs to constrain the crustal reference model, includ-
ing various sediment thickness models, crustal thickness models (CrustS.1 and
maps from the Russian Institute of Physics of the Earth), as well as thickness
estimates based on seismic profiles. Additionally, CUB includes crustal param-
eters in the inversion, which allows perturbations from the reference model to be
determined.

In SL2013sv and LH2008, a 3D crustal reference model based on Crust? is
used in both the waveform fitting and tomographic inversion (for more detail,
see Schaeffer and Lebedev 2013; Lebedev and van der Hilst 2008; Lebedev et al.
2005). Perturbations from this crustal model are then solved for directly. In con-
tinental regions, three depths of the model grid knots (at 7, 20, and 36 km depth)
often fall within the crust; in the oceans, this is normally limited to one knot at
7 km depth. Although CrusT2 is known to be imperfect at many locations, inclu-
sion of the crustal knots into the inversion enable perturbations relative to the 3D
reference to be determined in regions where the data require them. As a result,
in addition to preventing artefacts at depth in the mantle due to unaccounted for
or assumed crustal structure, a global crustal model is generated (beginning at a
depth of 7 km). SL2013sv clearly recovers strong perturbations from the reference
model that are required by the data; a prominent example of this is the Tibetan
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Plateau, where boundaries of a strong low-velocity anomaly in the model follow
closely the boundaries of the plateau at the surface (this is illustrated in Fig. 1.3).

To facilitate easier comparison of the shallowest structure in the different mod-
els (Fig. 1.13), we plot the absolute velocity variations in each of the models.
However, to reduce the effect of the strongly varying crustal structure (and correc-
tion terms), the colour scale saturates to white for velocities less than 4.1 km s_l,
which emphasizes the mantle structure within each model (essentially the oceanic
regions), and the continents have been coloured grey.

The degree of heterogeneity as observed in each of the nine models varies sub-
stantially at depths of 35 and 50 km depth (Figs. 1.13 and 1.14). The dominant
features common between all models are the low-velocity anomalies associated
with the spreading ridges, back arcs, and regions of continental deformation (at
50 km), as well as relatively high velocities in the uppermost oceanic lithosphere.
SL2013sv recovers these features at a finer resolution. For instance, at both 35
and 50 km depth, the central low-velocity anomalies associated with the MORs
are very tightly confined to the region around the ridge axis, for most of the ridge
segments globally. Although this signature of MORs is observed in all models to
varying degrees, the highest amplitude anomalies are not as continuous and extend
much greater distances away from the spreading centre. Similarly, the very low-
velocity anomaly associated with the partially molten Tibetan crust is observed
in SEMum, CUB, SL2013sv, DR2012, and LH2008. However, the low-velocity
anomaly in SL2013sv has a closer correlation with the regional tectonic bounda-
ries. The northern boundary corresponds with the surface expression of the Altyn
Tagh Fault; to the west, low velocities are also present in the Hindu Kush and
Pamir Mountains; in the east, the low-velocity anomaly extends south-east around
the eastern Himalayan syntaxis.

At a depth of 100 km (Fig. 1.15), the signature of the spreading centres is still
one of the dominant features in all the models, although there remain variations
in the width and resolution of the central anomaly underlying the ridge centre. At
150 km depth (Fig. 1.16), the strongest anomaly of the ridge is gone in all the
models. Instead, most of the oceans now show a relatively uniform, low-velocity
asthenosphere. Smaller-scale heterogeneities in the Pacific, Atlantic, and Indian
Oceans remain in SEMum, CUB, SL2013sv, DR2012, and LH2008. A strong low-
velocity anomaly remains beneath Iceland in SL2013sv, as well as in LH2008,
CUB, and SEMum. In SL2013sv, the strong, well-defined anomaly here is seen
down to 250-270 km depth (Figs. 1.4 and 1.17).

The 100-150 km map views are dominated by the strong positive anomalies
associated with the stable lithospheric roots of cratons, which can be seen in each
of the models beneath each of the continents. At shorter wavelengths (<500—
1000 km), there are significant differences between the different models. Those
identified as “low-amplitude” models in this depth range (S40RTS, S20RTS,
SAW642AND, and S362ANI) resolve the cratons, particularly in the northern
hemisphere. However, little short wavelength structure either within the cra-
tons or along their boundaries is resolved. The “higher amplitude” class of mod-
els captures stronger heterogeneity, both within and along the craton boundaries.
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SL2013sv captures the greatest detail of these strong structural boundaries: the
cratons in South America (which are also clear in the tectonic regionalization),
the cratonic blocks in southern Africa, the clear signature of the Indian litho-
sphere underthrusting beneath the Himalaya and western Tibet, and the very nar-
row high-velocity subducting oceanic lithosphere along the trenches around much
of the western Pacific. In addition, we highlight finer scale structural heteroge-
neity resolved along the western boundary of the North American craton, which
improves upon past continental-scale models (Frederiksen et al. 2001; van der Lee
and Frederiksen 2005; Nettles and Dziewdnski 2008; Bedle and van der Lee 2009)
and correlates well with the results of regional-scale high-resolution imaging
studies using the USArray (e.g. Sigloch 2011; Tian et al. 2011; Shen et al. 2013;
Obrebski et al. 2011; Burdick et al. 2012).

At depths near the base of the continental lithospheric mantle, the strength of
heterogeneity is beginning to decrease, as is indicated by the RMS of the shear-
wave velocity distribution (Fig. 1.12). At 250 km depth in SL2013sv, LH2008,
S40RTS, S20RTS, S362ANI, and DR2012, most anomalies associated with the
deep cratonic lithospheric roots have disappeared; what remains is only slightly
elevated velocities beneath the continents and larger slightly negative velocity
anomalies beneath the oceans. Alternatively, SEMum, CUB, and SAW642ANb
show strong fast anomalies persisting to greater depths beneath most continents.
These disappear by 350 km in SAW642ANDb and, mostly, in SEMum (although
an anomaly remains beneath the western African craton). In this depth range, sub-
ducting oceanic lithosphere is seen clearly, particularly around the margin of the
western Pacific. Broad high-velocity anomalies can be seen in this region in all the
models, although they are more focused in SL2013sv and LH2008. In SL2013sv,
the highest velocity anomalies correlate well with the superimposed plate bounda-
ries, especially along the Izu-Bonin and Marianas, and south along Sumatra.

The low velocities associated with the East African Rift (and nearby Afar and
Red Sea) are consistent between most of the different models. At depths down
to 150 km, SL2013sv, LH2008, DR2012, CUB, and SEMum all display a rela-
tively strong, linear negative anomaly underlying the Red Sea; S40RTS, S362ANI,
SAW642AND, and S20RTS also show a negative anomaly, although it is some-
what more circular to oblate. At greater depths down 250-350 km, the low-veloc-
ity anomaly stretches from afar southwards along the East African Rift. It is most
clear in SL2013sv and SEMum, although still present in the other models, with
much lower amplitude.

In the transition zone, the length-scale of heterogeneity imaged increases.
At 500 km depth (Fig. 1.19), high-velocity anomalies are imaged in the west-
ern Pacific, related to the subduction of the Pacific oceanic lithosphere. There
are large differences in the amplitude of the anomalies observed in each of the
models and the location of slab anomalies, even at the longer wavelengths (i.e.
>3000 km). The inclusion of many S and multiple S body waves in SL2013sv has
enabled improved resolution of high-velocity slabs in the upper mantle, from lith-
ospheric depths through to the transition zone (Schaeffer and Lebedev 2013). We
can see the effect of this increase by comparing LH2008 and SL.2013sv, which are
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generated using the same methodology; however, SL2013sv uses an order of mag-
nitude more seismograms and applies less smoothing at transition zone depths.

1.7 Conclusions

Variations in seismic wave velocities provide insight into heterogeneity in the
composition and physical state of the rocks within the Earth. The seismic-veloc-
ity heterogeneity can be observed in a number of different ways, each offering a
complementary perspective on the bulk properties, structure, and dynamics of the
Earth.

Our large new data set of global measurements of phase and group velocities
permits construction of the dispersion diagram of surface waves on the Earth,
spanning a broad period range from ~10 to >400 s. In the Rayleigh-wave diagram
presented in this paper, 12 higher modes (overtones) are clearly mapped, in addi-
tion to the fundamental mode. The greatest variability is observed at shorter peri-
ods for the fundamental mode (7" < 30 s for phase velocities; T < 40 s for group
velocities), reflecting the higher heterogeneity in the crust-uppermost mantle
depth range compared to that in deeper upper mantle.

Global tomographic models constrained with data sets including surface
waves have shown agreement at long wavelengths (thousands of kilometres)
since 1990s (e.g. Becker and Boschi 2002). Today, a number of recent models
show close agreement in the upper 200 km of the mantle at much shorter scale
lengths (several hundreds of kilometres). The agreement includes the large ampli-
tudes of shear-speed variations (over £10 %) in the lithosphere—asthenosphere
depth range. In the deep upper mantle and transition zone, greater disagreements
between different available models still remain.

The model SL2013sv (Schaeffer and Lebedev 2013), constrained by an unprec-
edentedly large data set of multimode waveform fits, displays increased resolution
compared to other existing models for many upper-mantle and crustal features
across the globe. For many cratons, the boundaries of their high-velocity litho-
spheres at mantle depths are seen closely following their boundaries at the surface.
Important exceptions include low velocities beneath cratons whose lithosphere
was modified (e.g. NE China, Wyoming) and very high velocities in cratonic man-
tle—lithosphere recently underthrust beneath thick orogenic crust (Tibet, Zagros)
(e.g. Agius and Lebedev, manuscript in revision, 2013). The model also resolves in
detail the structure of the mid-ocean ridges, with the partial-melting induced low-
velocity anomalies being very narrow in the uppermost mantle beneath the ridge
axis and broadening with depth down to 100—120 km. Sharp shear-speed contrasts
at crustal and mantle-lithosphere depths closely match tectonic boundaries at the
surface in regions undergoing active deformation, such as Tibet and surroundings
or western North America. The model thus captures regional-scale heterogeneity
globally, within both the upper mantle and the crust.
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Regionalization of SL2013sv by means of clustering (Leki¢ and Romanowicz
2011b) offers another perspective on upper-mantle heterogeneity. Sorting all loca-
tions around the globe into six clusters according to the shear-wave speed profiles
at 30-350 km depths beneath them, with no a priori information, we obtain an
accurate tectonic regionalization of the entire Earth. Oceanic locations fall into
three clusters distinguished by the lithospheres maturity: youngest oceans, ridges
and backarcs (hot or wet mantle with partial melt likely at many places; very low
Vs), ancient oceanic basins (cold, high-velocity lithospheres), and intermediate-
aged oceans, including portions of old oceanic lithosphere that were “rejuvenated”
when passing over hot spots. The continents also split into three clusters: cratons
(cold, deep, high-velocity lithospheric roots), intermediate continents, including
Precambrian fold belts or cratons modified in the Proterozoic, and Phanerozoic
continents (the latter containing almost all recent continental volcanism).

A global stack of 1D shear-speed profiles through the crust and upper man-
tle shows a monotonic decrease in the amplitude of wave speed variations with
depth. This is mirrored by a decrease in RMS variations—from large in the top
150-200 km to much smaller below 250 km—seen in all the tomographic models
compared.

The “depth of tectonics”—depths down to which differences between shear-
wave speed profiles under oceanic and continental lithospheres of different ages
persist (Jordan and Paulson 2013)—can be estimated from the type-average pro-
files given by the cluster analysis of the global shear-wave speed heterogeneity
(Fig. 1.8). Young oceans display the lowest velocities among oceanic regions in
the uppermost mantle. The intermediate-age-ocean average profile does not dif-
fer substantially from the young ocean one at depths of 150 km and greater but
is similar to the old ocean profile in the upper 50 km of the mantle. The oldest
oceans show higher shear-wave speeds than young and intermediate ones down
to ~200 km depth. Phanerozoic and intermediate-age continents’ profiles con-
verge with each other and with the oceanic profiles at 200-250 km depth. The
oldest continents (cratons) stand out to the greatest depth, with shear-wave speeds
beneath them higher than beneath all other regions, on average, down to 250-
280 km depths.
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Chapter 2

Origin of Lateral Heterogeneities in the
Upper Mantle Beneath South-east Australia
from Seismic Tomography

N. Rawlinson, B.L.N. Kennett, M. Salmon and R.A. Glen

Abstract We use teleseismic body wave tomography to reveal anomalous P wave
velocity variations in the upper mantle beneath south-east Australia. Data are
sourced from the WOMBAT transportable seismic array, the largest of its kind in
the southern hemisphere, which enables horizontal resolution of approximately
50 km to be achieved over a large region that includes Victoria, New South Wales
and southern South Australia. In order to account for long-wavelength structure
that is lost due to the use of multiple teleseismic datasets from adjacent arrays
with non-overlapping recording periods, the AuSREM mantle model is included as
prior information in the inversion. Furthermore, AuSREM crust and Moho struc-
ture is explicitly included in the initial model in order to account for the presence
of shallow heterogeneity which is poorly constrained by the teleseismic dataset.
The P wave velocity model obtained from the joint inversion of WOMBAT tel-
eseismic data represents a vast new resource on the seismic structure of the upper
mantle beneath south-east Australia. One of the most striking features of the
model is the presence of a north-dipping low-velocity anomaly beneath the Newer
Volcanics province, a Quaternary intraplate basaltic province in western Victoria.
The anomaly appears to terminate at approximately 200 km depth and has a
structure that is more suggestive of a source confined to the upper mantle rather
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than a deeply rooted mantle plume. Other features that can be observed include a
high-velocity anomaly beneath the Curnamona province and a high-velocity sali-
ent beneath the New England Orogen. Of particular interest is an extensive high-
velocity anomaly beneath the Lachlan Orogen, which coincides almost exactly
with the surface expression of the Hay—Booligal Zone in the south, and extends
northwards beneath the Macquarie Arc. The higher velocities beneath the Hay—
Booligal Zone are consistent with the idea that it may be floored by a fragment of
Proterozoic continental lithosphere that was once part of the east Gondwana mar-
gin, while the higher velocities beneath the Macquarie Arc may be related to its
origin as an intra-oceanic arc.

Keywords Australia + Continental lithosphere * Seismic tomography * Accretionary
orogen *+ Gondwana

2.1 Introduction

The seismic structure of the upper mantle beneath Australia has been progressively
revealed over the last half century using a variety of passive and active source
techniques. Some of the earliest measurements of mantle velocities come from
recordings of nuclear tests undertaken by the British Atomic Weapons Research
Establishment in South Australia (Doyle 1957; Bolt et al. 1958). As a result of the
foresight of Sir Edward Bullard and Prof. John Jaeger, seven seismometers were
placed along a transect that followed the Trans-Australian railway westwards away
from the test site at Maralinga out to an angular distance of nearly 11° towards
Perth. This allowed refraction and wide-angle reflection phases generated by the
nuclear explosions to be recorded and analysed. Doyle (1957) used simple refrac-
tion analysis that assumed lateral homogeneity to estimate Pg (6.12 km/s), Sg
(3.56 km/s), Pn (8.23 km/s), Sn (4.75 km/s) and Moho depth (35-40 km) beneath
cratonic central and Western Australia.

In the mid-1960s, active sources were again used to interrogate crust and upper
mantle structure when obsolescent depth charges were exploded on the sea floor
beneath Bass Strait as part of BUMP (Bass Strait Upper Mantle Project). Using
recording stations in Tasmania and mainland Australia, Underwood (1969) and
Johnson (1973) exploited the move-out characteristics of refraction and wide-
angle reflection phases to show that the Moho varied in depth from 37 km beneath
the Snowy Mountains in New South Wales, to 25 km beneath Bass Strait and to
30-35 km beneath Tasmania, with an average Pn velocity of 7.8 km/s. Despite the
use of relatively low fidelity equipment (by modern standards), analogue records
and simple methods of analysis that relied on several major assumptions (e.g. con-
stant velocity crust), these early measurements are at a very broad scale consistent
with more recent results; in particular that the P wave velocity of the upper mantle
beneath south-east Australia is markedly lower than that of cratonic central and
Western Australia (Kennett and Salmon 2012).
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Following the early work described above, active source seismology began to
be used more widely, although largely with a view to constraining crustal struc-
ture. However, measurements of mantle velocities were still made if the sources
were large enough (e.g. Finlayson et al. 1974). Over time the use of explosive
sources was gradually replaced with vibroseis and marine airguns. Although still
capable of penetration into the upper mantle, most studies confined analysis of the
mantle to measurement of Pn and in some cases vertical P wave velocity gradient
(Finlayson et al. 1980, 1984, 1998; Rawlinson et al. 2001). As such, it is probably
fair to say that most of our current knowledge of upper mantle seismic structure
beneath south-east Australia has come from passive seismic imaging. Early stud-
ies tended to use surface wave recordings and measure basic properties such as
path average group and phase velocities over a number of frequency bands (e.g.
De Jersey 1946; Bolt and Niazi 1964). More complete dispersion analysis and
inversion for 1-D shear-wave models soon followed (Thomas 1969). The advent
of digital seismographs and more powerful computing facilities allowed increas-
ingly sophisticated models of the upper mantle beneath Australia to be con-
structed (Lambeck and Penny 1984; Bowman and Kennett 1990, 1993; Kennett
and Bowman 1990), although it was not until the continent-wide SKIPPY project
(van der Hilst et al. 1994) that a coherent picture of the Australian mantle began to
emerge.

SKIPPY was a transportable array project that can be regarded as the pro-
genitor of both USArray and WOMBAT. It used a moveable array of broadband
seismometers to gradually achieve continent-wide coverage of Australia with a
station spacing of approximately 400 km, sufficient to record the large number of
surface wave paths from regional events required for 3-D surface wave tomogra-
phy. The SKIPPY dataset, plus data collected by subsequent more targeted arrays
placed in regions of particular geological interest, has formed the basis for many
surface wave studies of the Australian region over the last two decades (Zielhuis
and van der Hilst 1996; Debayle 1999; Simons et al. 1999, 2002; Debayle and
Kennett 2000; Yoshizawa and Kennett 2004; Fishwick et al. 2005, 2008; Fishwick
and Rawlinson 2012). These results have proven instrumental in gaining a first-
order understanding of the heterogeneous mantle structure beneath the Australian
continent, with one of the principal outcomes being the ability to discriminate
between older Precambrian shield regions of Australia and younger Phanerozoic
terranes (Kennett et al. 2004), much of which are masked by younger sediments.
Continent-wide body wave studies of the Australian mantle have also been car-
ried out using the same dataset and include velocity tomography (Kennett 2003;
Kennett et al. 2004), attenuation tomography (Kennett and Abdullah 2011),
receiver functions (Clitheroe et al. 2000; Reading and Kennett 2003) and shear
wave splitting (Heintz and Kennett 2005).

The goal of this paper is to illuminate the upper mantle beneath south-east
Australia using teleseismic data from the WOMBAT transportable array and
attempt to explain the origins of the lateral heterogeneitiesthat are observed. To
date, WOMBAT has involved 15 contiguous array deployments over the last
15 years and has achieved cumulative coverage of most of Tasmania, Victoria,



50 N. Rawlinson et al.

New South Wales and southern South Australia with approximately 650 sites
and interstation spacings varying from 15 km in Tasmania to 50 km on mainland
Australia. Compared to the continent-wide broadband experiments discussed
above, WOMBAT passive seismic data have the potential to resolve much finer-
scale variations in mantle structure, as has been demonstrated over the last decade
by a number of teleseismic body wave studies (Graeber et al. 2002; Rawlinson
et al. 2006a, b, 2010b, 2011; Rawlinson and Urvoy 2006; Clifford et al. 2008;
Rawlinson and Kennett 2008; Rawlinson and Fishwick 2012; Fishwick and
Rawlinson 2012). The current study differs from those that precede it by using a
much larger dataset that includes recent arrays from northern New South Wales
and southern South Australia, and explicitly accounting for near surface unre-
solved crust and Moho structure via inclusion of the recently released AuSREM
(Australian Seismological Reference Earth Model) model.

2.1.1 Tectonic Setting

The WOMBAT array overlies the southern half of the Tasmanides, a complex
series of Palaeozoic—early Mesozoic orogens that formed along the east-
ern margin of Gondwana during the retreat of the Pacific plate and encroaches
onto the eastern edge of cratonic central and Western Australia (Figs. 2.1 and
2.3). The current state of knowledge on how this region of the Australian plate
evolved is well described by a number of recent papers (e.g. Foster et al. 2009;
Glen et al. 2009, 2012; Cayley 2011; Gibson et al. 2011; Glen 2013), so the brief
overview given here will only focus on aspects that are particularly relevant to
this study.

One view of the Tasmanides is that it progressively formed along a monotoni-
cally eastward rolling Pacific plate, which is consistent with its largely south-
west—north-east younging direction (Foster and Gray 2000; Spaggiari et al.
2003, 2004; Foster et al. 2009). However, others have argued for alternative sce-
narios which involve significant continental transform faults (Glen et al. 1992;
VandenBerg 1999) and the presence of sizable fragments of Precambrian con-
tinental crust (Cayley et al. 2002, Cayley 2011; Glen et al. 2012), relics of the
break-up of the supercontinent Rodinia. In a recent paper, Glen (2013) argues that
the palaeo-Pacific plate was segmented, with major transform faults propagating
into the Tasmanides and leading to the formation of supra-subduction zone sys-
tems, which are bounded to the north and south by these faults. The differential
rollback implied by this model explains why Palaeozoic orogenesis in the south
(eastern South Australia, Victoria and New South Wales) occurred over a plate
margin-perpendicular distance of over 1500 km, compared to only a few hun-
dred km in the north. The transform faults which segment the palaeco-Pacific plate
may manifest as E-W trending accommodation zones, one candidate being the
curvilinear east—west trending structures at the southern margin of the Thomson
Orogen.
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Fig. 2.1 The crustal elements of south-east Australia, as inferred from potential field data (based on
data contained in Shaw et al. 1996). RGP relict geophysical pattern; SCE standard crustal element;
HME highly magnetic element; GOZ geophysically overprinted zone; CCE covered crustal element;
MGR subelement with muted geophysical response (see Shaw et al. 1996 for more details). NVP
Newer Volcanics province. Thick green line denotes approximate surface expression of NVP
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Precambriancontinental fragments within the Tasmanides have proven difficult
to identify and delineate, partly due to the extensive Mesozoic and Cenozoic sedi-
mentary cover sequences that mask large regions of the Tasmanides. However, if
present, one may expect them to have a distinctive seismic signature in the upper
mantle provided that the subcrustal component of the lithosphere has not been
delaminated post-emplacement. Previous seismic studies of the Australian plate
(e.g. Zielhuis and van der Hilst 1996; Debayle and Kennett 2000; Fishwick et al.
2005; Fishwick and Rawlinson 2012) show that older, colder and depleted upper
mantle beneath cratonic central and Western Australia is distinctly faster than
the younger lithospheric mantle of Phanerozoic provenance. One candidate for a
Precambrian continental fragment is the so-called Selwyn Block, which is inferred
to lie underneath central Victoria, and is postulated to be an exotic Proterozoic
microcontinental block—overlain by Cambrian greenstones—that collided with
east Gondwana in the Late Cambrian (Cayley et al. 2002; Cayley 2011), possibly
terminating the Delamerian Orogeny, the oldest orogenic belt in the Tasmanides.
Based on evidence from magnetic and seismic reflection data, the Selwyn Block is
thought to extend southwards beneath Bass Strait, where it forms the Proterozoic
core of western Tasmania. The relative lack of Precambrian outcrop in the main-
land Tasmanides has led researchers to explore various allochthonous models for
the existence of a Proterozoic Tasmania, of which the Selwyn Block is but one.
For example, Li et al. (1997) suggest that west Tasmania may be a by-product of
Rhodianian break-up, while Calvert and Walter (2000) propose that King Island,
and probably west Tasmania, rifted away shortly after 600 Ma. Other research-
ers to develop scenarios in which Tasmania existed as a separate continental
block outboard of the Gondwana margin before becoming re-attached in the early
Palaeozoic include Foster et al. (2005), Berry et al. (2008).

Another candidate Precambrian continental fragment is the core of the southern
New England Orogen (Glen 2005, 2013), which lies inland of the eastern seaboard
of northern New South Wales (Fig. 2.1). Although there is no outcrop, evidence
drawn from active and passive seismic imaging (Finlayson 1993; Fishwick et al.
2008, geochemical data (Powell and O’Reilly 2007) and geochronology (Shaw et al.
2011) are suggestive of the presence of Proterozoic lower crust and lithospheric
mantle, possibly within the framework of an emplaced microcontinental block.
Largely on the basis of potential field data, Hallet et al. (2005) infer the presence
of the so-called Hay—Booligal Block beneath the Murray Basin in southern New
South Wales, which others have inferred to be a possible rifted fragment from the
Curnamona province to the west (Glen 2013). Although somewhat speculative,
the oroclinal wrapping of Ordovician to Cambrian strata around this region distin-
guishes it from other parts of the Lachlan Orogen. Another possible Precambrian
continental fragment was recently identified by Glen et al. (2013) beneath the south-
ern margin of the Thomson Orogen, which is heavily masked by sediments. On the
basis of deep seismic reflection data, supported by potential field data and inferences
from zircon measurements, they infer that a sliver of continent became stranded dur-
ing the Neoproterozoic rifting of Rodinia and now sits juxtaposed against Palacozoic
oceanic crust to the north (Thomson Orogen) and to the south (Lachlan Orogen).
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Despite many attempts, the boundary between the Australian craton and the
Tasmanides—often referred to as the Tasman Line—has proven difficult to iden-
tify (Hill 1951; Scheibner 1974; Wellman 1976; Shaw et al. 1996; Scheibner and
Veevers 2000; Li 2001), partly due to the presence of younger cover sequences
which mask the Palaeozoic and Precambrian basement, and partly due to dif-
ferences in definition (Direen and Crawford 2003). For instance, is the onset of
the Tasmanides defined by the earliest Palaecozoic basin systems, the western-
most limit of deformation associated with Palaeozoic fold belts, or the onset of
Palaeozoic oceanic substrate? Direen and Crawford (2003) discuss many attempts
at defining a Tasman Line, and come to the conclusion that the various geophysi-
cal signatures present cannot be explained by the presence of a simple boundary
and that attempts to define a Tasman Line should be abandoned. Passive seis-
mic data have played a role in helping to understand the transition from cratonic
Australia to the Tasmanides; for example, Kennett et al. (2004) carry out a synthe-
sis of surface wave and body wave tomography and find a strong wavespeed con-
trast in the mantle beneath eastern and central Australia, which can be interpreted
as a change from Precambrian cratonic to Palaeozoic lithosphere. However, they
also found that the transition from one region to the other varied in complexity
across strike and showed that the various interpretations of the Tasman Line coin-
cide with different aspects of the mantle structures that are present.

The region under consideration in this study (see Figs. 2.1 and 2.3) crosses
from the Tasmanides in the east into cratonic central Australia. In Fig. 2.1, the
Delamerian Orogen represents the western most orogen of the Tasmanides and
incorporates the Adelaide fold belt, Curnamona province and Kanmantoo fold
belt. The Adelaide fold belt was formed by inversion of the Neoproterozoic—
Cambrian Adelaide Rift Complex (Glen 2005; Foden et al. 1999, 2006), while the
Curnamona province was thought to have been originally connected to the Gawler
Craton prior to the Neoproterozoic (Belousova et al. 2006; Hand et al. 2008;
Wade et al. 2012). Although originally regarded as cratonic (Thomson 1970),
the Curnamona province underwent Middle-to-Late Cambrian deformation and
metamorphism associated with the Delamerian Orogeny (e.g. Conor and Preiss
2008). The Kanmantoo fold belt developed from the inversion of the deep water
Kanmantoo Trough (Glen 2005). The basement to the Delamerian Orogen appears
to comprise reworked Precambrian continental rocks (Direen and Crawford 2003),
although a transition to Palaeozoic oceanic crust beneath the south-east region
of the orogen has been inferred (Glen 2013). Previous teleseismic studies of the
region (e.g. Graeber et al. 2002; Rawlinson and Fishwick 2012) indicate that the
lithospheric mantle beneath the Delamerian Orogen is characterized by higher
velocities than that beneath the Lachlan Orogen, which is thought to be largely
floored by Oceanic crust (Foster et al. 2009; Glen 2013).

Although the orogenic cycles that gave rise to the Tasmanides were largely
complete by 227 Ma (Glen 2005), several subsequent tectonic events have signif-
icantly affected the nature of the mantle beneath south-east Australia. The main
change was the termination of subduction off the eastern margin of Australia at
about 100 Ma (Glen 2013) followed by the break-up of Australia and Antarctica,
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and the opening of the Tasman Sea around 80-90 Ma (Gaina et al. 1998), which
resulted in significant lithospheric thinning towards the passive margins and the
formation of the Bass Basin as a result of failed intracratonic rifting (Gunn et al.
1997). The Southern Highlands, which are located in eastern New South Wales
and Victoria and have a maximum elevation of over 2 km, may have formed as
a result of the rifting process, although the exact timing and uplift mechanism
remain a subject of debate. For example, if the eastern Australian passive mar-
gin formed as a result of asymmetric rifting, uplift beneath the upper plate mar-
gin is expected due to delamination of the mantle lithosphere (Lister et al. 1986,
1991; Lister and Etheridge 1989). However, others have argued that the Southern
Highlands are the remnants of an older Palaeozoic Orogen (Lambeck and
Stephenson 1986; van der Beek et al. 1999).

The widespread coverage of Cenozoic volcanism along the eastern seaboard
of the Australian continent (Johnson 1989) has undoubtedly had an impact on the
composition and thermal structure of the upper mantle in this region. The cause
of this volcanism is often attributed to the so-called East Australia Plume System
(Wellman 1983; Sutherland 1983), the origin of which lies offshore, but has been
linked to 65 Ma rifting of the Coral Sea (Sutherland 1983). It was most active after
35 Ma and gets progressively younger further south in a manner that is consist-
ent with the northward movement of the Australian continent over stationary hot
spots. However, a consensus on the mechanism of formation has yet to be reached,
with alternatives including mantle upwelling associated with slab detachment and
temporal variations in crustal stresses coupled with underlying mantle convection
(see Sutherland et al. 2012, for an overview).

The most recent example of Cenozoic volcanism in Australia occurs in west-
ern Victoria and south-east South Australia, where the Newer Volcanics province
(NVP) contains evidence of eruptive activity that is less than 5 ka (Johnson 1989).
Compared to the Cenozoic volcanic chains that populate the eastern seaboard of
Australia, the NVP is unique in that it has not migrated over time. Moreover, it
appears that the NVP is the latest phase of an eruption cycle that has operated inter-
mittently since the early Eocene when fast northern motion of the Australian conti-
nent commenced (Demidjuk et al. 2007). Coupled with modest surface topographic
response (~100 m) and a relatively low eruption volume (~20,000 km?) researchers
have begun to suspect that the source of the NVP does not fit the mould of a tra-
ditional mantle plume model, but instead may be a phenomenon localized to the
upper mantle (Demidjuk et al. 2007; Rawlinson and Fishwick 2012).

2.1.2 AuSREM Model

The AuSREM represents a synthesis of structural information on the Australian
lithosphere that has been derived from various active and passive source seis-
mic imaging experiments over the last few decades (Kennett and Salmon 2012;
Kennett et al. 2013, Salmon et al. 2012). AuSREM defines seismic structure on a
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0.5° grid in both latitude and longitude, with depth variations determined by major
boundaries such as the Moho and sediment-basement interface, and information
obtained from smooth tomographic models. P and S wavespeed as well as density
is defined in the crust, mantle lithosphere and sublithospheric mantle to a depth
of 350 km. Laterally, the crustal model spans 110°E to 160°E, and 10°S to 45°S
and is built from observations that have a five-layer representation which include
sediments, basement, upper crust, middle crust and lower crust. However, the
AuSREM crust is not explicitly layered and is defined by a regular grid of points
with a depth discretization of 5 km. In the mantle, the grid is defined at 25-km
intervals in depth and spans a geographic region from 105°E to 180°E, and 0°S to
50°S. Beyond this region and at depths greater than 350 km, AuSREM is linked to
S40RTS (Ritsema et al. 2011), which is constructed from a large global dataset of
surface, normal mode and body wave observations.

Seismic data exploited by AuSREM come from a wide variety of Australian-
centric sources and include over 12,000 km of deep crustal reflection profiles,
a number of major refraction experiments that used explosive sources between
the 1960s and 1980s and a large number of passive portable seismic deployments
that have sampled various parts of the continent since the early 1990s. The active
source experiments have largely constrained the crustal architecture of the continent
and have allowed major boundaries such as the Moho to be delineated. A degree
of control over crustal properties is also possible, particularly from the refraction
data, although in general P wave velocity is much better constrained than S wave
velocity. A wide variety of techniques have been applied to the passive source data,
which has provided valuable constraints on both crustal and mantle structure. One
of the main sources of information comes from distant earthquake sources that sur-
round the Australian plate, particularly from the north and east. The frequency of
these earthquakes has allowed detailed images of mantle P wave and S wave veloc-
ity to be built up from sequences of portable deployments using both surface wave
and body wave tomography. In the upper mantle, the primary source of informa-
tion comes from surface wave tomography, although this is supplemented by body
wave traveltime tomography which provides important constraints on the relation-
ship between P and S wavespeeds. Receiver function studies, which provide impor-
tant information on crustal and upper mantle discontinuities, have also been used.
Ambient noise tomography, which exploits relatively high-frequency surface waves
generated by oceanic and atmospheric disturbances, provides valuable constraints on
crustal shear wave velocity variations,and is an important complement to the active
source studies. A more detailed description of the data sources and how they are
combined to form the AuSREM model can be found in Kennett and Salmon (2012).

Figure 2.2 illustrates the lateral heterogeneity that is inherent to the AuSREM
model at crustal and mantle depths within the confines of the study area. The
geometry of the Moho is also shown. Within the mantle, the first-order variation
in P wavespeed is a gradual decrease from the NW to the SE, which reflects a
transition from Precambrian cratonic Australia, to the younger fold belts of
the Tasmanides, and then the thinned and possibly hotter and more enriched
lithosphere beneath the eastern seaboard. Although the horizontal sampling of
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Fig. 2.2 P wave velocity variations (relative to laterally averaged 1-D model) and Moho geom-
etry of the AuSREM model in the study region. Note that the depth scale refers only to the Moho
depth variations displayed in plan view in the fop right; all other horizontal and vertical slices
display P wave velocity perturbations (dVp). The velocity scale saturates at 0.4 km/s in order
to properly visualize mantle variations; consequently, the full detail of crustal variations, particu-
larly in cross-sectional view, is not represented in its entirety. Lateral discontinuities in velocity
in the 20-km-depth slice are due to the undulating Moho, which becomes shallower than 20 km
in several regions

AuSREM in this region is 0.5° in latitude and longitude, the maximum resolu-
tion in the mantle is of the order of 200-250 km, a limit inherited from the body
and surface wave datasets used to constrain seismic structure at these depths. The
Moho varies in depth from about 10 to 55 km, although it is almost entirely below
25 km depth inboard of the coastline. Nonetheless, variations in Moho depth
beneath WOMBAT are sufficient to make sizable contributions to measured rela-
tive arrival time residuals, which should be accounted for in the inversion for 3-D
velocity structure. The Moho is deepest beneath the Southern Highlands, which
lie inboard of the east coast, and reflects the presence of a crustal root beneath up
to 2 km of elevation. The shallow regions of the Moho lie offshore and are associ-
ated with the continental margin and the transition to oceanic lithosphere. The pre-
dominant strike of long-wavelength structures at 20 km depth (Fig. 2.2, top left) is
N-S, which is largely consistent with the crustal elements plot shown in Fig. 2.1.
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2.2 Data and Method

Data for this study are taken from the mainland stations of the WOMBAT trans-
portable seismic array (Fig. 2.3), which has been in continuous operation in south-
east Australia since 1998. To date, over 650 sites have been occupied during the
course of 15 deployments, with individual arrays varying in size between 20 and
72 stations. Recording durations have also varied, with earlier arrays (e.g. LF98)
operational for 4-5 months, while more recent deployments (e.g. EAL3) have run
for more than 12 months. Prior to 2006, all seismometers used by WOMBAT were
vertical component L4C sensors with a natural frequency of 1 Hz. Subsequent
deployments have exclusively used 3-component Lennartz LE3Dlites which also
have a natural frequency of 1 Hz. The use of short-period sensors has meant that
the longer period component of teleseismic body waves and the bulk of surface
wave energy from regional earthquakes, are not detected. However, teleseismic P
phases such as direct P, PcP, ScP, PKiKP, PP, etc., are relatively ubiquitous in the
long-term records, which makes them ideal for constraining relative variations in P
wave velocity in the lithosphere beneath WOMBAT.

Figure 2.4 plots the locations of all 2985 teleseismic sources used in this study.
Although earthquakes completely encircle WOMBAT, the azimuthal distribu-
tion varies quite considerably, with large concentrations lying to the north and
east of Australia. In order to reduce the influence of uneven source distribution,
we bin the data using the approach described in Rawlinson et al. (2011), which
reduces the effective number of sources to 1115. The adaptive stacking method of
Rawlinson and Kennett (2004) is used to measure relative arrival time residuals on
a source by source basis. For a particular phase, the ak135 global reference model

LF98 (1998)

MB99 (1999)

AF00 (2000)

SEAL (2004-2005)
EVA (2005-2006)
SEAL2 (2007)

SEALS (2007-2008)
AUSCOPE-GW (2008)
AUSCOPE-CU (2009)
EAL1 (2009-2010)

@ EAL2 (2010-2011)
EAL3 (2011-2012)

Fig. 2.3 Coverage of the WOMBAT transportable seismic array experiment in south-east main-
land Australia
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Fig. 2.4 Distribution of seismic sources used to constrain the 3-D P wave model. Concentric
dashed circles are plotted at 30° intervals from the centre of WOMBAT

of Kennett et al. (1995) is used to remove the effect of trace move-out, which
results in a preliminary alignment of the arriving wave trains at each station in the
array. The remaining differences represent the arrival time residuals, which largely
reflect the presence of lateral variations in structure beneath the array. Following
preliminary alignment, all traces are linearly stacked, which produces a reference
trace. Each trace is then optimally aligned with the reference trace using an L,
measure of misfit, where in our case p = 3 (see Rawlinson and Kennett 2004, for
more details). The traces are then re-stacked and the alignment process repeated.
This can be applied iteratively until convergence is achieved. The perturbation
applied to each trace in order to achieve final alignment is a measure of the arrival
time residual, from which the mean is removed on a source by source basis to
help minimize temporal and spatial errors in source location, and long-wavelength
variations in velocity in the deep mantle. In general, adaptive stacking is effective
for teleseismic data, although problems can arise if the waveform is not coherent
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across the array or lateral velocity variations are large enough to cause cycle skip-
ping. Following binning of the data, the total number of arrival time residuals
is 41,380.

The FMTOMO package (de Kool et al. 2006; Rawlinson and Urvoy 2006;
Rawlinson et al. 2010b) is used to invert the measured traveltime residuals for var-
iations in P wavespeed beneath the mainland component of the WOMBAT array.
FMTOMO uses an eikonal solver known as the fast marching method (Sethian
1996; Rawlinson and Sambridge 20044, b) to solve the forward problem of source—
receiver traveltime prediction, and a subspace inversion method (Kennett et al.
1988) to adjust model parameters in order to satisfy the data. The subsurface can
be characterized by both smooth variations in wavespeed and discontinuities, which
allows interfaces such as the Moho to be explicitly included. Phases can be com-
posed of any number of reflection and refraction branches, and sources may be
local or teleseismic. This level of flexibility means that FMTOMO can be used with
reflection, wide-angle, local earthquake and/or teleseismic data. Model unknowns
that can be constrained include velocity, interface depth and source location.
Although FMTOMO could be used for quasi-global applications (it is written in
spherical coordinates but does not allow for periodicity or the presence of the poles),
its strength compared to conventional ray tracing lies in its ability to robustly com-
pute two point traveltimes in the presence of sizable lateral heterogeneity. At the
global scale, lateral heterogeneities are not significant enough to strongly perturb
ray paths, which means that iterative two-point ray tracing schemes such as pseudo-
bending (Koketsu and Sekine 1998) are much more efficient. However, within the
upper mantle and particularly the crust, departures from lateral homogeneity can be
very large, which makes eikonal solvers such as fast marching much more attractive.

We define our 3-D model structure beneath WOMBAT with a crustal layer and
a mantle layer, separated by an undulating Moho. P wave variations in the crust
and Moho depth variations are defined by AuSREM (Kennett and Salmon 2012)
and are not permitted to vary during the inversion, since the shallow regions of the
model are poorly constrained by the data. Although it would be possible to simul-
taneously invert for crust and upper mantle structure, we are unlikely to achieve
any advantage as there is no crossing ray path coverage in the crust owing to the
~50-km station separation and use of teleseismic phases. Of particular concern
would be trying to manage the trade-off between perturbations in crustal veloc-
ity and uppermost mantle velocity across the Moho discontinuity. The AuSREM
mantle model (Kennett et al. 2013) defines initial P wave velocities in the mantle,
which are subsequently adjusted during the inversion process. The complete model
is defined by a total of 459,000 velocity nodes and 7650 interface nodes. During
the iterative nonlinear inversion process, the data misfit component of the objec-
tive function is based on the difference between the predictions through the current
model and the ak135 reference model (with receivers at zero elevation); thus, con-
tributions to the measured residuals from both AuSREM and variations in receiver
elevations are accounted for. The appropriate level of damping and smoothing
regularization is determined by examining trade-off curves between data fit, model
smoothness and model perturbation (see Rawlinson et al. 2006a, b, for details);
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ideally, the optimum model is one that is as smooth and as close to the initial
model as possible but still satisfies the data. The results of the synthetic testing
shown in the next section help to illustrate the effect of the imposed regularization.
The use of FMTOMO together with AuSREM allows us to address several
weaknesses in the traditional teleseismic tomography method. First, by explic-
itly including crustal and Moho structure, contributions to measured arrival time
residuals from shallow unresolved structure are accounted for. The significant lat-
eral heterogeneity in crustal velocity and thickness beneath WOMBAT (Fig. 2.2)
has the potential to impart traveltime perturbations of a similar magnitude to those
generated by lateral perturbations in the upper mantle. As such, a crustal correc-
tion is mandatory for the reliable recovery of deep structure. Traditionally, this has
been done using station correction terms that are treated as unknowns in the inver-
sion (Frederiksen et al. 1998; Graeber et al. 2002; Rawlinson et al. 2006b), but the
potential trade-off with mantle velocity perturbations can be difficult to quantify.
Due to this difficulty, the use of a priori crustal models is becoming more popu-
lar (Waldhauser et al. 2002; Martin et al. 2005, Lei and Zhao 2007, Rawlinson
et al. 2010b). Another weakness of teleseismic tomography is its reliance on rela-
tive arrival time residuals. Although absolute arrival time residuals could be used,
contributions from source time uncertainty and structure outside the model region
would negate any potential advantage. When using data from multiple arrays that
do not record simultaneously, the removal of the mean on a source by source basis
means that residuals from one array are not comparable to those from another
unless the laterally averaged velocity structure beneath each array is identical. If
this is not the case, then long-wavelength structure with a scale length similar to or
larger than the aperture of the array will be lost. This phenomenon is explained in
more detail in Evans and Achauer (1993), Rawlinson et al. (2011, 2013) and can
be remedied in seismic tomography by using a starting model that contains the
long-wavelength information that would otherwise be lost. Hence, by including the
AuSREM mantle model in the initial model used by FMTOMO, we hope to end
up with a final model that captures both the short- and long-wavelength features
of the upper mantle. The principle assumption we are working with here is that the
AuSREM model is correct; errors in crustal velocity will result in the introduction
of artefacts into the recovered mantle structure, while errors in mantle velocity will
translate as errors in the absolute velocities of the recovered model and, potentially,
the larger scale patterns of lateral heterogeneity that extent between adjacent arrays.

2.3 Results

2.3.1 Synthetic Tests

Synthetic reconstruction tests are the most commonly used approach for assess-
ing solution robustness for large tomographic inverse problems (Rawlinson et al.
2010a). Rather than directly quantifying solution uncertainty, this approach
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essentially measures how variations in data coverage influence the recovery of
structure (Rawlinson et al. 2010a). To do so, a synthetic dataset is constructed by
solving the forward problem in the presence of a known model with preset veloc-
ity variations using the same sources, receivers and phase types as the field data-
set. The inversion scheme is applied to this synthetic dataset, and a comparison
of the recovered model and the true model provides insight into which regions of
the model are well constrained by the data. A checkerboard pattern of alternating
high and low velocities is often favoured as the input test model, as it makes visual
comparison a relatively simple task. The limitations of synthetic reconstruction
tests (Lévéque et al. 1993; Nolet 2008; Rawlinson et al. 2010a) are well known,
such as the results varying according to the input structure used. Common alterna-
tives include the calculation of formal estimates of posterior covariance and reso-
lution from linear theory (Tarantola 1987), which provide quantitative measures
of model uncertainty. However, these too suffer from several limitations such as
decreasing validity with increasing nonlinearity of the inverse problem; inversion
of a potentially very large matrix, although approximation methods have been
developed to overcome this problem (Zhang and McMechan 1995; Zhang and
Turber 2007); implicit regularization imposed by the chosen parameterization not
being accounted for; a priori model covariance and data uncertainty usually poorly
known. This coupled with the use of variable damping and smoothing often make
the absolute value of posterior uncertainty rather meaningless. Rawlinson et al.
(2010a, b) perform numerical experiments to show that the usefulness of synthetic
reconstructions and posterior covariance and resolution estimates appear similar.
In recent years, a number of other methods for assessing solution reliability of
large tomographic systems have emerged, including dynamic objective functions
(Rawlinson et al. 2008), generalized ray density tensors (Fichtner and Trampert
2011) and indirect methods for computing the resolution operator (MacCarthy
et al. 2011; Trampert et al. 2013).

Here, we carry out two synthetic tests to help asses the reliability of P
wavespeed patterns recovered in the mantle (Fig. 2.5). The first is a checkerboard
reconstruction test in which the input checkerboard pattern is restricted to the
mantle, where it is superimposed on the AuSREM P wave model (see Fig. 2.5a).
Crustal P wave velocity structure and Moho geometry are defined by AuSREM
and have not been perturbed. The peak amplitudes of the checkerboard anoma-
lies are £0.4 km/s, which are similar to the peak amplitudes of velocity anomalies
recovered from the WOMBAT dataset, as will be shown in the next section. The
synthetic dataset that is generated from the model shown in Fig. 2.5a is contami-
nated with Gaussian noise with a standard deviation of 59 ms in order to simulate
the noise content of the observational dataset, as estimated by the adaptive stack-
ing procedure. Figure 2.5b shows horizontal and vertical slices through the recov-
ered or output model that can be compared directly with Fig. 2.5a. Overall, the
recovery of the checkerboard pattern is good within the horizontal bounds of the
receiver array. Smearing is present towards the edge of the model where crossing
ray path coverage is less dense. There is also more smearing in the N-S direction
as a consequence of the source distribution (Fig. 2.4), which results in many more
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Fig. 2.5 Results of the synthetic checkerboard reconstruction test. a Input model; b recovered
model. Velocity perturbation is relative to a laterally averaged 1-D model
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paths impinging on the model from the north compared to the south. Moreover,
the amplitudes of anomalies also tend to be underestimated, a feature typi-
cal of inversions that are regularized using smoothing and damping (Rawlinson
et al. 2010a). However, the results do indicate that overall, the path coverage is
sufficient to constrain features with a scale length upwards of 50 km within the
horizontal bounds of the receiver array, although some caution is needed when
interpreting the geometry of anomalies in the N-S direction. It also appears that
structural recovery is uniformly good between the Moho and the base of the model
at approximately 350 km depth.

In addition to the checkerboard reconstruction test, we also carry out a syn-
thetic test in which the input anomalies are random patterns with a Gaussian dis-
tribution and standard deviation of 0.3 km/s. Compared to a checkerboard test,
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Fig. 2.6 Results of the synthetic reconstruction test using random velocity patterns with
a Gaussian distribution. Vertical sections are taken at the same locations as shown in Fig. 2.5
checkerboard test. a E-W slice; b N-S slice. Velocity perturbation is relative to a laterally aver-
aged 1-D model
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this has the advantage that there is no regularity to the velocity variations and
a range of scale lengths are present, which helps assess the extent of smearing.
Figure 2.6a, ¢ show cross sections through the input model, while Fig. 2.6b, d
shows the corresponding output. As with the checkerboard model, Gaussian noise
with a standard deviation of 59 ms has been added to the synthetic dataset to sim-
ulate the picking uncertainty associated with observational dataset. In comparing
the input and output, the presence of vertical smearing of structure is the most
obvious artefact of the recovery. This effect is typical in teleseismic tomography
due to the steep inclination angles of impinging ray paths and imposes a limit on
the extent to which vertical continuity of structure can be inferred.

2.3.2 P Wave Velocity Structure Beneath South-east
Australia

Figures 2.7 and 2.8 show a series of horizontal and vertical slices through the
final P wave velocity model that is obtained from inversion of the WOMBAT
teleseismic dataset. The horizontal slices (Fig. 2.7) show that both short- and
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Fig. 2.7 Horizontal slices through the final WOMBAT teleseismic model. Velocity perturbation
is relative to a laterally averaged 1-D model. Thick magenta and blue lines superimposed on the
300-km-depth slice (bottom right) denote locations of vertical slices shown in Fig. 2.8
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Fig. 2.8 Vertical slices through the final WOMBAT teleseismic model. Velocity perturbation is
relative to a laterally averaged 1-D model. Refer to Fig. 2.7 for slice locations in plan view

long-wavelength patterns of lateral heterogeneity change markedly with depth. In
the uppermost mantle at 60 km depth, the amplitude of anomalies is larger com-
pared to the slices at greater depth; this may in part be due to less crossing path
coverage, but it does make sense to have a more heterogeneous mantle in the
immediate proximity of a very heterogeneous crust, given that the Moho does
not necessarily represent a discontinuity in processes (e.g. deformation, intru-
sions, chemical alteration etc.). At 140 km depth, the general trend is a decrease in
wavespeed to the south-east, which probably represents a decrease in the thickness
of the continental lithosphere, which eventually transitions to oceanic outboard
of the coastline. At 220 km depth, there is still evidence of higher wavespeeds in
the north-west that are associated with Australia’s cratonic interior, but by 300 km
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depth, this is no longer the case. In fact, compared to the slice at 120 km depth,
the trend is somewhat reversed, with higher velocities in the south-east and lower
velocities in the north-west. The reason for this behaviour is unclear, but it may be
related to a downwarp of the asthenosphere beneath the thicker parts of the conti-
nental lithosphere.

The two E-W and two N-S cross sections shown in Fig. 2.8 provide additional
insight into the wavespeed variations beneath south-east Australia. In general,
there does not appear to be a strong anti-correlation between velocities on either
side of the Moho, which would indicate that the data poorly constrain the upper-
most mantle. Slice A-A’ at 31°S (Fig. 2.8, top) clearly illustrates that velocity is
on average higher in the west than in the east, and if one took the 0.0 km/s con-
tour line (for example) as a proxy for the base of the lithosphere, then it appears
to thin towards the east which is consistent with surface wave results (Fishwick
et al. 2008). Where path coverage is poor or non-existent, the model defaults
back to AuSREM, which is clearly the case in the eastern sector of slice B-B’ at
39°S. Although there appears to be a low-velocity zone in this region, it should
be remembered that the velocity variations are visualized as a perturbation from a
1-D laterally averaged version of the final model in order to remove the first-order
effect of velocity increasing with depth, which would otherwise obfuscate the
velocity anomalies. The N-S slices (Fig. 2.8, bottom) show some evidence of N-S
smearing; for example, the north-dipping high-velocity anomaly at about 37°S in
slice C—C’ may in fact be more vertical than the plot suggests.

Variations in mantle P wave velocity are a function of temperature, composi-
tion, grain size, melt and water content, and seismic data alone cannot discrimi-
nate between contributions from these separate factors. Consequently, there is
growing interest in directly inverting multiple geophysical observables for the
thermochemical state of the mantle (Khan et al. 2007, 2011; Afonso et al. 2008,
2013a, b; Simmons et al. 2009; Cammarano et al. 2011). However, in the absence
of such methods and data, it is still possible to make reasonable inferences regard-
ing the relationship between seismic velocity and physical and chemical properties
of the mantle. Temperature appears to be a dominant factor, with a 1 % perturba-
tion in velocity caused by as little as a 100 °C change in temperature (Cammarano
et al. 2003). Nevertheless, the influence of composition has been argued to be
equally as great in some circumstances, with realistic changes in composition pro-
ducing anything between 1 and 5 % velocity variation (Griffin et al. 1998). Within
the Australian continent, Faul and Jackson (2005) argue that lateral velocity varia-
tions can be explained by reasonable changes in temperature: thus, older cratonic
Australia is simply colder than the younger warmer Tasmanides, which are char-
acterized by lower velocities. More recently, Dalton and Faul (2010) found that
while lateral variations in seismic velocity in the upper mantle are largely con-
trolled by temperature variations in dry melt-free olivine, temperature alone can-
not explain the high velocities that are sometimes observed above 200 km depth,
particularly in cratonic regions. One possible explanation for this is the presence
of chemically depleted lithosphere (higher Mg#), which will have the effect of
increasing velocity.
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2.4 Discussion and Conclusions

Compared to previous teleseismic studies which exploit WOMBAT data to image
the lithosphere beneath south-east Australia (Graeber et al. 2002; Rawlinson et al.
2006b, 2011, 2013; Clifford et al. 2008; Rawlinson and Kennett 2008; Fishwick
and Rawlinson 2012), the work presented here uses a geographically more exten-
sive dataset and explicitly accounts for crustal velocity variations, Moho structure
and long-wavelength anomalies in the mantle by adopting AUSREM as the starting
model. Although the tomography results contained in Rawlinson et al. (2013) use
a similar dataset, a less sophisticated imaging technique is used which relies on
station terms to account for near-surface structure. Consequently, we regard the
tomography results presented in the current study to be the most reliable produced
so far. That said, the broad-scale variations in wavespeed in regions which overlap
with previous studies are in general agreement; this can be regarded as a positive
sign when sequential studies are performed in the same region using increas-
ingly large datasets and/or different tomographic imaging schemes (Fishwick and
Rawlinson 2012).

Figure 2.9 shows a 120-km-depth slice with crustal element and gravity and
magnetic lineament information from Fig. 2.1 superimposed, as well as several
regions of interest marked as A, B, C, D and E. Alongside, this horizontal slice
is an E-W cross section taken at 37.5°S, an E-W cross section taken at 32.5°S,
and a N-S cross section taken at 144.0°E. Perhaps the most interesting fea-
ture of the 3-D model is anomaly A in south-western Victoria which underlies
the Quaternary NVP. The NVP is an extensive (~15,000 km?) intraplate basaltic
province which is characterized by extensive lava flows, scoria cones and small
shield volcanos of tholeiitic to alkalic composition (Vogel and Keays 1997; Price
et al. 1997). It represents the largest and youngest expression of Late Tertiary to
Quaternary basaltic volcanism in Australia, with an estimated eruption volume of
20,000 km? and ages as recent as 5 Ka (Johnson 1989). Arguably the most out-
standing question surrounding the NVP is the nature of the mantle source that gave
rise to its existence. There has been no recent extension, nor is there strong evi-
dence for a mantle plume source (Demidjuk et al. 2007). In the latter case, the
elongated shape of the province in the E-W direction appears at odds with a plume
source lying beneath a rapidly N-NE migrating Australian plate; in fact, over the
approximately 4.5 M year duration of the eruptive sequences which characterize
the NVP, the Australian plate may have moved over 300 km northwards, assum-
ing current plate motion. Furthermore, Demidjuk et al. (2007) point out that this
region of the Australian plate is in a state of compression and that the subdued top-
ographic uplift (order of 100 m) associated with the NVP appears more consistent
with a shallow mantle source rather than one which originates deep in the mantle.
Figure 2.9 clearly shows the presence of a low-velocity zone beneath the surface
outcrop of the NVP, both in plan view and in cross-sectional view. We attribute
these lower velocities to the presence of increased temperature and melt in the
uppermost mantle that gave rise to the intraplate basaltic province at the surface.
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Fig. 2.9 Horizontal and vertical slices through WOMBAT teleseismic model with several fea-
tures of interest highlighted in blue. See text for discussions of anomaly A, B, C, D and E

Both cross sections conclusively show that the low-velocity zone—and by infer-
ence the mantle source of the NVP—does not extend below approximately 200 km
depth, which appears to rule out the possibility of a plume source. The N-S
cross section (Fig. 2.9, right) shows that the low-velocity zone beneath the NVP
appears to dip slightly to the north, something which can also be seen in the 60-
and 140-km-depth sections of Fig. 2.7. However, as the checkerboard tests show
(Fig. 2.5), the irregularity of the ray path geometry may contribute to this effect.
One alternative to a mantle plume source for the NVP that has been suggested
previously is that of edge-driven convection (Demidjuk et al. 2007), in which
the topography of the base of the lithosphere combines with its rapid northward
migration to drive a localized convection process. More specifically, Demidjuk
et al. (2007) argue that, based on surface wave tomography results, a step in
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lithospheric thickness occurs some 300—400 km north of the NVP with a trend of
~80°E. This inference is based on a N-S contrast from higher to lower velocities at
125 km depth. They use numerical modelling (assuming a 100 km change in lith-
ospheric thickness across the step) to show that a convective cell with an E-W axis
can be driven by the existence of such a step in the presence of a northward mov-
ing plate. Our results (Fig. 2.9) clearly reveal a N-S change from higher to lower
velocities at around 30°-31°S, which could be interpreted as a change from thicker
to thinner lithosphere, although a change in lithospheric composition and tempera-
ture may also induce such a velocity contrast. Perhaps more significantly, sizable
velocity anomalies exist to the south of this “step”, which suggest that a simple
convection model involving a single marked change in lithospheric thickness prob-
ably does not tell the whole story. Further work is evidently needed to combine
these new seismic results with those from geochemistry and geodynamic model-
ling in order to refine our understanding of melting processes in the upper mantle.

In addition to the low-velocity zone beneath the NVP, low velocities also
encroach several 100-km inboard of the east coast. Unlike the NVP, these low
velocities are likely a consequence of lithospheric thinning associated with the
adjacent passive margin, which has brought the sublithospheric mantle closer to
the surface. However, it is also possible that extensive Cenozoic volcanism in the
region (Johnson 1989), which is a manifestation of processes in the mantle, may
have effected the compositional and thermal structure of the lithosphere. Given
that much of this volcanism occurred between 10 and 30 Ma, it is unclear whether
remnant temperature anomalies or melt may contribute to the lower velocities, as
is the case for the much younger NVP.

The extent of Precambrian continental basement beneath the southern
Tasmanides has been the ongoing focus of much attention over the last few dec-
ades (Rutland 1976; Chappell et al. 1988; VandenBerg 1999; Foster and Gray
2000; Willman et al. 2002; Spaggiari et al. 2004; Glen 2005; Glen et al. 2009;
Glen 2013), not only with regard to how far east parts of cratonic Australia—
possibly deformed during the formation of the Tasmanides—may underpin the
Tasmanides, but the extent to which Precambrian continental fragments may have
become entrained within the Palacozoic orogenic process. Feature B in Fig. 2.9,
which highlights a W-E contrast from higher to lower velocities, has a very simi-
lar trend to the crustal element boundary in Fig. 2.1, and we interpret this change
to mark the approximate location of the eastern boundary of the Delamerian
Orogen in the upper mantle. It has been argued that the origin of the substrate in
this south-east region of the Delamerian Orogen is dominantly Palaeozoic oceanic
(Glen 2005, 2013; Foden et al. 2006), yet at upper mantle depths it appears to have
a different seismic structure to the adjoining Lachlan Orogen, which is widely
regarded as Palaeozoic oceanic in origin (Foster and Gray 2000, Spaggiari et al.
2003; Foster et al. 2009; Glen 2013). This difference could be attributed to thicker
lithosphere beneath the Delamerian Orogen compared to the Lachlan Orogen, and/
or involve some compositional change. Handler and Bennet (2001) use Re-Os
isotopic data from spinel peridotite xenoliths to show that the eastern edge of the
Precambrian interior (at upper mantle depths) of Australia appears to extend as far
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east as the Delamerian—Lachlan boundary at the surface. Our seismic tomography
results appear to be consistent with this finding, although it may be that remnant
Proterozoic continental mantle lithosphere—perhaps a product of passive mar-
gin formation—underlies or is intermixed with Palacozoic oceanic crust or litho-
sphere, respectively. If this was the case, it would help reconcile what is observed
at the surface with what is inferred at depth.

Another distinctive feature of the Delamerian Orogen is the Palaeoproterozoic—
Mesoproterozoic Curnamona province in the north, which recent evidence sug-
gests formed part of a coherent and contiguous crustal system with the Gawler
Craton by the late Palacoproterozoic to early Mesoproterozoic (Hand et al. 2008).
In Fig. 2.8, there is a clear zone of elevated velocity beneath the Curnamona prov-
ince (denoted as anomaly C), which is characteristic of ancient depleted litho-
sphere (Dalton and Faul 2010). Although one could argue that translating this
anomaly some 250-300 km westward would slot it back into the re-entrant in the
Gawler Craton, it is a little difficult to substantiate such a claim on the basis of
seismic structure alone.

North of about 30°S, and eastwards as far as 147°E, the lithosphere at 120 km
depth (Fig. 2.9) is characterized by the same high velocities that are found
throughout much of cratonic central and Western Australia. This strongly implies
that the Thomson Orogen is underlain by Precambrian continental crust, a result
that appears consistent with the recent results of Glen et al. (2013), who argue
that the lower crust beneath the southern Thomson Orogen comprises continen-
tal crust that is older than 580 Ma. Anomaly D in Fig. 2.9, which lies to the east
of the high-velocity substrate of the southern Thomson Orogen, indicates that a
high-velocity salient protrudes beneath the New England Orogen and appears to
terminate beneath the eastern edge of the New England oroclines. Whether this
“finger” is actually so narrow in the N-S direction is difficult to answer due to the
lack of resolution in the northernmost part of the model, but given the much lower
velocities to the south, there is evidently a very strong N-S change in lithospheric
character that takes place beneath the New England oroclines. The New England
oroclines were formed between 310-230 Ma as a result of deformation applied
to a pre-Permian convergent margin assemblage (Cawood et al. 2011; Rosenbaum
2012). The exact mechanism of formation is still unclear, with several recent tec-
tonic models invoking different convergent margin behaviour to explain the exist-
ence of a northern and southern oroclinal fold pair. For example, Cawood et al.
(2011) propose a model in which buckling about a vertical axis is accomplished
by having the southern part of the convergent margin elements moving north-
wards as a result of oblique sinistral strike-slip motion between the Pacific and
Gondwana plates, with the northern part pinned relative to cratonic Gondwana.
Other models appeal to irregularities along strike of the convergent margin, such
as amplified buckle folds (Glen and Roberts 2012) or differential subduction roll-
back (Rosenbaum 2012). It is unclear whether the spatial correlation of the New
England oroclines and the high-velocity salient is coincidental or provides insight
into the localization of the oroclines. Indeed, if the higher velocities do point to
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possibly thicker and stronger lithosphere, then this may have the opposite effect
of resisting such severe deformation. Of greater certainty is that anomaly D in
Fig. 2.9 represents the presence of Precambrian lithosphere of continental origin
beneath the New England Orogen. This has been inferred to exist on the basis
of Re—OS analysis of peridotitic xenoliths (Powell and O’Reilly 2007), seismic
reflection data (Finlayson 1993) and Geochronology (Hensel et al. 1985).

Anomaly E in Fig. 2.9 spans the western, central and eastern subprovinces of
the Lachlan Orogen and in some regions is characterized by velocities as high as
those observed beneath the Curnamona province. The similarity in the geometry
of the western margin of anomaly E and the east Delamerian margin indicated by
transition zone B in Fig. 2.9 raises the possibility that the two regions were once
joined, in which case anomaly E may represent lithosphere with a similar prov-
enance to the eastern Delamerian Orogen. In the study by Hallet et al. (2005), the
authors use potential field data to identify a new zone within the Lachlan Orogen
which they call the Hay—Booligal Zone, and others have inferred to be a frag-
ment of crust of continental origin (e.g. Musgrave and Rawlinson 2010). The
southern half of anomaly E corresponds almost exactly with the location of the
Hay-Booligal Zone at the surface; for instance, the western edge of the anomaly
almost coincides with the curved magnetic lineament (black dashed line) which
marks the near-surface boundary of the zone. Given the strong correlation in shape
between the western edge of this anomaly and the geometry of anomaly B, it
would appear more likely that the Hay—Booligal Zone is a rifted remnant of the
east Gondwana margin (Glen 2013) than a more exotic microcontinent. The north-
ern part of anomaly E lies beneath parts of the Ordovician Macquarie Arc, which
various lines of evidence, including a lack of continent-derived detritus and the
primitive nature of Pb isotopes, point to it forming as an intra-oceanic arc (Glen
et al. 2011). This would rule out a Precambrian continental origin for the north-
ern part of anomaly E; instead, the higher velocities that are observed may be the
result of local thickening of oceanic lithosphere and magmatic intrusion.

While it appears that several high-velocity upper mantle bodies beneath the
Tasmanides correlate quite well with the presence of crustal blocks of Precambrian
continental origin, there is by no means a perfect match, as was demonstrated by
the northern part of anomaly E which lies beneath the Macquarie Arc. Another
example is the Selwyn Block, which has been inferred to lie beneath central
Victoria (Cayley et al. 2002; Cayley 2011); in Fig. 2.9, there is no evidence of
such a feature in the upper mantle. This may be due in part to the overprinting
effects of the Newer Volcanics province, or the fact that near the southern limit of
the WOMBAT array, resolution decreases as a consequence of reduced path cov-
erage. Other possibilities include that the Precambrian mantle lithosphere is no
longer present (e.g. due to delamination), or that the composition of the Selwyn
Block lithospheric mantle is such that it is not characterized by anomalously high
velocities in comparison with the surrounding Lachlan Orogen.

Acknowledgments This work was supported by Australian Research Council Discovery Grant
DP120103673.



72 N. Rawlinson et al.

References

Afonso JC, Fernandez N, Ranalli G, Griffin WL, Connolly JAD (2008) Integrated geophysical-
petrological modelling of the lithospheric-sublithospheric upper mantle: methodology and
applications. Geochem Geophys Geosyst 9. doi:10.1029/2007GC001834

Afonso JC, Fullea J, Griffin WL, Yang Y, Jones AG, Connolly JAD, O’Reilly SY (2013a) 3D
multi-observable probabilistic inversion for the compositional and thermal structure of the
lithosphere and upper mantle. I: a priori petrological information and geophysical observa-
bles. J Geophys Res (in press)

Afonso JC, Fullea J, Yang Y, Connolly JAD, Jones AG (2013b) 3D multi-observable probabilistic
inversion for the compositional and thermal structure of the lithosphere and upper mantle.
II: General methodology and resolution analysis. J Geophys Res (in press)

Belousova E, Preiss W, Schwarz M, Griffin W (2006) Tectonic affinities of the Houghton Inlier,
South Australia: U-Pb and Hf-isotope data from zircons in modern stream sediments. Aust J
Earth Sci 53:971-989

Berry RF, Steele DA, Meffre S (2008) Proterozoic metamorphism in Tasmania: implications for
tectonic reconstructions. Precambr Res 166:387-396

Bolt BA, Niazi M (1964) Dispersion of Rayleigh waves across Australia. Geophys J Royal Astr
Soc 9:21-35

Bolt BA, Doyle HA, Sutton DJ (1958) Seismic observations from the 1956 atomic explosions in
Australia. Geophys J Royal Astr Soc 1:135-145

Bowman R, Kennett BLN (1990) An investigation of the upper mantle beneath northwestern aus-
tralia using a hybrid seismograph array. Geophys J Int 101:411-424

Bowman R, Kennett BLN (1993) The velocity structure of the Australian shield from seismic
traveltimes. Bull Seism Soc Am 83:25-37

Calvert CR, Walter MR (2000) The Late Neoproterozoic Grassy Group of King Island,
Tasmania: correlation and palacogeographic significance. Precambr Res 100:299-312

Cammarano F, Goes S, Vacher P, Giardini D (2003) Inferring upper-mantle temperatures from
seismic velocities. Phys Earth Planet Inter 138:197-222

Cammarano F, Tackley P, Boschi L (2011) Seismic, petrological and geodynamical constraints
on thermal and compositional structure of the upper mantle: global thermo-chemical mod-
els. Geophys J Int 187:1301-1318

Cawood PA, Pisarevsky SA, Leitch EC (2011) Unraveling the New England orocline, East
Gondwana accretionary margin. Tectonics 30. doi:10.1029/2011TC002864

Cayley R (2011) Exotic crustal block accretion to the Eastern Gondwana margin in the Late
Cambrian-Tasmania, the Selwyn Block, and implications for the Cambrian-Silurian evolu-
tion of the Ross, Delamerian and Lachlan orogens. Gondwana Res 19:628-649

Cayley R, Taylor DH, VandenBerg AHM, Moore DH (2002) Proterozoic—early Palaeozoic rocks
and the Tyennan Orogeny in central Victoria: the Selwyn Block and its tectonic implica-
tions. Aust J Earth Sci 49:225-254

Chappell BW, White AJR, Hine R (1988) Granite provinces and basement terranes in the
Lachlan Fold Belt, Southeastern Australia. Aust J Earth Sci 35:505-521

Clifford P, Greenhalgh S, Houseman G, Graeber F (2008) 3-d seismic tomography of the
Adelaide fold belt. Geophys J Int 172:167-186

Clitheroe G, Gudmundsson O, Kennett BLN (2000) The crustal thickness of Australia. J
Geophys Res 105:13697-13713

Conor CHH, Preiss WV (2008) Understanding the 1720-1640 Ma Palaeoproterozoic Willyama
Supergroup, Curnamona province, Southeastern Australia: Implications for tectonics, basin
evolution and ore genesis. Precambr Res 166:297-317

Dalton CA, Faul UH (2010) The oceanic and cratonic upper mantle: Clues from joint interpreta-
tion of global velocity and attenuation models. Lithos 120:160-172

De Jersey NI (1946) Seismological evidence bearing on crustal thickness in the southwest
Pacific. University of Queensland, papers 3: no 2



2 Origin of Lateral Heterogeneities ... 73

Debayle E (1999) SV-wave azimuthal anisotropy in the Australian upper mantle: preliminary
results from automated Rayleigh waveform inversion. Geophys J Int 137:747-754

Debayle E, Kennett BLN (2000) The Australian continental upper mantle: Structure and defor-
mation inferred from surface waves. J Geophys Res 105:25423-25450

de Kool M, Rawlinson N, Sambridge M (2006) A practical grid based method for tracking multi-
ple refraction and reflection phases in 3D heterogeneous media. Geophys J Int 167:253-270

Demidjuk Z, Turner S, Sandiford M, Rhiannon G, Foden J, Etheridge M (2007) U-series isotope
and geodynamic constraints on mantle melting processes beneath the newer volcanic prov-
ince in south australia. Earth Planet Sci Lett 261:517-533

Direen NG, Crawford AJ (2003) The Tasman Line: where is it, what is it, and is it Australia’s
Rodinian breakup boundary? Aust J Earth Sci 50:491-502

Doyle HA (1957) Seismic recordings of atomic explosions in australia. Nature 180:132-134

Evans JR, Achauer U (1993) Teleseismic tomography using the ach method: theory and applica-
tion to continental scale studies. In: Iyer HM, Hirahara K (eds) Seismic tomography: theory
and practice. Chapman & Hall, London, pp 319-360

Faul UH, Jackson I (2005) The seismological signature of temperature and grain size variations
in the upper mantle. Earth Planet Sci Lett 234:119-134

Fichtner A, Trampert J (2011) Resolution analysis in full waveform inversion. Geophys J Int
187:1604-1624

Finlayson DM (1993) Crustal architecture across Phanerozoic Australia along the Eromanga-
Brisbane geoscience transect: evolution and analogues. Tectonophysics 219:191-211

Finlayson DM, Cull JP, Drummond BJ (1974) Upper mantle structure from the trans-Australia
seismic survey (TASS) and other seismic refraction data. J Geol Soc Aust 21:447-458

Finlayson DM, Collins CDN, Denham D (1980) Crustal structure under the Lachlan Fold Belt,
Southeastern Australia. Phys Earth Planet Inter 21:321-342

Finlayson DM, Collins CDN, Lock J (1984) P-wave velocity features of the lithosphere under the
Eromanga Basin, Eastern Australia, including a prominent MID-crustal (Conrad?) disconti-
nuity. Tectonophysics 101:267-291

Finlayson DM, Collins CDN, Lukaszyk I, Chudyk EC (1998) A transect across Australia’s south-
ern margin in the Otway Basin region: crustal architecture and the nature of rifting from
wide-angle seismic profiling. Tectonics 288:177-189

Fishwick S, Rawlinson N (2012) 3-D structure of the Australian lithosphere from evolving seis-
mic datasets. Aust J Earth Sci 59:809-826

Fishwick S, Kennett BLN, Reading AM (2005) Contrasts in lithospheric structure within
the Australian craton—insights from surface wave tomography. Earth Planet Sci Lett
231:163-176

Fishwick S, Heintz M, Kennett BLN, Reading AM, Yoshizawa K (2008) Steps in lithospheric
thickness within Eastern Australia, evidence from surface wave tomography. Tectonics 27.
doi:10.1029/2007TC002116

Foden J, Sandiford M, Dougherty-Page J, Williams I (1999) Geochemistry and geochronology of
the Rathjen Gneiss: implications for the early tectonic evolution of the Delamerian Orogen.
Aust J Earth Sci 46:377-389

Foden J, Elburg MA, Dougherty-Page J, Burtt A (2006) The timing and duration of the
Delamerian Orogeny: correlation with the Ross Orogen and implications for Gondwana
assembly. J Geol 114:189-210

Foster DA, Gray DR (2000) Evolution and structure of the Lachlan Fold Belt (Orogen) of
Eastern Australia. Ann Rev Earth Planet Sci 28:47-80

Foster DA, Gray DR, Spaggiari CV (2005) Timing of subduction and exhumation along the
Cambrian East Gondwana margin and formation of Paleozoic back arc basins. Geol Soc Am
Bull 117:105-116

Foster DA, Gray DR, Spaggiari C, Kamenov G, Bierlein FP (2009) Palacozoic Lachlan orogen,
Australia; accretion and construction of continental crust in a marginal ocean setting: iso-
topic evidence from Cambrian metavolcanic rocks. Geol Soc Lond Spec Publ 318:329-349



74 N. Rawlinson et al.

Frederiksen AW, Bostock MG, VanDecar JC, Cassidy JF (1998) Seismic structure of the upper
mantle beneath the northern Canadian Cordillera from teleseismic traveltime inversion.
Tectonophysics 294:43-55

Gaina C, Miiller D, Royer JY, Stock J, Hardebeck J, Symonds P (1998) The tectonic history of
the Tasman Sea: A puzzle with 13 pieces. J Geophys Res 103:12413-12433

Gibson GM, Morse MP, Ireland TR, Nayak GK (2011) Arc-continent collision and orogenesis
in western Tasmanides: Insights from reactivated basement structures and formation of an
ocean-continent transform boundary off western Tasmania. Gondwana Res 19:608—627

Glen RA (2005) The Tasmanides of Eastern Australia. In: Vaughan APM, Leat PT, Pankhurst RJ
(eds) Terrane processes at the margins of Gondwana. Geological Society, London, pp 23-96

Glen RA (2013) Refining accretionary orogen models for the Tasmanides of eastern Australia.
Aust J Earth Sci (in press)

Glen RA, Roberts J (2012) Formation of Oroclines in the New England Orogen, Eastern
Australia. J Virtual Explorer 43. doi:10.3809/jvirtex.2012.00305

Glen RA, Scheibner E, Vandenberg AHM (1992) Paleozoic intraplate escape tectonics in
Gondwanaland and major strike-slip duplication in the Lachlan Orogen of South-eastern
Australia. Geology 20:795-798

Glen RA, Percival IG, Quinn CD (2009) Ordovician continental margin terranes in the Lachlan
Orogen, Australia: implications for tectonics in an accretionary orogen along the east
Gondwana margin. Tectonics 28:doi:10.1029/2009TC002446

Glen RA, Saeed CDA, Quinn Griffin WL (2011) U-Pb and Hf isotope data from zircons in the
Macquarie Arc, Lachlan Orogen: implications for arc evolution and Ordovician palaeogeog-
raphy along part of the east Gondwana margin. Gondwana Res 19:670-685

Glen RA, Quinn CD, Cooke DR (2012) The Macquarie Arc, Lachlan orogen, New South Wales;
its evolution, tectonic setting and mineral deposits. Episodes 35:177-186

Glen RA, Korsch RJ, Hegarty R, Costello RD, Saeed A, Poudjom Djomani RD, Costello RD,
Griffin W (2013) Geodynamic significance of the boundary between the Thomson Orogen
and the Lachlan Orogen, northwestern New South Wales and the implications for Tasmanide
tectonics. Austr J Earth Sci (submitted)

Graeber FM, Houseman GA, Greenhalgh SA (2002) Regional teleseismic tomography of the
western Lachlan Orogen and the Newer Volcanic province, southeast Australia. Geophys J
Int 149:249-266

Griffin WL, O’Reilly SY, Ryan CG, Gaul O, Ionov DA (1998) Secular variation in the compo-
sition of subcontinental lithospheric mantle: geophysical and geodynamic implications. In:
Braun J, Dooley J, Goleby B, van der Hilst R, Kllotwijk C (eds) Structure and evolution of
the Australian continent, vol 26. American Geophysical Union Geodynamic Series, pp 1-26

Gunn PJ, Mackey TE, Yeates AN, Richardson RG, Seymour DB, McClenaghan MP, Calver CR,
Roach MJ (1997) The basement elements of Tasmania. Explor Geophys 28:225-231

Hallet M, Vassallo J, Glen R, Webster S (2005) Murray—Riverina region: an interpretation of bed-
rock Palaeozoic geology based on geophysical data. Q Notes Geol Surv NSW 118:1-16

Hand M, Reid A, Szpunar M, Direen n, Wade B, Payne j, Barovich K (2008) Crustal architec-
ture during the early Mesoproterozoic Hiltaba-related mineralisation event: are the Gawler
Range Volcanics a foreland basin fill? MESA J 51:19-24

Handler MR, Bennet VC (2001) Constraining continental structure by integrating Os iso-
topic ages of lithospheric mantle with geophysical and crustal data: an example from
Southeastern Australia. Tectonics 20:177-188

Heintz M, Kennett BLN (2005) Continental scale shear-wave splitting analysis: investigation of
seismic anisotropy underneath the Australian continent. Earth Planet Sci Lett 236:106-119

Hensel HD, Mcculloch MT, Chappell BW (1985) The New England Batholith: constraints on
its derivation from Nd and Sr isotopic studies of granitoids and country rocks. Geochim
Cosmochim Acta 49:369-384

Hill D (1951) Geology. In: Mack G (ed) Handbook of Queensland. Australian Association for the
Advancement of Science, Brisbane, pp 13-24



2 Origin of Lateral Heterogeneities ... 75

Johnson BD (1973) A time term analysis of the data obtained during the Bass Strait upper mantle
project (operation BUMP). Bull Aust Soc Explor Geophys 4:15-20

Johnson RW (1989) Intraplate volcanism in Eastern Australia and New Zealand. Cambridge
University Press, New York

Kennett BLN (2003) Seismic structure in the mantle beneath Australia. In: Hillis RR, Miiller RD
(eds) The evolution and dynamics of the Australian PLATE, pp 7-23

Kennett BLN, Abdullah A (2011) Seismic wave attenuation beneath the Australasian region. Aust
J Earth Sci 58:285-295

Kennett BLN, Bowman JR (1990) The structure and heterogeneity of the upper mantle. Phys
Earth Planet Inter 59:134-144

Kennett BLN, Salmon M (2012) AuSREM: Australian seismological reference model. Aust J
Earth Sci 59:1091-1103

Kennett BLN, Sambridge MS, Williamson PR (1988) Subspace methods for large scale inverse
problems involving multiple parameter classes. Geophys J 94:237-247

Kennett BLN, Engdahl ER, Buland R (1995) Constraints on seismic velocities in the earth from
traveltimes. Geophys J Int 122:108-124

Kennett BLN, Fishwick S, Reading AM, Rawlinson N (2004) Contrasts in mantle structure
beneath Australia: relation to Tasman Lines? Aust J Earth Sci 51:563-569

Kennett BLN, Fichtner A, Fishwick S, Yoshizawa K (2013) Australian seismological reference
model (AuSREM): mantle component. Geophys J Int 192:871-887

Khan A, Connolly JAD, Maclennan J, Mosegaard K (2007) Joint inversion of seismic and gravity
data for lunar composition and thermal state. Geophys J Int 168:243-258

Khan A, Boschi L, Connolly JAD (2011) Mapping the Earths thermochemical and anisotropic
structure using global surface wave data. J] Geophys Res 116. doi:10.1029/2010JB007828

Koketsu K, Sekine S (1998) Pseudo-bending method for three-dimensional seismic ray tracing in
a spherical earth with discontinuities. Geophys J Int 132:339-346

Lambeck K, Penny C (1984) Teleseismic traveltime anomalies and crustal structure in central
Australia. Phys Earth Planet Inter 34:46-56

Lambeck K, Stephenson R (1986) The post-Palacozoic uplift history of Southeastern Australia.
Aust J Earth Sci 33:253-270

Lei J, Zhao D (2007) Teleseismic P-wave tomography and the upper mantle structure of the cen-
tral Tien Shan orogenic belt. Phys Earth Planet Inter 162:165-185

Lévéque JJ, Rivera L, Wittlinger G (1993) On the use of the checker-board test to assess the reso-
lution of tomographic inversions. Geophys J Int 115:313-318

Li ZX (2001) An outline of the palacogeographic evolution of the Australasian region since the
beginning of the Neoproterozoic. Earth Sci Rev 53:237-277

Li ZX, Baillie PA, Powell CM (1997) Relationship between northwestern tasmania and East
Gondwanaland in the late cambrian/early ordovician: paleomagnetic evidence. Tectonics
16:161-171

Lister GS, Etheridge MA (1989) Detachment models for uplift and volcanism in the Eastern
Highlands, and their application to the origin of passive margin mountains. In: Johnson
RW (ed) Intraplate Volcanism in Eastern Australia and New Zealand. Cambridge University
Press, New York, pp 297-312

Lister GS, Ethridge MA, Symonds PA (1986) Detachment faulting and the evolution of passive
continental margins. Geology 14:246-250

Lister GS, Ethridge MA, Symonds PA (1991) Detachment models for the formation of passive
continental margins. Tectonics 10:1038-1064

MacCarthy J, Brochers B, Aster R (2011) Efficient stochastic estimation of the model resolution
matrix diagonal and generalized cross-validation for large geophysical inverse problems. J
Geophys Res 116. doi:10.1029/2011JB008234

Martin M, Ritter JRR (2005) High-resolution teleseismic body-wave tomography beneath
SE Romania—I. Implications for the three-dimensional versus one-dimensional crustal



76 N. Rawlinson et al.

correction strategies with a new crustal velocity model. Geophys J Int 162:448-460 (the
CALIXTO working group)

Musgrave R, Rawlinson N (2010) Linking the upper crust to the upper mantle: comparison of
teleseismic tomography with long-wavelength features of the gravity and magnetic fields of
Southeastern Australia. Explor Geophys 41:155-162

Nolet G (2008) A breviary of seismic tomography: imaging the interior of the earth and sun.
Cambridge University Press, Cambridge

Powell W, O’Reilly S (2007) Metasomatism and sulfide mobility in lithospheric mantle beneath
Eastern Australia: implications for mantle ReOs chronology. Lithos 94:132-147

Price RC, Gray CM, Frey FA (1997) Strontium isotopic and trace element heterogeneity in the
plains basalts of the newer Volcanic province, Victoria, Australia. Geochim Cosmochim
Acta 61:171-192

Rawlinson N, Fishwick S (2012) Seismic structure of the Southeast Australian lithosphere from
surface and body wave tomography. Tectonophysics 572:111-122

Rawlinson N, Houseman GA, Collins CDN, Drummond BJ (2001) New evidence of Tasmania’s
tectonic history from a novel seismic experiment. Geophys Res Lett 28:3337-3340

Rawlinson N, Kennett BLN (2004) Rapid estimation of relative and absolute delay times across a
network by adaptive stacking. Geophys J Int 157:332-340

Rawlinson N, Kennett BLN (2008) Teleseismic tomography of the upper mantle beneath the
southern Lachan Orogen, Australia. Phys Earth Planet Inter 167:84-97

Rawlinson N, Kennett BLN, Heintz M (2006a) Insights into the structure of the upper mantle
beneath the Murray Basin from 3D teleseismic tomography. Austr J Earth Sci 53:595-604

Rawlinson N, Reading AM, Kennett BLN (2006b) Lithospheric structure of Tasmania from a
novel form of teleseismic tomography. J Geophys Res 111. doi:10.1029/2005JB003803

Rawlinson N, Kennett B, Vanacore E, Glen R, Fishwick S (2011) The structure of the upper man-
tle beneath the Delamerian and Lachlan orogens from simultaneous inversion of multiple
teleseismic datasets. Gondwana Res 19:788-799

Rawlinson N, Pozgay S, Fishwick S (2010a) Seismic tomography: a window into deep Earth.
Phys Earth Planet Inter 178:101-135

Rawlinson N, Salmon N, Kennett BLN (2013) Transportable seismic array tomography in
Southeast Australia: illuminating the transition from Proterozoic to Phanerozoic lithosphere.
Lithos (submitted)

Rawlinson N, Sambridge M (2004a) Multiple reflection and transmission phases in complex lay-
ered media using a multistage fast marching method. Geophysics 69:1338-1350

Rawlinson N, Sambridge M (2004b) Wavefront evolution in strongly heterogeneous layered
media using the fast marching method. Geophys J Int 156:631-647

Rawlinson N, Sambridge M, Saygin E (2008) A dynamic objective function technique for gener-
ating multiple solution models in seismic tomography. Geophys J Int 174:295-308

Rawlinson N, Tkalci¢ H, Reading AM (2010b) Structure of the Tasmanian lithosphere from 3-D
seismic tomography. Aust J Earth Sci 57:381-394

Rawlinson N, Urvoy M (2006) Simultaneous inversion of active and passive source datasets for
3-D seismic structure with application to Tasmania. Geophys Res Lett 33:doi:10.1029/200
6GL028105

Reading AM, Kennett BLN (2003) Lithospheric structure of the Pilbara Craton, Capricorn oro-
gen and Northern Yilgarn craton, Western Australia, from teleseismic receiver functions.
Aust J Earth Sci 50:439-445

Ritsema J, Deuss A, van Heijst HJ, Woodhouse JH (2011) S40RTS: a degree-40 shear velocity
model for the mantle from new Rayleigh wave dispersion, teleseismic traveltime and nor-
mal-mode splitting function measurements. Geophys J Int 184:1223-1236

Rosenbaum G (2012) Oroclines of the southern New England Orogen, eastern Australia.
Episodes 35:187-194

Rutland RWR (1976) Orogenic evolution of australia. Earth Sci Rev 12:161-196

Salmon K, Kennett BLN, Saygin E (2012) Australian seismological reference model (AuSREM):
crustal component. Geophys J Int 192:190-206



2 Origin of Lateral Heterogeneities ... 77

Scheibner E (1974) Fossil fracture zones (transform faults), segmentation and correlation prob-
lems in the Tasman Fold Belt system. In: Demead AK, Tweedale GW, Wilson AF (eds)
Tasman geosyncline: a symposium in honour of Professor Dorothy Hill, Geological Society
of Australia, Brisbane, pp 65-98

Scheibner E, Veevers JJ (2000) Tasman Fold Belt System. In: Veevers JJ (ed) Billion-year earth
history of Australia and neighbours in Gondwanaland. GEMOC Press, Macquarie Univ,
Sydney, pp 154-234

Sethian JA (1996) A fast marching level set method for monotonically advancing fronts. Proc Nat
Acad Sci 93:1591-1595

Shaw RD, Wellman P, Gunn P, Whitaker AJ, Tarlowski C, Morse M (1996) Australian Crustal
Elements based on the distribution of geophysical domains (1:5 000 000 scale map; version
2.4, ArcGIS dataset). Geoscience Australia, Canberra

Shaw SW, Flood RH, Pearson NJ (2011) The New England Batholith of eastern Australia: evi-
dence of silicic magma mixing from 7®Hf/'77Hf ratios. Lithos 126:115-126

Simmons NA, Forte AM, Grand SP (2009) Joint seismic, geodynamic and mineral physical con-
straints on three-dimensional mantle heterogeneity: implications for the relative importance
of thermal versus compositional heterogeneity. Geophys J Int 177:1284-1304

Simons F, Zielhuis A, van der Hilst RD (1999) The deep structure of the Australian continent
from surface wave tomography. Lithos 48:17-43

Simons FJ, van der Hilst RD, Montagner JP, Zielhuis A (2002) Multimode Rayleigh wave inver-
sion for heterogeneity and azimuthal anisotropy of the Australian upper mantle. Geophys J
Int 151:738-754

Spaggiari CV, Gray DR, Foster DA, McKnight S (2003) Evolution of the boundary between the
western and central Lachlan Orogen: implications for Tasmanide tectonics. Aust J Earth Sci
50:725-749

Spaggiari CV, Gray DR, Foster DA (2004) Lachlan Orogen subduction-accretion systematics
revisited. Aust J Earth Sci 51:549-553

Sutherland FL (1983) Timing, trace and origin of basaltic migration in eastern Australia. Nature
305:123-126

Sutherland FL, Graham IT, Meffre S, Zwingmann H, Pogson RE (2012) Passive-margin pro-
longed volcanism, East Australian Plate: outbursts, progressions, plate controls and sug-
gested causes. Aust J Earth Sci 59:983-1005

Tarantola A (1987) Inverse problem theory. Elsevier, Amsterdam

Thomas L (1969) Rayleigh wave dispersion in Australia. Bull Seism Soc Am 59:167-182

Thomson BP (1970) A review of the Precambrian and lower Palaeozoic tectonics of South
Australia. Transactions of the Royal Society of South Australia 94:193-221

Trampert J, Fichtner A, Ritsema J (2013) Resolution tests revisited: the power of random num-
bers. Geophys J Int 192:676-680

Underwood R (1969) A seismic refraction study of the crust and upper mantle in the vicinity of
Bass Strait. Aust J Phys 22:573-587

van der Beek PA, Braun J, Lambeck K (1999) Post-palaeozoic uplift history of Southeastern
Australia revisited: results from a process-based model of landscape evolution. Aust J Earth
Sci 46:157-172

VandenBerg AHM (1999) Timing of orogenic events in the Lachlan orogen. Aust J Earth Sci
46:691-701

van der Hilst R, Kennett B, Christie D, Grant J (1994) Project SKIPPY explores the lithosphere
and mantle beneath Australia. EOS, Trans Amer Geophys Union 75:177-181

Vogel DC, Keays RR (1997) The petrogenesis and platinum-group element geochemistry of the
newer Volcanic province, Victoria, Australia. Chemical Geology 136:181-204

Wade C, Reid A, Wingate M, Jagodzinski Barovich K (2012) Geochemistry and geochronology
of the c. 1585 ma Benagerie Volcanic Suite, southern Australia: relationship to the Gawler
Range Volcanics and implications for the petrogenesis of a Mesoproterozoic silicic large
igneous province. Precambr Res 206:17-35



78 N. Rawlinson et al.

Waldhauser F, Lippitsch R, Kissling E, Ansorge J (2002) High-resolution teleseismic tomogra-
phy of upper-mantle structure using an a priori three-dimensional crustal model. Geophys J
Int 150:403-414

Wellman P (1976) Gravity trends and the growth of Australia: a tentative correlation. J Geol Soc
Aust 23:11-14

Wellman P (1983) Hotspot volcanism in Australia and New Zealand: Cainozoic and mid-Meso-
zoic. Tectonophysics 96:225-243

Willman CE, VandenBerg AHM, Morand VJ (2002) Evolution of the southeastern Lachlan Fold
Belt in Victoria. Aust J Earth Sci 49:271-289

Yoshizawa K, Kennett BLN (2004) Multimode surface wave tomography for the Australian
region using a three-stage approach incorporating finite frequency effects. J Geophys Res
109. doi:10.1029/2002JB002254

Zhang H, Thurber CH (2007) Estimating the model resolution matrix for large seismic tomogra-
phy problems based on Lanczos bidiagonalization with partial reorthogonalization. Geophys
J Int 170:337-345

Zhang J, McMechan GA (1995) Estimation of resolution and covariance for large matrix inver-
sions. Geophys J Int 121:409-426

Zielhuis A, van der Hilst RD (1996) Upper-mantle shear velocity beneath eastern Australia from
inversion of waveforms from SKIPPY portable arrays. Geophys J Int 127:1-16



Chapter 3
Imaging Mantle Heterogeneity with Upper
Mantle Seismic Discontinuities

Nicholas Schmerr

Abstract We use underside reflections of S wave seismic energy arriving as
precursors to the seismic phase SS to image the depth and impedance contrast pre-
sent across mantle discontinuities in the depth range of 230-380 km beneath the
Pacific basin. A number of past studies have identified seismic discontinuities at
these depths, known as the X-discontinuities, ascribing the interfaces to a variety
of mineral physical mechanisms, including the coesite to stishovite phase transi-
tion, the formation of hydrous Phase A, and/or the reorganization of orthopyroxene
into a C2/c monoclinic structure. Thus, the presence of the X-discontinuity (abbre-
viated here as the X) may be indicative of the nature of mantle heterogeneity. This
study finds discontinuities associated with the X Pacific-wide, with SS precursory
reflections present beneath the subduction, hot spots, and ridges. Where detected,
the X is at an average depth of 293 & 65 km and the precursor amplitudes indicate
a mean shear impedance contrast of 2.3 & 1.6 %. We model mantle heterogeneity
by comparing the depth and the impedance contrasts at the X with predictions for
seismic structure from a mineral physics model in which the mantle is considered
to be a mechanically mixed bulk assemblage of subducted basalt and harzburgite.
In this model, the average mantle composition of the Pacific is fit by a mixture
of ~20 % basalt and 80 % harzburgite, roughly consistent with the bulk chemistry
of mantle peridotite (18 % basalt, 82 % harzburgite). In some regions beneath the
hot spots and subduction, there is evidence for a bulk chemistry enriched in basalt
(basalt fraction ~30-35 %), lending evidence to the hypothesis that the mantle is
laterally heterogeneous and that dynamics are stirring an enriched component, per-
haps from the deep or shallow Earth, into the upper mantle.
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3.1 Introduction

The mantle of the Earth is characterized by discontinuous vertical changes over
depth of shear and compressional-wave speeds and density, called seismic discon-
tinuities. The largest and most well-known seismic discontinuities occur at major
changes in material composition, for example, the boundary between the atmos-
phere and Earth’s surface (the free surface), the Mohorovici¢ (Moho) discontinuity
at the base of the mafic crust and top of the ultramafic mantle, or the interface pre-
sent between the iron of the core and the silicate of the mantle at the core—mantle
boundary (CMB). In addition to these major compositional interfaces, there exist a
number of weaker seismic discontinuities throughout the silicate mantle that arise
from a variety of mechanisms related to changes in mineral structure, the introduc-
tion of new mineral phases, the presence or production of melts, or more subtle
changes in mantle composition. Many of these weaker boundaries are situated in
the upper mantle, the region of the deep Earth extending from the base of the crust
(the Moho) to approximately 670 km depth. For simplicity, it is common to refer
to each discontinuity by a reference depth, though their actual depths may vary
within the Earth. In this chapter, we focus on how upper mantle discontinuities
can be used to seismologically interrogate the nature of both thermal and chemical
mantle heterogeneity (for reviews, see Bina and Helffrich 1994; Helffrich 2000;
Shearer 2000).

Three primary properties describe the nature of a seismic discontinuity, namely
depth, sharpness, and impedance contrast (Fig. 3.1). Discontinuity depth is defined
simply as the radial position of the boundary from the center of the Earth (or from
the surface) and can vary regionally. Some seismic discontinuities are intermit-
tent, meaning that they occur only beneath a few geographic regions, while other
boundaries are laterally continuous and global interfaces. The sharpness of a dis-
continuity is defined as the width of the depth interval of the vertical gradient over
which the transition in seismic properties occurs. In general, a sharp seismic dis-
continuity has a gradient thickness on the order of 1-10 km. The exact definition
of sharpness is dependent upon the relative wavelength of seismic energy used to
interrogate the boundary and depth interval of the gradient; high-frequency seis-
mic waves (>1 Hz) are sensitive to thinner velocity and density gradients, while
lower frequency waves (<0.1 Hz) will be sensitive to thicker changes in veloc-
ity and density. Gradients do not have to be linear and may take different forms
depending upon the underlying physical mechanism producing the discontinuity.
The final parameter that describes a seismic discontinuity is the magnitude of the
change in shear and compressional velocities, as well as density across the inter-
face. This change can be positive (increase with depth) or negative (decrease with
depth), and is often described using a percentile change in the boundary properties
[e.g., seismic velocity where vy is the velocity in the top layer and v; is the veloc-
ity in the underlying layer]:

L(va—vp)

M =5 (2 +v1)

* 100 % (31)
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Fig. 3.1 Generalized structure of a seismic discontinuity. The depth of a discontinuity is defined
as the radial position of the change in material properties from the center of the Earth. At this
boundary, there exists a few percent increase (or decrease) in the density and seismic velocities
(Eq. 3.1), resulting in an impedance contrast (Eq. 3.2). For this example, the impedance contrast
is positive. The sharpness of the seismic gradient (not necessarily linear) is defined as the depth
interval over which the impedance contrast increases (or decreases) and deviates from the back-
ground velocity

The transition in these properties can also be described in terms of impedance
contrast, where impedance (/) is the product of velocity (v) and density (p) across
the two layers, shear impedance contrast is the product of density and shear veloc-
ity, whereas compressional impedance contrast is the product of density and com-
pressional velocity:

1) = L P22 = P1VD 6 g,

2 (pav2 + p1vi) (3.2)
A seismic wave can reflect, transmit, or diffract along a seismic interface with the
partitioning of energy dependent upon the incidence angle, relative velocity, and
density changes at the discontinuity (see Chap. 5.2 in Aki and Richards 2002). The
depth, sharpness, and impedance contrast are directly relatable to the underlying
mechanisms that give rise to the boundaries.

Early estimates of seismic profiles for the Earth by Jeffreys (1939) revealed
abnormally strong velocity and density gradients extending over the depths from
400 to 1000 km, producing triplications of seismic waves around 20° in epicen-
tral distance. This observation was recognized early on by Birch (1952) to be
inconsistent with a purely homogeneous and adiabatic interior, and it was postu-
lated that this region represented either a compositional change in the mantle or
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solid-to-solid phase transformation of mantle minerals to denser and more com-
pact, high-pressure equivalents. Later studies of the triplication of refracted S and
P waves by Niazi and Anderson (1965) established that this region was bounded
by two first-order seismic discontinuities at approximately 350—450 and 650-
700 km depth. The early pioneering experimental work of Ringwood (1962) on
analog germinates at low pressure and temperature led to the proposal that materi-
als such as ferromagnesium silicates, including olivine [Fe,Mg]>SiO4, pyroxenes
[Ca,Na][Mg,Fe,Al][Si,Al],0¢, and garnets [Fe?t Mg, Cals[Al,Fe3,Si]2(SiOy4)3
transform into the more compact and dense spinel structures at mantle pres-
sures and temperatures. Two mineralogical phase changes in the olivine (ol) sys-
tem were discovered in pioneering work with laboratory apparatuses capable of
achieving mantle temperatures and pressures: a modified spinel form, wadsley-
ite (wd) at 13.6 GPa, and a true spinel form, ringwoodite (rw) at 19 GPa (e.g.,
Akimoto and Fujisawa 1966; Ringwood and Major 1966) (Fig. 3.2). An additional
higher-pressure phase transformation at 23 GPa of rw to perovskite (pv) [now
named bridgmanite (br) as recently approved by the International Mineralogical
Association] plus ferropericlase or magnesiowiistite (fp) was revealed by the
advent of laser-heated diamond anvil cells (Liu 1976). An excellent review of
work on these boundaries can be found in the following references: Bina and
Helffrich (1994), Stixrude (1997), Shearer (2000).

Additional deep discontinuities have been proposed in a variety of stud-
ies including the 220 km discontinuity (e.g., Lehmann 1961; Dziewonski and
Anderson 1981), the X-discontinuities at 250-330 km depth, discussed here (e.g.,
Revenaugh and Jordan 1991), as well as a 520 km discontinuity (e.g., Shearer
1990). The 220 is attributed to several different mechanisms; the tectosphere
hypothesis of Jordan (1975) suggested the 220 is a chemically distinct bound-
ary layer beneath the cratons, while Karato (1992) attributes the 220 to a switch
from anisotropy to isotropy in the mantle, resulting from a change in the defor-
mation mechanism from dislocation creep to diffusion creep. Seismically, the 220
is observed regionally, with the most robust observations occurring beneath the
continents (e.g., Gu et al. 2001; Deuss and Woodhouse 2002) and a few detec-
tions beneath the oceans (Rost and Weber 2001). For the 520 km discontinuity,
Ringwood (1975) predicted a discontinuity near this depth arising from the miner-
alogic phase transformation of wadsleyite to ringwoodite, though a global seismic
study by Deuss and Woodhouse (2001) has suggested multiple 520 km disconti-
nuities that may also be attributed to phase changes in the garnet system. The 520
has been argued to be a weak global discontinuity (e.g., Shearer 1991; Flanagan
and Shearer 1998b), though in some seismic studies it is only detected beneath the
continents (e.g., Gu et al. 1998).

The primary focus of this chapter, the X-discontinuities, or more simply the X,
is a set of intermittently observed interfaces with seismic detections at 250-330 km
depth beneath the continents and oceanic regions, spanning a wide variety of seismic
probes, including PP precursors (Wajeman 1988), ScS reverberations (Revenaugh
and Jordan 1991; Williams and Revenaugh 2005; Courtier et al. 2007; Bagley and
Revenaugh 2008), receiver functions (Eagar et al. 2010; Shen et al. 2014), and SS
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Fig. 3.2 Seismic discontinuities related to phase changes of minerals within a mechanical mix-
ture of basalt and harzburgite. The left panel shows the change in elastic parameters with depth
for a theoretical mantle composition with a 20 % basalt fraction and potential temperature of
1800 K (Xu et al. 2008). The right panel shows the phase proportions of minerals at depth for the
seismic model. Phase labels are as follows: olivine (ol), wadsleyite (wa), ringwoodite (ri), fer-
ropericlase (fp), Mg-perovskite or bridgmanite (br), majorite garnet (gt), akimotoite (ak), clino-
pyroxene (cpx), orthopyroxene (opx), plagioclase (pl), quartz (qz), coesite (co), stishovite (st),
high-pressure clinopyroxene (c2/c), Ca-perovskite (capv), Ca-ferrite (cf)

precursors (Zhang and Lay 1993; Deuss and Woodhouse 2002; Schmerr et al. 2013).
These seismic studies determined that the X possesses a relatively low positive shear
impedance contrast (3—5 %) but is seismically sharp, with the gradient constrained to
be <5 km across the discontinuities (Revenaugh and Jordan 1991; Zheng et al. 2007
Bagley and Revenaugh 2008). The X is primarily observed beneath the regions of
subduction (Zhang and Lay 1993), continents (Wajeman 1988), and a few hot spots
(Courtier et al. 2007; Bagley et al. 2009).

Several different mineral physical and petrologic mechanisms have been pro-
posed to explain the X-discontinuities near 300 km depth (for a review, see
Williams and Revenaugh 2005). Mechanisms ascribed to the X include the fol-
lowing: the formation of hydrous phase A in subduction zones (Akaogi and
Akimoto 1980; Revenaugh and Jordan 1991), a crystallographic transition in
pyroxene from orthorhombic to monoclinic C2/c structure (Woodland 1998),
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and the solid-to-solid phase transformation of coesite to stishovite in subducted
basaltic materials (Williams and Revenaugh 2005). At high pressure, this basalt
would convert to eclogite in the mantle. The extra SiO; producing the co—st phase
transition results from the conversion of feldspar (plagioclase) within basal-
tic rock to both aluminous diopside and garnet via the following reaction path-
ways: CaAl;SirOg (plagioclase) + n(Ca,Mg)SirOg (diopside) — nCaMgSirOg-
CaAl;SiOg (aluminous diopside) + SiO, and 2(Mg,Fe)SiO3; (orthopyrox-
ene) + CaAlxSirnOg (plagioclase) — Ca(Mg, Fe),AlSiz012 (garnet) + SiO»
(Green and Ringwood 1967; Williams and Revenaugh 2005). The formation of
hydrous phase A is feasible in regions of subduction, although relatively low man-
tle temperatures are required to stabilize this phase (Revenaugh and Jordan 1991).
Similarly, the formation of stishovite requires the presence of unequilibrated basalt
(eclogite) in the mantle (Liu et al. 1996). The crystallographic reorganization of
pyroxene produces a 0.7 % positive shear impedance contrast (Woodland 1998),
which is in poor agreement with the higher contrast detected in previous seismic
observations and may not even be the stable phase in the mantle (Zhang et al.
2012). Regardless, thermodynamical modeling of whole mantle compositions for
mechanically mixed and equilibrium assemblages of the mantle calculated by Xu
et al. (2008) indicates that the coesite to stishovite transformation is present where
eclogitized grains of mid-ocean ridge basalt (MORB) and harzburgite (depleted
mantle) remain unequilibrated in the mantle due to incomplete mixing processes.
For this reason, we investigate the hypothesis that the presence of the X may be
used an indicator of lateral variations in mantle heterogeneity.

3.2 Relationship of Discontinuities
to Mantle Heterogeneity

The pressures at which phase changes occur in the Earth correspond to the depth at
which discontinuities are observed (Fig. 3.2); a set of well-known examples include
the ol to wd transition near 410 km depth, and the rw to br + fp dissociation near
660 km depth (Ringwood 1975). The nature of a phase transformation is sensitive
to the thermal and chemical state of the mantle, and thus, discontinuities can be
used as an indicator of mantle heterogeneity (e.g., Stixrude 1997), (Fig. 3.3). An
additional consequence is that regional variation in mantle composition and tem-
perature will produce topography on a phase-change-related discontinuity. The
Clapeyron slope of a phase change is defined as the response of the phase change
to a perturbation in the surrounding pressure and temperature; a positive Clapeyron
slope results in a phase change moving to greater pressure (depth) in response to
an increase in temperature, while a negative Clapeyron slope results in the phase
change migrating to lower pressure (depth) for an increase in temperature (and vice
versa). This is classically recognized in the phase changes of the olivine system,
where the ol to wd phase transition is exothermic (Katsura and Ito 1989), giving
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Fig. 3.3 The response of seismic discontinuity depth to changes in mantle temperature and
composition arising from mantle dynamics. a Continuous thermal anomalies such as plumes and
slabs. b Dipping and non-continuous anomalies in the mantle producing topography on discon-
tinuities with uncorrelated behavior. ¢ Scenarios in which the composition of the mantle varies
laterally; hydration (Smyth and Jacobsen 2006), the enrichment of Mg (Fei and Bertka 1999),
and a component of unequilibrated basalt (Xu et al. 2008). d Combination of thermal and chemi-
cal effects; in this case subducting lithosphere entraining depleted and enriched material from the
upper mantle into the deep Earth

it a positive Clapeyron slope (dP/dT), while the rw to br + fp phase transition is
endothermic (Ito and Takahashi 1989), possessing a negative Clapeyron slope
(Fig. 3.2). In the presence of a continuous thermal anomaly across the mantle tran-
sition zone (Fig. 3.3), the 410 and 660 km discontinuities will move in opposite
directions: toward each other in hot regions, and away from each other in colder
areas. This has led to the proposition of using the 410 and 660 km discontinui-
ties, as well as other discontinuities, as mantle thermometers (e.g., Jeanloz and
Thompson 1983; Bina and Wood 1987; Revenaugh and Jordan 1989; Stixrude
1997; Helffrich 2000; Cammarano et al. 2003; Lebedev et al. 2003).

In the case of the X, the proposed mechanisms all have positive Clapeyron
slopes, 3.2 £ 0.1 MPa/K (1100-1600 K) for the coesite to stishovite phase
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transition (Akaogi et al. 2011), and 2.9-4.5 MPa/K for the transition in pyroxene
from orthorhombic to monoclinic C2/c structure (Woodland and Angel 1997; Yu
et al. 2010); both discontinuities are thus expected to respond in a similar fashion
to changes in mantle temperature.

In addition to temperature effects, compositional and mineralogical variations
can affect the depth, sharpness, and impedance contrast at a discontinuity. For
example, the presence of hydrogen in the high-pressure polymorphs of olivine
is predicted to thicken the mantle transition zoneand reduce seismic discontinu-
ity sharpness (Williams and Hemley 2001; Ohtani et al. 2004; Karato 2006). Iron
content variations can also affect the depth of the phase transformations in the
olivine, garnet, and pyroxene systems (Fei and Bertka 1999; Thybo et al. 2003),
stabilizing them to greater depths (Fig. 3.3). Changes in mantle mineralogy also
play a role. At extremely high temperatures, the ringwooditephase is found to dis-
sociate into majorite garnet, switching the sign of the Clapeyron slope at 660 km
depth to a positive sign (Weidner and Wang 1998; Deuss et al. 2006). At lower
temperatures, the ilmenite phase stabilizes in the mantle, producing an additional
reflector near 660 km depth (Stixrude and Lithgow-Bertelloni 2007). For the X,
mantle composition plays an important role in defining what mechanism(s) are
responsible for the interface; this can be seen in Fig. 3.2, the coesite to stishovite
phase transition andthe opx to C2/c phase transition are both capable of produc-
ing seismic interfaces in the upper mantle, ultimately depending upon the com-
position of the rocks at depth, as discussed in more detail by Deschamps et al.
(2015). Figure 3.4 further illustrates the properties of these two mechanisms; the
Clapeyron slope for the co—st phase transition is constant over mantle tempera-
tures, while the Clapeyron slope of the opx to C2/c phase transition has a temper-
ature dependence, steepening at higher mantle potential temperatures (Xu et al.
2008). In addition, the predicted shear impedance contrast for opx to C2/c transi-
tion is significantly weaker than the co—st phase transition. For high fractions of
harzburgite, the opx to C2/c transition produces a stronger impedance contrast,
while at high fractions of basalt, the co—st is the stronger impedance contrast. An
interesting consequence of this behavior is the possibility for the presence of mul-
tiple discontinuities near the depth of the X. Ultimately, the relative depth and
impedance contrast of the X may serve as a probe sensitive to mantle composition
and temperature.

Seismic discontinuities can play a role in mantle dynamics, ultimately affecting
how compositional and thermal heterogeneities are distributed through the man-
tle. At present, our understanding of how the mechanisms underlying the X would
affect mantle flow is poorly understood. Geodynamical considerations predict that
the Clapeyron slopes of discontinuities help to organize the nature of convection,
by either assisting or impeding rising, and hot or cold and sinking anomalies. This
is exemplified by the exothermic reaction at 410 km depth, which allows materi-
als to pass unimpeded, with the possible exception of rapidly sinking, cold, and dry
subducted lithosphere (e.g., Bina and Wood 1987), while the endothermic phase
change at 660 km depth serves as an imperfect barrier to mantle flow (Christensen
and Yuen 1985; Brunet and Yuen 2000). However, both the Clapeyron slope at the
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Fig. 3.4 The effect of thermal and compositional heterogeneity on the shear impedance contrast
of the X-discontinuities for select models in a mechanically mixed mantle assemblage (Xu et al.
2008). The gray lines indicate the predicted behavior of the co—st (dashed) and opx—C2/c phase
transitions (solid). a Shear-wave velocity models as a function of mantle potential temperature,
showing thermal effects on the depth of the X-discontinuities for a fixed basalt/harzburgite frac-
tion. b Shear-wave velocity models as a function of mantle composition, showing compositional
effects on the impedance contrast of the X mechanisms; depth is constant across a fixed tem-
perature for the two boundaries. In A and B, shear velocities are fixed to the model velocity at
200 km depth, and offset every 100 K in part A and 0.1 basalt fraction in part B. ¢ and d Reflec-
tivity synthetic waveforms calculated for the velocity and density models in parts A and B. The
S410S and S520S precursors, precursors from the X-discontinuities (SxS), and an non-precur-
sory seismic phase, [s410s, s660 s]Sdiff, are labeled in red. e and f Shear impedance values cal-
culated from the velocity models in parts A and B. The detection threshold for the SS precursors
of the X is ~1 % shear impedance contrast

410 and especially the 660 are predicted to be small, weakening their roles (Bina
and Helffrich 1994) and it is unlikely the X will have large effects. The role of
the 660 in convection is still non-negligible, as viscosity modeling predicts that
the mantle becomes 30-50 times more viscous below 660 km depth (Forte and
Woodward 1997) which could potentially change the scale length of convection
across this boundary. Geodynamical models incorporating a large viscosity change
at the 660 suggests materials can “pool” or stagnate at the 660 before continuing
onward to greater or shallower depths in the mantle (Farnetani and Samuel 2005).
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This generates a mechanism for isolating subducted materials into the upper mantle,
at least temporarily, or perhaps sequestering volatiles or compositional heterogenei-
ties into the mantle transition zone (Bercovici and Karato 2003). Dynamical studies
by Richard et al. (2006) posed that material stalled at the base of the transition zone
can be remobilized upward into the mantle. Likewise, deeper heterogeneities from
the lower mantle can be entrained into the upper mantle (Farnetani and Samuel
2005). Geodynamical modeling of a hot, compositionally heterogeneous man-
tle plume containing an enriched, denser component finds that this material would
tend to pool at 300410 km depth, before rising to feed a shallower plume conduit
(Ballmer et al. 2013). Such models could be influenced by the mechanisms underly-
ing the X, with the implication that detections of the X may be sensitive to upper
mantle heterogeneity and the nature of mantle convection processes.

3.3 Seismic Imaging of Mantle Discontinuities

Seismic mapping of mantle discontinuities reveals a wealth of information about
the thermal and chemical properties of the mantle, as well as the nature and mode
of mantle convection. A number of seismic techniques have been developed for
imaging discontinuity structure both at the regional and global scales. The two pri-
mary methods are (1) seismic refraction studies of triplicated waves (e.g., Grand and
Helmberger 1984; Ryberg et al. 1998; Song et al. 2004) and (2) secondary phases
either converted or reflected at a discontinuity, such as, but not limited to: precursors
to PKPPKP from underside reflections from discontinuities e.g., Rost et al. (2015),
P-to-SV conversions at the discontinuity beneath the receiver, underside reflections
occurring as precursors to SS and PP, and top- and bottom-side reflections of ScS
reverberations off the discontinuities (for an extensive review see Shearer 2000). Most
measurements of global discontinuity topography utilize long-period seismic datasets
(>25 s or 0.04 Hz), limiting their resolution to structures on the order of several thou-
sand kilometers (Flanagan and Shearer 1998a; Gu et al. 1998; Gu and Dziewonski
2002). Higher resolution techniques, such as the receiver function method (Ammon
1991), provide much more detailed pictures of discontinuity structure, but are gen-
erally limited to regional scales by a lack of sampling away from seismic stations.
Regardless, these regional studies reveal evidence for a variety of thermal and chemi-
cal anomalies, including high-temperature thermal anomalies beneath the hot spot
volcanism (Li et al. 2000), the possible presence of hydrogen in the mantle transition
zone (e.g., Song et al. 2004), and a multitude of other chemical anomalies (Zheng
et al. 2007). High-resolution studies indicate that the long wavelength global models
smooth small-scale regional variations. Furthermore, there is also evidence that other
phase changes outside the olivine system can produce seismic discontinuities and that
multiple boundaries are possible (Deuss and Woodhouse 2002). Much work remains
to elucidate the smaller scale structure of discontinuities around the globe.

To investigate the structure of the X, we use secondary seismic phases arriving
as precursors to the seismic phase SS that form as underside reflections of seismic
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energy from the upper mantle discontinuities (Fig. 3.5). The precursors have previ-
ously been used to produce global maps of 410 and 660 km discontinuity topog-
raphy (e.g., Shearer and Masters 1992; Shearer 1993; Gossler and Kind 1996;
Flanagan and Shearer 1998b, 1999; Gu et al. 1998; Gu and Dziewonski 2002;
Chambers et al. 2005). SS precursors have also been used to map regional disconti-
nuity topography in study areas spanning several thousand kilometers (e.g., Lee and
Grand 1996; Niu et al. 2000, 2002; Deuss and Woodhouse 2002). The SS precur-
sory phase is denoted SdS, where d is the depth of the underside reflection, located
beneath the SS surface bounce point (halfway between source and receiver). SS
precursor studies have established the 410- and 660-km discontinuities as global
features, though using relatively long-period energy (periods > 25 s), providing
maps with lateral resolution on the order of several thousands of kilometers (e.g.,
Flanagan and Shearer 1998b; Gu et al. 1998). The precursors have also been used to
study the X-discontinuity (Deuss and Woodhouse 2002; Deuss 2009; Schmerr et al.
2013), although the X precursory arrival is much lower amplitude than the precur-
sors from the 410- and 660-km discontinuities.

The precursors are low-amplitude phases, on the order of 1-10 % of the reference
SS phase, and require stacking of many hundreds of seismograms to bring the precur-
sory arrivals out of the background noise. Seismic stacking enhances low-amplitude
coherent signals relative to the background noise level by using the constructive inter-
ference and deconstructive interference. Coherent signals, such as the SS precursors,
constructively interfere, enhancing the amplitude of each arrival, while uncorrelated
noise will deconstructively interfere, canceling the noise signal out. The relative travel
times and amplitudes of the stacked precursors are used to investigate the depth, sharp-
ness, and impedance contrast present at mantle discontinuities. A thorough description
of stacking techniques and array methodologies used for obtaining these parameters
here can be found in Schmerr and Garnero (2006) and Schmerr and Thomas (2011).
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Fig. 3.5 The geometry of SS and its precursors that sample the upper mantle discontinuities. a
Synthetic seismogram waveforms of SS and the precursors (Fuchs and Miiller 1971). Arrivals
from the free surface (SS) and upper mantle discontinuities are highlighted in gray. The wave-
form is amplified by a factor of 10 before the SS arrival to better illustrate the lower amplitude
precursor waveforms. b Raypaths of SS and the precursors in the upper mantle. Mineral phases
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event pair at an epicentral distance of 150° showing the paths of SS (black), SxS at 300 km depth
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Owing to the wide distribution of sources and seismometers over the globe combined
with a fairly broad distance range in which SS can be observed, global and regional
bounce point coverage for these phases is relatively dense compared to other seismic
phases used to study the discontinuities; thus SS precursory phases are ideal tools for
investigating discontinuity structure at a variety of scales.

3.4 Detections of the X-Discontinuity

The Pacific basin is an ideal region to investigate the relationship between thermal
and chemical heterogeneity at the X-discontinuity. It is host to a number of pre-
sumably deeply seated hot spots (e.g., Hawaii, Louisville, Samoa, and the South
Pacific Superswell), an extensive length of mid-ocean spreading ridge (the East
Pacific Rise), and is circumscribed by multiple subduction zones. The SS precur-
sors have dense sampling across this entire region, making it possible to look with
a high degree of confidence at lateral variations in discontinuity structure.

To observe the X, we use the broadband displacement seismogram dataset of
(Schmerr et al. 2010) to search for SS precursors arriving from the depth range
of 230-350 km that sample beneath the Pacific basin. This dataset was collected
from earthquakes with a moment magnitude >5.8 to ensure sufficient energy for
SS arrivals, source depths <75 km to avoid confusion of sS410S with X precur-
sory reflections, and source-receiver geometries falling in the epicentral distance
range of 80-165°. The final dataset consisted of over 130,000 SS waveforms
recorded at broadband seismic stations that densely sample the mantle beneath the
Pacific Ocean. All seismograms were Butterworth low-pass-filtered with a corner
at 10 s to exclude the high-frequency noise band present from 5-8 s. Low-pass-
filtered data were required to have a signal-to-noise ratio of >2.5 (the “noise” win-
dow is defined by measuring the enveloped maximal amplitude in a 100-s window
preceding the theoretical P wave arrival, and “signal” as the enveloped maximal
amplitude in a £50 s window around the theoretical SS arrival), resulting in reten-
tion of 17,000 of the highest quality data.

We then use stacking of seismograms to bring coherent arrivals out of the back-
ground noise (Shearer 1990). There exist a variety of approaches for studying dis-
continuity structure using the SS precursors (Deuss and Woodhouse 2002; An et al.
2007; Houser et al. 2008; Lawrence and Shearer 2008), including sensitivity tests
and synthetic modeling of precursor behavior in response to 3-D heterogeneities
(Chaljub and Tarantola 1997; Zhao and Chevrot 2003; Bai and Ritsema 2013). Here,
we implement the slowness stacking and distance exclusion procedures of Schmerr
and Garnero (2006), Schmerr and Thomas (2011), which is similar to the methodol-
ogy of Flanagan and Shearer (1998b), except that epicentral distances with interfering
seismic waves are excluded from the stack. Data falling in the distance range of 105—
125° and 140-165° are included, as they are separated from any interfering phases,
such as ScS660ScS or ScS410ScS and s410ss660sSdiff that could masquerade as
SxS (Fig. 3.4). As a further check, stacking is done with data and reflectivity synthetic



3 Imaging Mantle Heterogeneity ... 91

seismograms (Fuchs and Miiller 1971), where synthetics were made for each source
and receiver combination, to examine predictions for the waveforms of the stacked
results. This approach evaluates stack uncertainty using a bootstrap-resampling algo-
rithm (Efron and Tibshirani 1986) that determines the 95 % confidence level (20) in
travel time (depth) and amplitude (impedance) of every stack. To investigate regional
discontinuity structure, as well as approximate the averaging effects of the SS Fresnel
zone, the dataset is organized into geographic bins that stack all data falling within a
1000 km radius of nodes spaced every 500 km across the Pacific.

The stacks of SS precursors are converted to depth using theoretical reflec-
tors introduced into the PREM background velocity model. These depths are cor-
rected for the travel time perturbations introduced by crustal structure, topography/
bathymetry using CRUST2.0 (Bassin et al. 2000), and for the differential path of
the SS wave in the upper mantle by raytracing through the S40RTS shear-wave
tomography model (Ritsema et al. 2011). The impedance contrast is estimated at
the observed discontinuity by measuring the relative amplitude of the stacked SS
to the precursory stack and corrected for geometric spreading, attenuation, stack
defocusing, and other systematic effects using a synthetic seismograms gener-
ated for PREM and stacked alongside the dataset. The resulting measurements are
translated into discontinuity depth and impedance contrast as well as the associ-
ated uncertainties provided by the bootstrap resampling; prior modeling efforts of
10-15 s period waves by Schmerr et al. (2013) indicated that the sharpness of the
discontinuity must have a thickness <20 km to resolve the precursor from discon-
tinuities near 300 km depth. The locations and elastic contrasts of precursor obser-
vations beneath the Pacific of the X-discontinuity can be found in Fig. 3.6 and are
compared to earlier results (Deuss and Woodhouse 2002; Schmerr et al. 2013).
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Fig. 3.6 Detections of the X-discontinuity by the SS precursors. The symbols are scaled to the size
of the shear impedance contrast at the interface; (Deuss and Woodhouse 2002) (crosses), (Schmerr
et al. 2013) (circles) and this work (triangles). The locations of hot spots (gold stars) (Courtillot
et al. 2003), plate boundaries (red lines) (Bird 2003), and continents indicate tectonic and volcanic
features. The results here are focused on X observations beneath the Pacific and surrounding plates
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Fig. 3.7 Statistical information on X-discontinuity detections beneath the Pacific basin. Histo-
grams of a X-discontinuity depth and b shear impedance contrast. ¢ Correlation between discon-
tinuity depth and impedance contrast. In part ¢, the large black circles indicate detections with a
depth uncertainty <5 km, while smaller circles indicate uncertainties >5 km. The dip in detec-
tions at ~230 km depth is used to define the separation of the Lehmann (L) discontinuity from
detections the X-discontinuity
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Fig. 3.8 Example fits of data observations to models of mantle potential temperature and basalt
fraction. a Data stacks for the X-discontinuity precursor (SxS) in a geographic bin centered at
-179.11° W longitude and 35.99° N latitude, and b for a bin located at -137.08° W longitude and
3.75° N latitude. Gray shading indicates the 95 % (20) confidence interval from the bootstrap
resample (Efron and Tibshirani 1986). ¢ and d Inverse chi-square weights for fits of discontinuity
depths to mantle potential temperature and basalt fraction for each example stack. e and f Inverse
chi-square weights for fits of discontinuity impedance contrast to mantle potential temperature
and basalt fraction for each example stack. g and h Product of depth and impedance contrast fit,
indicating overlapping solutions. In each panel, the reference a priori structure is indicated by a
red cross, and the weighted best fit solutions for basalt fraction (f), temperature (T), and phase
coexistence (¢) by the orange cross

The SS precursor analysis reveals discontinuities falling throughout the upper
mantle beneath the Pacific (Fig. 3.7). The 3-5 % drop in shear impedance con-
trast that is observed near 230 km depth (Fig. 3.7¢) is used to define detections
of the Lehmann discontinuity, labeled as “L” in Fig. 3.7c. The L only appears
sub-regionally in our study area and is primarily present beneath the mid-ocean
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ridges and subduction zones, and sporadically elsewhere. Boundaries beneath this
cutoff depth are assigned to the X-discontinuity; the X is detected in 76 % of the
geographic bins for the Pacific (two example stacks are shown in Fig. 3.8a, b). The
average depth of the X falls at 293 £ 65 km (Fig. 3.7a), with a mean shear imped-
ance contrast of 2.3 &+ 1.6 % (Fig. 3.7b). Approximately 20 % (n = 77) of the X
detections take the form of multiple geographically co-located boundaries that are
separated in depth by an average of 77.5 + 14.5 km. The average depth for the
shallower boundary is 251 4 15 km, while the deeper interface is at 327 + 14 km
depth (2 peaks in Fig. 3.7a). These detections of multiple X are found near the
East Pacific Rise, the Big Island of Hawaii, and the Aleutian, Cascadia, and Tonga
subduction zones (Fig. 3.9).

This range of depths and shear impedance contrasts falls within the pre-
dicted ranges for the coesite to stishovite and opx to C2/c pyroxene as shown in
Fig. 3.4. To unravel the complexity in discontinuity depth and shear impedance
contrast, the results from our dataset are compared to the mineral physics model
of Xu et al. (2008), and lateral variations in discontinuity depth and shear imped-
ance (Fig. 3.9a, b) are assigned to potential temperature and basalt fraction of the
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Fig. 3.9 Lateral variations in Pacific mantle temperature and composition as recovered from the
mechanical mixture assemblage model of (Xu et al. 2008) (see text). a X-discontinuity depth,
and b impedance contrast across the Pacific study region. ¢ Average weighted model solutions for
temperatures. d Average weighted model solutions for the basalt fraction of the mantle. All maps
were smoothed using a minimum curvature algorithm with a tension factor of 0.25 (Wessel and
Smith 1998). e Average weighted model solutions for ¢ value. f The locales of multiple X detec-
tions in the Pacific. In parts E and F, the continental coastlines in outlined in red. In all panels,
hot spots (black crosses) (Courtillot et al. 2003) and plate boundaries (Bird 2003) indicate the
location of surface tectonic and volcanic features
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mantle (Fig. 3.9¢, d), respectively. In this modeling approach, the mantle’s com-
position is treated as a mixture of basalt (oceanic crust) and harzburgite (depleted
oceanic lithospheric mantle) forming a mechanical mixture or equilibrium assem-
blage of thermodynamically stable minerals.

3.5 Modeling of Heterogeneity

To model mantle heterogeneity with our results, we use the mechanical mixture
assemblage, allowing for both the coesite to stishovite and opx to C2/c pyroxene
to coexist and investigate the relationship between our observables (discontinu-
ity depth and impedance contrast) and mantle temperature and composition. We
require the mechanical mixture assemblage over the equilibrium model as quartz
would react with olivine to form orthopyroxene, eliminating the possibility of
having coesite to stishovite phase transition that is necessary to explain the large
impedance contrasts observed in the data (Stixrude and Lithgow-Bertelloni 2005).
To compare the observations from data to the models, we generate synthetic seis-
mograms using the reflectivity method (Fuchs and Miiller 1971). The synthetic
travel times and amplitudes are then stacked and used to construct a set of precur-
sor-derived impedance contrasts and depths for the models for the Xu et al. (2008)
database (Fig. 3.4b, c).

The best fitting models (and associated errors) to the Xu et al. (2008) database
are determined by using the depth, impedance contrast, and variances calculated
from the stacks of SS precursors (Fig. 3.8). In every SS precursor observation of
the X-discontinuity, we calculate a reduced chi-square fit of the observed depth
and impedance (and associated errors) to the synthetically determined depths and
impedances. To assess the role of multiple discontinuities, and account for the fact
that the impedance contrast and depths of these two mechanisms can overlap, we
introduce the parameter ¢, defined as the relative contribution of models favor-
ing the cost phase transition (assigned a value of 1.0) and those favoring the opx
to C2/c (assigned a value of 0.0). Thus, an average ¢ value of 1.0 indicates the
co—st phase transition is preferred by the data fit, a value of 0.5 indicates no pref-
erence (equally fit), while a value of 0.0 indicates the opx to C2/c transition is
preferred by the data. An average weighted model solution is obtained using the
inverse of the chi-square value is to weight the likelihood of each model parameter
(Fig. 3.8c-h) for temperature, basalt fraction, and ¢.

In the average weighted model solution (red crosses in Fig. 3.8c—h), we impose
the following a priori constraints: (1) The mantle potential temperature must fall
within £400 K of a value of 1600 K. This reference temperature is consistent
with the average discontinuity depth (293 km) and range of mantle potential tem-
perature estimated for the Pacific (Putirka 2005). Owing to the positive amplitude
of the Clapeyron slopes, it is implicit that shallower discontinuities will map to
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models with lower temperatures, while deeper discontinuities will map to higher
temperatures (Fig. 3.9a, c). (2) We assume a reference bulk composition of
20 % basalt and 80 % harzburgite, similar to the basalt/harzburgite fraction cal-
culated for the bulk chemistry of mantle peridotite (18 % basalt, 82 % harzbur-
gite) (Ringwood 1975; Hirschmann and Stolper 1996; Xu et al. 2008), and allow
basalt fraction to vary from 5 to 35 %. This spread of values is broadly consistent
with bulk mantle compositions ranging from depleted mantle harzburgite to that
of mantle eclogites (Ritsema et al. 2009; Ballmer et al. 2013; Khan et al. 2015).
The final solution(s) for each data stack are obtained by finding the weighted aver-
age temperature and basalt fraction(s) for the models that satisfy both of these a
priori limits; two example solutions are shown in Fig. 3.8. Note that in most cases,
multiple solutions are found for basalt fraction, temperature, and ¢ (Fig. 3.9); this
weighted average corresponds to where the various parameters overlap (orange
crosses; Fig. 3.8g, h). Across the entire dataset, there are consistent bimodal dis-
tributions of preferred parameters. Temperature solutions occur most frequently at
1250 and 1750 K (+124 K; min = 16 K, max = 239 K), basalt fraction has two
modes at 0.18 and 0.25 (+£7 %; min 3 %, max 11 %), and ¢ has two modes 0.6
and 0.8 (Fig. 3.10).

It is important to recognize that there are numerous inherent uncertainties asso-
ciated with this approach, and the solutions shown here are not unique, but rather
represent the field of probable models for the underlying assumptions in Xu et al.
(2008) that best match the observables. As can be seen in the examples in Fig. 3.8,
and the maps in Fig. 3.9a, c, discontinuity depth largely defines the solution for
temperature, while the solution for basalt fraction is closely tied to the meas-
ured impedance contrast and hence SS precursor amplitude ratio (Fig. 3.8e, f and
Fig. 3.9b, d). Increasing the uncertainties associated with these values in the stacks
opens up a much wider variety of models that can satisfy the constraints provided
by the Xu et al. (2008) database. We discuss the patterns of these models and the
associated uncertainties in more detail in the following section.
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Fig. 3.10 Histograms of the average weighted model solutions for temperature, basalt fraction,
and ¢ in the Pacific. Temperatures are bin in 50 K increments, basalt fractions in 0.025 incre-
ments, and ¢ in 0.05 increments
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3.6 Patterns of Heterogeneity

The purpose of this section is to discuss the patterns of thermal and chemical het-
erogeneity shown in Fig. 3.9, and to examine the uncertainties that are present in
the seismic observations and mineral physical modeling that may bias our inter-
pretation of the X.

A major source of uncertainty in our interpretations derives from the correc-
tions applied to the data prior to conversion to depth and impedance contrasts. The
travel time corrections for upper mantle heterogeneity used to correct precursor
arrival times are almost certainly underestimated, as many body wave tomogra-
phy models are overly smooth and do not fully recover the amplitude of velocity
anomalies in the mantle (Zhao and Chevrot 2003; Ritsema et al. 2011; Bai and
Ritsema 2013; Schaeffer and Lebedev 2015; Rawlinson et al. 2015). This bias in
upper mantlevelocity heterogeneity will translate into excess topography on the
mantle discontinuity and ultimately an overestimation of the variation in mantle
potential temperature (Gu et al. 2003; Deuss 2009; Houser and Williams 2010).
For example, the addition of £1 s of travel time in the correction for upper mantle
structure and crustal thickness and topography introduces +3 km of uncertainty
in depth, resulting in an additional uncertainty of +20-50 K in the temperature
estimates. The actual uncertainty in travel time corrections can be as high as
3—4 s, translating to potential temperature uncertainty of ~200 K. The accuracy
of depth mapping to temperature is also highly dependent upon the choice for the
Clapeyron slope of each phase transition (Stixrude 1997). If the Clapeyron slope
used to map depth perturbation to temperature is too low and/or assigned to the
wrong phase transition at the interface, this can produce a temperature mismap. In
addition, the efficacy of the correction factor applied to precursor amplitude ratios
(and conversion to shear impedance) to remove systematic effects such as differen-
tial attenuation between SS and the precursor, source radiation pattern, geometric
spreading, interfering phases, and stack defocusing is reliant upon the accuracy of
the 1-D model used to construct the synthetics for computation of the correction
factor. SS precursor amplitude ratios are also affected by 3-D structures including
attenuation, discontinuity topography, and scattering effects that are not accounted
for in the 1-D synthetics (Chaljub and Tarantola 1997; Zhao and Chevrot 2003;
Bai and Ritsema 2013). An increase in the precursor amplitude ratio of 25 %
translates to a similar increase in the recovered impedance contrast, and results in
the mapping of basalt fraction to a value ~7—8 % higher.

Even with these uncertainties, in many regions there appears to be a weak
correlation of our modeled thermal and chemical heterogeneity with surface tec-
tonics and volcanism. This correlation is not unexpected, as subduction zones,
ridges, and hot spots are the surface expression of deeper processes that can intro-
duce thermal and chemical heterogeneity into the mantle. Resolution of struc-
ture related to these surface features is typically averaged or smoothed by the
long-period SS waves sampling the mantle over scale lengths of thousands of
kilometers. Synthetic tests show that the SS precursor is more sensitive to long
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wavelength structure on the mantle discontinuities and would not resolve many of
the smaller scale features associated with plume conduits or subducting crust (e.g.,
Chaljub and Tarantola 1997). In addition, the large Fresnel zone of SS leads to
smearing of structure into neighboring regions. Thus, more emphasis should be
placed on interpreting the long wavelength variations in structure (>1000 km) over
numerous small-scale variations seen in Fig. 3.9.

Beneath the subduction of the southwestern Pacific, the X is detected at shal-
lower depths; this is consistent with the presence of lowered mantle potential tem-
perature in these regions. The modeling also indicates these regions favor a bulk
composition that is basalt-enriched (Fig. 3.9¢). The presence of the cost phase
transition in the vicinity of subduction would result from the introduction of sedi-
ments, fluids, metasomatized mantle, and basaltic melts that are emplaced in the
mantle wedge and entrained downward during subduction (e.g., Revenaugh and
Jordan 1991; Williams and Revenaugh 2005; Zheng et al. 2007; Akaogi et al.
2011). A less coherent pattern of heterogeneity lies beneath the Aleutian and
Cascadian subduction zones, with a range of lowered and elevated temperatures
and bulk basalt fractions associated with these subduction zones. These areas fall
at the margins of our study region, with a geographic bias toward the sub-slab
structure and less sampling of the mantle wedges, thus their patterns of heteroge-
neity are not fully resolved here.

With the hot spots and ridges, the pattern is complex and many locales indicate
some thermal perturbation (+100 K) from the average mantle potential tempera-
ture, while others indicate colder temperatures associated with upwelling, and oth-
ers registering hotter mantle (Fig. 3.10). Indeed, it is intriguing that many of the
hot spots appear to fall at colder potential temperatures or along the margins of
hotter anomalies. For example, at Hawaii, there is a trend perpendicular to the hot
spot track in both the modeled basalt fraction and temperature. To the northeast,
there is a lower basalt fraction, lower potential temperatures, and ¢ < 0.5, indi-
cating the preference of the opx to C2/c pyroxene mechanism in the modeling,
while to the southwest, there is a higher basalt fraction, elevated temperatures,
and ¢ > 0.5, indicating the cost phase transition is preferred in the models. This
bimodal trend in bulk mantle composition across the Hawaiian hot spot is not
unexpected; the hot spot has classically been characterized by two geochemical
trends, the Loa and Kea (e.g., Sobolev et al. 2005) that are argued to delineate
separate sampling of an enriched and depleted chemical reservoir at depth (Weis
et al. 2011). Similar trends have been found at other hot spots through the Pacific
(Huang et al. 2011); many hot spots in Fig. 3.9 are associated with plate motion
perpendicular trends in bulk mantle composition. However, such models do not
explain the large variation in mantle potential temperature.

There are several possibilities that may explain the inconsistency in potential
temperature and hot spot location; the geometry of plume conduits may be tilted
or non-vertical structures and the underlying upwelling may be deflected into the
mantle flow pattern (e.g., Sleep 1990; van Keken and Gable 1995; Nataf 2000;
Zhong and Watts 2002; Montelli et al. 2004; Zhao 2004), leading to decorrela-
tion of surface features and deeper structures (An et al. 2007; Houser and Williams
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2010; Schmerr et al. 2010). However, it is unlikely the SS precursors would be
sensitive to narrow upwellings with small diameters <500 km (Schmerr et al.
2013) that are expected at a plume conduit, or that temperature variation from a
plume upwelling could produce such broad features in the upper mantle (Wolfe
et al. 2009). Alternatively, this complexity of the X-discontinuity beneath the hot
spots may not be the result from a thermal anomaly interacting with mantle phase
transitions. For example, the onset of carbonated silicate melting in the underly-
ing mantle is expected to occur at 250-300 km depth (Dasgupta et al. 2013). The
depth and impedance contrast of the X for such the onset of carbonated silicate
melting would be sensitive to variations in mantle volatile content and melt frac-
tion. Another possible hypothesis is that the X demarcates the base of hot, chan-
nelized, finger-like flow in the low-velocity zone (French et al. 2013). The base
of such regions would potentially give rise to anisotropic discontinuities oriented
parallel to mantle flow; this is a hypothesis difficult to test adding azimuthal cover-
age across the Pacific (e.g., Rychert et al. 2012).

All these possibilities reveal a primary limitation in our modeling with the Xu
et al. (2008) database. The model does not incorporate the effects of small-scale
partial melts, volatiles, and/or mantle fabrics, though efforts are underway to add
such parameters (e.g., Hier-Majumder and Abbott 2010). For example, dynamical
simulations of entrainment of a fertile, presumably subducted basalt component
from the deepest mantle, show that compositional zonation can be produced in an
upwelling plume, similar to what is observed near Hawaii (Ballmer et al. 2013).
Likewise, dynamical simulations of small fractions of melt concentrated by flow
in the mantle are still needed to understand the seismic signature of melt and vola-
tile transport in the mantle wedge beneath the subduction zones and mid-ocean
ridges (Hirschmann 2010; Dasgupta et al. 2013). Regardless if deeply sourced or
entrained into the mantle from the surface, a localized enrichment of basalt (eclog-
ite) or volatiles in the upper mantle (Hirschmann and Stolper 1996; Sobolev et al.
2005) may provide an essential link for combining the geophysical and geochemi-
cal observables in the mantle. Thus, the regional results presented here suggest the
X-discontinuities provide an important window on the mantle mixing processes,
and future work is needed to characterize the global presence, depth, and imped-
ance contrast of these mantle interfaces.

3.7 Conclusions

Mantle discontinuities provide valuable information on the thermal and chemi-
cal state of Earth’s interior. In particular, the X-discontinuities, if related to phase
changes in coesite/stishovite and pyroxene, are capable of providing information
on the temperature and chemical state of the upper mantle. This investigation of
the X-discontinuities used underside reflected shear-waves, arriving as precursors
to the seismic phase SS, to reveal that X-discontinuities are a consistent feature of
the upper mantle beneath the Pacific Ocean. These boundaries are present beneath
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the multiple tectonic and volcanic features such as subduction zones, hot spots,
and ridges with an average depth of 293 £ 65 km and mean shear impedance
contrast of 2.3 & 1.6 %. By comparing our results to a mineral physics model of
mantle composition and temperature (Xu et al. 2008), we find that the depth and
shear impedance contrast of the X-discontinuities are consistent with predictions
for the coesite to stishovite phase transition and the transition of orthopyroxene to
C2/c pyroxene, though in some regions other mechanisms, such as volatiles and/
or melt, may warrant further investigation. The presence of the coesite to stisho-
vite phase transition in the mantle is indicative a bulk composition with 20-30 %
basalt mechanically mixed into the upper mantle. The presence of excess basalt
implies that the mantle is compositionally heterogeneous, i.e., the metasomatism
of the mantle at subduction zones and sinking of slabs are entrained/transported
back to the surface, either through hot spots returning slabs into the upper mantle
or whole mantle convection. Alternatively, the X-discontinuities may be indica-
tive of carbonated silicate melting or the presence of volatiles in the upper mantle.
Thus, the X-discontinuities are a powerful probe for accessing mantle chemical
heterogeneity, and further work is needed to globally map the topography, sharp-
ness, and impedance contrast of these mantle interfaces.
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Chapter 4
Interpreting Radial Anisotropy in Global
and Regional Tomographic Models

Thomas Bodin, Yann Capdeville, Barbara Romanowicz
and Jean-Paul Montagner

Abstract We review the present status of global and regional mantle tomography
and discuss how resolution has improved in the last decade with the advent of full
waveform tomography and exact numerical methods for wave-field calculation.
A remaining problem with full waveform tomography is computational cost. This
leads seismologists to only interpret the long periods in seismic waveforms and
hence only constrain long-wavelength structure. In this way, tomographic images
do not represent the true Earth, but rather a smooth effective, apparent, or equiva-
lent model that provides a similar long-wavelength data fit. In this paper, we focus
on the problem of apparent radial anisotropy due to unmapped small-scale radial
heterogeneities (e.g., layering). Here, we propose a fully probabilistic approach to
sample the ensemble of layered models equivalent to a given smooth tomographic
profile. We objectively quantify the trade-off between isotropic heterogeneity and
strength of anisotropy. The non-uniqueness of the problem can be addressed by
adding high-frequency data such as receiver functions, sensitive to first-order dis-
continuities. We show that this method enables us to distinguish between intrinsic
and artificial anisotropy in 1D models extracted from tomographic results.
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4.1 Introduction

For more than thirty years, seismologists have imaged the earth’s interior using
seismic waves generated by earthquakes and traveling through different structures
of the planet. A remaining challenge in seismology is to interpret the recovered
Earth models in terms of physical properties (e.g., temperature, density, min-
eral composition) that are needed for understanding mantle dynamics and plate
tectonics. For example, a region of slow wave speed can be either interpreted as
anomalously warm, or rich in water, or iron.

Although seismic waves are sensitive to a large number of viscoelastic param-
eters as well as density, the mantle models constructed from seismic tomography
are only parameterized with a few physical parameters, for example, average iso-
tropic shear-wave velocity and radial anisotropy (e.g., French et al. 2013). This
is because given the available information observed at the surface, there is not
enough resolution to entirely describe the local elastic tensor. In addition to the
limited number of resolvable elastic (and anelastic) parameters, there is also the
question of spatial resolution, namely the smallest spatial scale at which heteroge-
neities can be imaged.

The number of independent elastic parameters that can be constrained is intrin-
sically associated with the level of spatial resolution. For example, it is well
known that a stack of horizontal isotropic layers will be equivalent, at large scales,
to a homogeneous anisotropic medium (Backus 1962). As we increase the scale at
which we “see” the medium (the minimum period in the observed waveforms), we
lose the ability to distinguish different layers, as well as the ability to distinguish
between isotropy and anisotropy. The anisotropy observed at large scales may be
artificial and simply the effect of unmapped fine layering. In other words, whether
a material is heterogeneous (and described by a number of spatial parameters) or
anisotropic (described by different elastic parameters) is a matter of the scale at
which we analyze its properties (Maupin and Park 2014).

Therefore, there is a trade-off between spatial roughness and anisotropy when
inverting long-period seismic data. By introducing anisotropy as a free param-
eter in an inversion, tomographers are able to fit seismic data with smoother
models and fewer spatial parameters (Montagner and Jobert 1988; Trampert and
Woodhouse 2003).

In this manuscript, we will first describe the issues that limit resolution in
seismic imaging at regional and global scales (uneven data sampling, limited
frequency band, data noise, etc), with a focus on the significance of observed
seismic anisotropy and on the problem of distinguishing its different possible
causes. Following Wang et al. (2013) and Fichtner et al. (2013a), here, we make
the distinction between intrinsic anisotropy and extrinsic (i.e., artificial) anisotropy
induced by structure. In the last section, we propose a method to separate these
two effects in a simplified 1D case with vertical transverse isotropy (i.e., ignoring
azimuthal anisotropy).
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4.2 The Resolving Power of Regional and Global Seismic
Tomography

It can be proven that if one had an unlimited number of sources, receivers, and
an unlimited frequency band, one would be able to entirely describe an elas-
tic medium from the displacement of elastic waves propagating through it and
observed at its surface. That is, the function linking an elastic medium subjected to
excitation by a source to the displacement measured at its boundaries is bijective.
For detailed mathematical proofs, see Nachman (1988), Nakamura and Uhlmann
(1994), and Bonnet and Constantinescu (2005).

However, in seismology, there are a number of elements that limit the resolv-
ing power of seismic observations, i.e., the ability to image structure. Firstly, the
seismic records are limited both in time and frequency, and the number of sources
and receivers is limited. Furthermore, there are a number of observational and the-
oretical errors that propagate into the recovered images. Finally, the earth is not
entirely elastic, and seismic energy is dissipated along the path.

In this section, we give a brief description of these limiting factors which
directly condition the level of resolution. Note that here, the phrase “level of res-
olution” or “resolving power” will be used in a broad sense and defined as the
quantity of information that can be extracted from the data (the maximum number
of independent elastic parameters or the minimum distance across which heteroge-
neities can be mapped). Here, we do not consider the resolution as it is mathemati-
cally defined in linear inverse theory and represented by a resolution matrix (e.g.,
Backus and Gilbert 1968; Aki et al. 1977), which, for example, does not depend
on data noise or theoretical errors.

4.2.1 Different Seismic Observables

There are a multitude of ways of extracting interpretable information from seis-
mograms. Due to practical, theoretical, and computational considerations, imaging
techniques often only involve a small part of the seismic record. Different parts of
the signal can be used, such as direct, reflected, and converted body waves, sur-
face waves, or ambient noise. Different components of the signal can be exploited
such as travel times, amplitudes, shear-wave splitting measurements, waveform
spectra, full waveforms, or the entire wave-field (for comprehensive reviews, see
Rawlinson and Sambridge 2003; Romanowicz 2003; Liu and Gu 2012).

Each observable has its own resolution capabilities. For example, analysis of
converted body waves, now widely called the “receiver function”, is used as a tool
to identify horizontal discontinuities in seismic velocities (small-scale radial het-
erogeneities), but fails at determining long-wavelength anomalies. Conversely,
surface wave measurements are sensitive to 3D absolute S wave velocities, but
cannot constrain sharp gradients, and are poor at locating interfaces. Surface
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wave-based imaging usually involves only the relatively low-frequency component
of seismograms and is particularly effective in mapping the large-scale pattern of
upper mantle structure. We will show how the seismic discontinuities that can be
constrained with converted and reflected body waves are sometimes seen by sur-
face waves as anisotropic structure.

Hence, the gaps between existing models can be described in terms of seis-
mic wavelengths. The difficulty of assembling different databases with different
sensitivities that sample the earth at different scales and the differences in the the-
ory relating earth structure to seismic data of different nature have resulted in most
models being based only on a limited portion of potentially available observations.

4.2.2 An Uneven Sampling of the Earth

One of the most important causes of poor resolution in seismic tomography is
limited sampling of the volume of interest. In global seismic mantle tomog-
raphy, there is no control on the distribution of the earthquake sources, which
mostly occur at plate boundaries. Moreover, most receivers are located on conti-
nents, which cover only about one-third of the surface of the planet. This results
in an uneven distribution of sources and receivers, especially in the southern
hemisphere.

Traditional tomography relies primarily on the information contained in the
travel times of seismic phases that are well separated on the seismic record: first
arriving P and S body waves on the one hand and fundamental mode surface
waves on the other. For the latter, which are dispersive, the measured quantity is
the phase or group velocity as a function of period, in a period range accessible for
teleseismic observations, typically ~30 to ~250s.

The theoretical framework is typically that of infinite frequency ray theory for
body waves, or its equivalent for surface waves, the “path average approximation”
(PAVA) [see reviews by Romanowicz (2002), Romanowicz et al. (2008)]. Below,
we briefly discuss how body and surface waves sample the earth differently, and
then discuss how waveform tomography allows us to compensate for the non-uni-
form distribution of sources and receivers by exploiting more fully the information
contained in each seismogram.

4.2.2.1 Body Wave Tomography

Because of the lack of stations in the middle of the oceans, body wave tomography
based on first arrival travel times achieves best resolution in regions where the den-
sity of both sources and stations is high, typically in subduction zone regions around
the Pacific Ocean and in the Mediterranean region (e.g., Bijwaard et al. 1998; Kdrason
and Van Der Hilst 2000; Fukao et al. 2001; Rawlinson et al. 2015). Much progress has
been made in the last few years, owing to improvements in both quality and quantity of
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Fig. 4.1 Example of teleseismic body wave tomography under Hawaii with poor vertical resolu-
tion, i.e., vertical smearing. a Vertical cross sections (parallel to the Pacific plate motion) through
the HW13 model (Cheng et al. 2015). b Locations and orientation of the cross section, along
with the distribution of stations. This is a typical example of limited resolution due to poor data
sampling. Modified from Cheng et al. (2015)

seismic data. Some technical improvements have also been made, such as the introduc-
tion of finite frequency kernels that take into account the sensitivity of the body wave
to a broader region around the infinitesimal ray path (e.g., Dahlen et al. 2000). These
improvements have led to increasingly high-resolution images in the last ten years
indicating different behaviors of slabs in the transition zone, with some ponding on the
660 km discontinuity, and/or around 1000 km depth, while others appear to penetrate
deep into the lower mantle (e.g., Li et al. 2008; Fukao and Obayashi 2013).

In other parts of the world, where only teleseismic data can be used, resolution
in body wave travel time tomography depends strongly on the density of stations.
In the oceans and in poorly covered continental regions, there is very poor vertical
and horizontal resolution in the upper mantle, even when considering finite fre-
quency effects, because of smearing effects due to the lack of crossing paths. In
Fig. 4.1, we show an example of regional body wave tomography under Hawaii,
where only teleseismic events originating at subducting zones around the Pacific
are used (Cheng et al. 2015). Seismic rays arrive almost vertically under the array
of stations, which results in poor vertical resolution as velocity anomalies are
“smeared” along seismic rays. In this context, interpretation of the vertical plume-
like low-velocity anomalies must be done with caution, and extra constraints from
surface waves are needed (Cheng et al. 2015).

On the other hand, in some continental regions, such as in North America,
owing to the recent dense USArray deployment, improved resolution is pro-
gressively achieved (e.g., Burdick et al. 2008; Obrebski et al. 2011; Sigloch and
Mihalynuk 2013). Nevertheless, at the global scale, resolution from body wave
tomography remains uneven, even when surface or core reflected teleseismic
phases are added. Also, these tomographic models generally provide high-reso-
lution information on P velocity, since S wave travel times are more difficult to
measure accurately.
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4.2.2.2 Surface Wave Tomography

Because their energy is concentrated near the surface along the source station
great circle path, fundamental mode surface waves, in turn, allow the sampling
of the upper mantle under oceans and continents alike. This leads to robust reso-
lution of the long-wavelength component of lateral heterogeneity in shear velocity
in the upper mantle at the global scale. However, because the sensitivity to struc-
ture decreases exponentially with depth, resolution from fundamental mode surface
wave tomography is best in the first 300 km of the upper mantle. In order to improve
resolution at larger depths, i.e., into the transition zone , it is necessary to include
surface wave overtone data (e.g., Debayle and Ricard 2012; Schaefer and Lebedev
2015). These have similar group velocities, and hence, sophisticated approaches are
required to separate and measure dispersion on individual overtone branches [see
review by Romanowicz (2002)]. This presents a challenge for achieving comparable
coverage to fundamental mode surface waves at the global scale.

This is why the recent global whole-mantle shear-velocity models that provide
the best resolution in the transition zone (Kustowski et al. 2008; Ritsema et al.
2011) are based on a combination of different types of data which provide comple-
mentary sampling of the mantle: (1) fundamental mode surface waves and over-
tones, which provide resolution across the upper mantle; (2) for the lower mantle,
body wave travel times, which generally include, in addition to first arriving S
waves, surface reflected SS and core reflected ScS waves, sometimes comple-
mented by core-propagating SKS travel time data. Some models, based on sec-
ondary travel time observables, also consider another type of data, normal mode
“splitting functions”, which provide constraints on the longest wavelength struc-
ture throughout the mantle (e.g., Ritsema et al. 2011).

4.2.2.3 Global Waveform Tomography Based on Asymptotic Methods

Since body and surface waves sample the earth differently , a powerful way to
improve the sampling of the mantle is to combine them by exploiting the infor-
mation contained in the entire seismogram (i.e., seismic waveforms). This idea
was first introduced in global tomography by Woodhouse and Dziewonski
(1984), where observed and synthetic seismograms were directly compared in
the time domain. Introducing long-period seismic waveform tomography allowed
these authors to include information from overtones in a simple way and thus to
improve resolution in the transition zone. Synthetic seismograms were computed
in a 3D earth using normal mode summation and the “path average” approximation
(PAVA). A similar type approach has also been developed (Nolet 1990) and applied
to upper mantle tomography at the continental (Van der Lee and Nolet 1997) and
global scales (Lebedev and Van Der Hilst 2008; Schaeffer and Lebedev 2013).

In standard body wave tomography, the ensemble of body wave phases avail-
able through travel time measurements is largely limited. For example, the study
of Kustowski et al. (2008) mentioned above was limited to measurements of SS,
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Fig. 4.2 Example of wave packet selection procedure for time-domain waveforms, as used in
Meégnin and Romanowicz (2000) and following models from the Berkeley group, that are based
on time-domain waveform inversion. Shaded areas indicate wave packets picked. Note in the
third wave packet, the combination of two body wave phases (SSS, ScS2) that are not separable
for travel time computation, but that sample very different parts of the mantle (courtesy of Scott
French)

ScS, and SKS phases. A clear advantage of waveform tomography is that one
can include body phases that cannot be separated in the time domain such as, for
example, ScS, and SSS, as well as diffracted waves, whose propagation cannot be
well described by ray theory (see Fig. 4.2).

However, when using body waveforms, the path average approximation (PAVA)
may not be valid anymore. Indeed, the drawback of the PAVA is that it assumes
that sensitivity of the waveforms is limited to the average 1D structure between the
epicenter and the receiver, which is clearly inappropriate for body waves, whose
sensitivity is concentrated along the ray path (Romanowicz 1987). In order to take
into account the concentration of sensitivity along the ray path of body waves,
across-branch coupling needs to be included (e.g., Li and Tanimoto 1993). Li and
Romanowicz (1995) developed NACT (nonlinear asymptotic coupling theory),
which introduced an additional term to PAVA that accounted for coupling across
normal mode dispersion branches, bringing out the ray character of body wave-
forms [see Romanowicz et al. (2008) for details and a comparison of mode-based
methods for modeling seismic waveforms]. This approach has been applied to the
development of waveform-based global long-wavelength shear-velocity models
since the mid-1990s (e.g., Li and Romanowicz 1996; Mégnin and Romanowicz
2000; Panning and Romanowicz 2006; Panning et al. 2010).

Comparing models obtained by different groups using different datasets and
methodologies is one way to evaluate the robustness of the retrieved structure.
The advantage of using full waveform tomography is that, by including a variety
of phases that illuminate the mantle in different ways, the sampling is improved
in ways that cannot be attained using only travel times of well isolated phases,
largely because the distribution of earthquake sources and receivers is limited
resulting in many redundant paths even as new data are added. Thus, at the very
least, the same resolution can be achieved using considerably fewer source sta-
tion paths. This is illustrated in Fig. 4.3 which shows a comparison of three recent
global shear-velocity tomographic models at a depth of 100 km. Models (a and c)
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4 Fig. 4.3 Comparison of maps of isotropic versus at a depth of 100 km from three whole-
mantle tomographic models: a S362ANI (Kustowski et al. 2008); b SAW642AN (Panning and
Romanowicz 2006); and ¢ S20RTS (Ritsema et al. 1999). Model a was constructed using a com-
bination on body wave travel times, surface wave dispersion, and long-period waveforms, albeit
with the PAVA approximation; Model ¢ was constructed using a combination of surface wave
dispersion and body wave travel times. Both models used over 200,000 data. Model b was con-
structed using time-domain waveforms exclusively and the NACT theoretical framework, obtain-
ing an equivalent resolution to the two other models, albeit with an order of magnitude fewer
data (20,000 waveform packets)

were obtained using a conventional approach: Ritsema et al. (1999) used over 2M
fundamental mode and overtone measurements combined with over 20,000 body
wave travel time measurements to construct model S20RTS (a), while Kustowski
et al. (2008) used several million dispersion measurements and about 150,000 body
wave travel time measurements to construct model 362ANI. In contrast, Panning
and Romanowicz (2006) used “only” 20,000 long-period time-domain seismo-
grams (i.e., waveforms) and NACT to construct model SAW36ANI and were able
to resolve the long-wavelength structure in the upper mantle just as well. With
the ability to include increasingly shorter periods, i.e., constraints from phases
that sample the mantle in yet other ways, as well as improving the accuracy with
which the interactions of the wave-field with heterogeneity are computed, this
opens the way to increased resolution in the future, as will be discussed in the next
section. For now, beyond details of the datasets and theories used, Figs. 4.3 and
4.4 indicate that the level of agreement between global shear-velocity models is
presently excellent up to at least degree 12 in a spherical harmonics expansion of
the model, both in the upper and the lowermost mantle (e.g., Lekic et al. 2012).

(%) SNSAV

Fig. 4.4 Comparison of 4 recent shear-wave tomographic models at a depth of 2800 km. a Kus-
towski et al. (2008). b Ritsema et al. (2011). ¢ Mégnin and Romanowicz (2000). d Houser et al.
(2008). Model ¢ was developed using only time-domain waveforms (about 20,000), while all
other models are based on a combination of secondary observables (travel times of body waves
and surface waves), except model a which includes long-period waveforms, albeit in the surface
wave (PAVA) approximation. After Lekic et al. (2012)
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4.2.2.4 Global Waveform Inversion Based on Direct Numerical Solvers

In the previous section, we have described how, in principle, full waveform tomog-
raphy provides access to more of the information contained in seismograms than
a collection of travel times of a limited number of seismic phases. As mentioned
above, normal mode summation has provided a successful theoretical approach for
computation of waveforms and led to several generations of whole-mantle shear-
velocity models in the last 20 years. However, asymptotic normal mode perturba-
tion theory (Li and Romanowicz 1995) is only valid for earth models for which
the wavelength of the structure is large compared to that of the seismic waves con-
sidered (i.e., smooth models) and heterogeneity is weak (nominally, lateral varia-
tions of up to ~10 %). Yet, in the earth’s boundary layers, i.e., in the upper mantle
and in the D” region, there is ample evidence for the presence of stronger heter-
ogeneity, whereas throughout the mantle, heterogeneity at many different scales
may be present. First-order mode perturbation theory is not appropriate in this
case, and more accurate numerical methods must be used. The challenge then is
how to compute the synthetic seismograms in a 3D earth model without the weak
heterogeneity approximation.

Finite difference methods are the traditional approach used for numerical cal-
culation of seismograms (Kelly et al. 1976; Virieux 1986). In the 1990s, pseudo-
spectral methods have also become a popular alternative and have been applied
to regional (Carcione 1994) and global (Tessmer et al. 1992) problems. However,
both finite difference and pseudo-spectral schemes perform poorly at represent-
ing surface waves. This issue can be addressed with the spectral element method
(SEM) where the wave equation is solved on a mesh that is adapted to the free
surface and to the main internal discontinuities of the model. The SEM was first
introduced by Priolo et al. (1994) and Seriani and Priolo (1994) for wave-field cal-
culation in 2D and later perfected by Komatitsch and Vilotte (1998), Komatitsch
and Tromp (1999), and Komatitsch and Tromp (2002) for the 3D case. See Virieux
and Operto (2009) for a review of numerical solvers in exploration geophysics.

Although these approaches started earlier in the exploration community than in
global seismology, they are now reaching similar advance levels. Numerically com-
puted seismograms automatically contain the full seismic wave-field, including
all body and surface wave phases as well as scattered waves generated by lateral
variations of the model Earth properties. The amount of exploitable information
is thus significantly larger than in methods mentioned above. The accuracy of the
numerical solutions and the exploitation of complete waveform information result
in tomographic images that are both more realistic and better resolved (Fichtner
et al. 2010). In seismology, the use of SEM has now been applied to tomographic
inversions for crustal structure at the local scale (e.g., Tape et al. 2010) and upper
mantle structure at regional scales (e.g., Fichtner et al. 2009, 2010; Rickers et al.
2013; Zhu et al. 2012; Zhu and Tromp 2013).

The forward numerical computation is generally combined with an “adjoint”
formulation for the numerical computation of the kernels for inversion (Tromp
et al. 2005; Fichtner et al. 2006) or, alternatively, with a “scattering integral
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formalism” (e.g., Chen et al. 2007). In this context, Fichtner and Trampert (2011)
showed how a local quadratic approximation of the misfit functional can be used
for resolution analysis.

Here, we note that the inverse step is currently approached differently by dif-
ferent investigators. Following the nomenclature of the geophysical exploration
community, the term FWI (full waveform inversion) is often used synonymously
to “adjoint inversion,” which relies, at each iteration, on the numerical computa-
tion of the gradient followed by a conjugate-gradient step. An alternative method,
which has been used so far in SEM-based global waveform inversions, is to com-
pute an approximate Hessian using mode-coupling theory in the current 3D model,
followed by a Gauss—Newton (GN) inversion scheme. While it might be argued
that the partial derivatives computed in this manner are more “approximate,” the
GN scheme is much faster converging (less than 10 iterations typically, compared
to 3040 or more) and can now take advantage of efficient methods for the assem-
bly and inversion (ScalaPak) of large full matrices.

At the global scale, because the wave-field needs to be computed for a long
time interval, in order to include all seismic phases of interest, the use of the SEM
is particularly challenging computationally (Capdeville et al. 2005). Furthermore,
computational time increases as the fourth power of frequency and limits the fre-
quency range of waveforms to relatively long periods (typically longer than 40
or 50 s). The first global shear-velocity models developed using SEM (Leki¢ and
Romanowicz 2011; French et al. 2013) are limited to the upper mantle due to the
use of relatively long periods (longer than 60 s). In these models, the numerical
computation of the forward step is restricted to the mantle and coupled with 1D
mode computation in the core (CSEM, Capdeville et al. 2003). For the inverse
step, kernels are computed using a mode-based approximation.

These modeling efforts have demonstrated the power of the SEM to sharpen
tomographic images at the local, regional, and global scales and have led to the
discovery of features previously not detected, such as the presence of low-velocity
channels in the oceanic asthenosphere (e.g., French et al. 2013; Colli et al. 2013;
Rickers et al. 2013). This is shown in Fig. 4.5 where model SEMum?2 (French
et al. 2013) is compared to other global shear-velocity models. SEMum?2 more
accurately recover both the depth and strength of the low-velocity minimum under
ridges. It also shows stronger velocity minima in the low-velocity zone, a more
continuous signature of fast velocities in subduction zones and stronger, clearly
defined, low-velocity conduits under the Pacific Superswell, while confirming
the robust long-wavelength structure imaged in previous studies, such as the pro-
gressive weakening and deepening of the oceanic low-velocity zone with overly-
ing plate age. Of course, a more objective way to compare tomographic methods
would be to conduct a blind test using numerically generated data, but this is
beyond the scope of this study.

Because the frequency range of global inversions remains limited and because
features smaller than the shortest wavelength cannot be mapped, this approach
is not able, however, to resolve sharp discontinuities. The resulting tomographic
images can therefore be seen as a smooth representation of the true Earth.
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Fig. 4.5 Upper mantle depth cross sections across the Pacific superswell, comparing two recent
global models obtained using classical approaches based on a combination of travel times, dis-
persion measurements, and approximate wave propagation theories (S362ANI, Kustowski et al.
2008; S40RTS, Ritsema et al. 2011) and a recent model constructed using waveforms and wave-
field computations using SEM (SEMum?2, French et al. 2013). While all three models agree
in their long-wavelength structure in the transition zone, model SEMum2 shows more sharply
delineated structures, both in subduction zones (highlighted by seismicity) and in the central
Pacific, where the large low-velocity region is now resolved into two separate vertically oriented
features. Model SEMum?2 also exhibits stronger low-velocity minima in the uppermost mantle
low-velocity zone. After French et al. (2013), courtesy of Scott French

However, they are not a simple spatial average of the true model, but rather an
effective, apparent, or equivalent model that provides a similar long-wave data
fit (Capdeville et al. 2010a, b). Hence, the geological interpretation of global
tomographic models is limited, mainly due to two reasons:

1. The constructed images are smooth and do not contain discontinuities that are
crucial to understand the structure and evolution of the earth.

2. The relations that link the true Earth to the effective (and unrealistic) earth that is
seen by long-period waves are strongly nonlinear, and their inverse is highly non-
unique. As a result, it is difficult to quantitatively interpret the level of imaged
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anisotropy in tomographic models, as it may be the effect of either “real” local
anisotropy or unmapped velocity gradients, or a combination of both.

4.3 Seismic Anisotropy

4.3.1 Observation of Anisotropy

It is well known that anisotropic structure is needed to predict a number of seismic
observations such as:

1. Shear-wave splitting (or birefringence), the most unambiguous observation of
anisotropy, particularly for SKS waves (Vinnik et al. 1989).

2. The Rayleigh-Love wave discrepancy. At global as well as at regional scale,
the lithosphere appears faster to Love waves than to Rayleigh waves. It is
impossible to simultaneously explain Rayleigh and Love wave dispersion by a
simple isotropic model (Anderson 1961).

3. Azimuthal variation of the velocity of body waves. For example, Hess (1964)
showed that the azimuthal dependence of Pn-velocities below oceans can be
explained by anisotropy.

The goal here is not to provide a review of seismic anisotropy, but to address
the issue of separating intrinsic and extrinsic anisotropy in apparent (observed)
anisotropy. There are excellent review papers and books that have been written
on anisotropy. For example, the theory of seismic wave propagation in aniso-
tropic media has been described in Crampin (1981), Babuska and Cara (1991), and
Chapman (2004). See also Maupin and Park (2014) for a review of observations of
seismic anisotropy. Montagner (2014) gives a review of anisotropic tomography at
the global scale. Montagner (1994); Montagner and Guillot (2002) give a review
of geodynamic implications of observed anisotropy. Finally, a review of the sig-
nificance of seismic anisotropy in exploration geophysics has been published by
Helbig and Thomsen (2005).

Seismic waves are sensitive to the full elastic tensor (21 parameters), density,
and attenuation. As seen above, it is not possible to resolve all 21 components of
the anisotropic tensor at every location. Therefore, seismologists rely on simpli-
fied (yet reasonable) assumptions on the type of anisotropy expected in the earth’s
upper mantle, namely hexagonal symmetry. This type of anisotropy (commonly
called transverse isotropy) is defined by the 5 Love parameters A, C, F, L, and N
(love 1927), and two angles describing the tilt of the axis of symmetry (Montagner
and Nataf 1988). In this manuscript, we will limit ourselves to the case of radial
anisotropy, which corresponds to transverse isotropy with a vertical axis of sym-
metry and no azimuthal dependence.

It can be shown (Anderson 1961; Babuska and Cara 1991) that for such a verti-
cally transversely isotropic (VTI) medium, long-period waveforms are primarily
sensitive to the two parameters:
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where p is density, Vgy is the velocity of vertically traveling S waves or horizon-
tally traveling S waves with vertical polarization, and Vsg is the velocity of hori-
zontally traveling S waves with horizontal polarization. The influence of other
parameters A (related to Vyp), C (related to Vpy), and F can be large (Anderson
and Dziewonski 1982) and is usually taken into account with petrological con-
straints (Montagner and Anderson 1989). That is, once Vsg and Vsy are con-
strained from long-period seismic waves, the rest of the elastic tensor and density
is retrieved with empirical scaling laws (e.g., Montagner and Anderson 1989).
Globally, SH waves propagate faster than SV waves in the upper mantle. The
velocity difference is of about 4 % on average in the preliminary reference Earth
model (PREM) of PREM Dziewonski and Anderson (1981) in the uppermost
220 km of the mantle.

Although early global radially anisotropic models were developed in terms of
Vsg and Vgy, more recent models are parameterized in terms of an approximate
Voigt average isotropic shear velocity (Montagner 2014) and radial anisotropy as
expressed by the & parameter (e.g., Gung et al. 2003; Panning and Romanowicz
2006):
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4.3.2 Anisotropy of Minerals: Intrinsic Anisotropy

Anisotropy can be produced by multiple physical processes at different spatial
scales. It exists from the microscale (crystal scale) to the macroscale, where
it can be observed by seismic waves that have wavelengths up to hundreds of
kilometers. We name intrinsic anisotropy, the elastic anisotropy still present
whatever the scale of investigation, down to the crystal scale. Most minerals
in the earth’s upper mantle are anisotropic. Olivine, the most abundant min-
eral in the upper mantle, displays a P wave anisotropy larger than 20 %. Other
important constituents such as orthopyroxene or clinopyroxene are anisotropic
as well (>10 %). Under finite strain accumulation, plastic deformation of these
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minerals can result in a preferential orientation of their crystalline lattices. This
process is usually referred to as LPO (lattice-preferred orientation) or CPO
(crystalline-preferred orientation). This phenomenon is often considered as
the origin of the observed large-scale seismic anisotropy in the upper mantle.
With increasing the depth, most of minerals undergo a series of phase transfor-
mations. There is some tendency (though not systematic) that with increasing
pressure, the crystallographic structure evolves toward a more closely packed,
more isotropic structure, such as cubic structure. For example, olivine trans-
forms into B-spinel and then y-spinel in the upper transition zone (410-660 km
of depth) and into perovskite and magnesiowustite in the lower mantle and pos-
sibly into post-perovskite in the lowermost mantle. Perovskite, post-perovskite
(Mg,Fe)SiO3, and the pure end-member of magnesiowustite MgO are still ani-
sotropic. That could explain the observed anisotropy in some parts of the lower
mantle and D”-layer.

Mantle rocks are assemblages of different minerals which are more or less ani-
sotropic. The resulting amount of anisotropy is largely dependent on the compo-
sition of the aggregates. The relative orientations of crystallographic axes in the
different minerals must not counteract in destroying the intrinsic anisotropy of
each mineral. For example, the anisotropy of peridotites, mainly composed of oli-
vine and orthopyroxene, is affected by the relative orientation of their crystallo-
graphic axes, but the resulting anisotropy is still larger than 10 %.

In order to observe anisotropy due to LPO at very large scale, several condi-
tions must be fulfilled. The crystals must be able to re-orient in the presence of
strain and the deformation due to mantle convection must be coherent over large
scales to preserve long-wavelength anisotropy. These processes are well known for
the upper mantle, and in oceanic plates, and anisotropy remains almost uniform
on horizontal length scales in excess of 1000 km. The mechanisms of alignment
are not so well known in the transition zone and in the lower mantle. In addition,
a significant water content such as proposed by Bercovici and Karato (2003) in
the transition zone can change the rheology of minerals, would make the defor-
mation of the minerals easier, and change their preferential orientation. A com-
plete discussion of these different mechanisms at different scales can be found in
Mainprice (2007).

At slightly larger scale (but smaller than the seismic wavelength), a coher-
ent distribution of fluid inclusions or cracks (Crampin and Booth 1985) can give
rise to apparent anisotropy due to shape-preferred orientation (SPO). This kind of
anisotropy related to stress field can be considered as the lower lilt of extrinsic
anisotropy.

Anisotropic properties of rocks are closely related to their geological his-
tory and present configuration and reveal essential information about the earth’s
structure and dynamics (Crampin 1981). This justifies the great interest of geo-
physicists in all seismic phenomena which can be interpreted in the framework of
anisotropy. However, the observation of large-scale anisotropy is also due to other
effects such as unmapped velocity gradients.
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4.3.3 Apparent Anisotropy Due to Small-Scale
Inhomogeneities

It has been known for a long time in seismology and exploration geophysics that
small-scale inhomogeneities can map into apparent anisotropy (Postma 1955;
Backus 1962). The problem is very well described in the abstract by Levshin and
Ratnikova (1984): “In homogeneities in a real material may produce a seismic
wave-field pattern qualitatively indistinguishable from one caused by anisotropy.
However, the quantitative description of such a medium as an apparently aniso-
tropic elastic solid may lead to geophysically invalid conclusions.”

The scattering effect of small-scale heterogeneities on seismograms has been
extensively studied in seismology (e.g., Aki 1982; Richards and Menke 1983; Park
and Odom 1999; Ricard et al. 2014). As an example, Kennett and Nolet (1990)
and Kennett (1995) demonstrated the validity of the great circle approximation
when modeling long-period waveforms. However, despite all these studies, poor
attention has been given to the theoretical relations between small-scale heteroge-
neities and equivalent anisotropy. By definition, an anisotropic material has physi-
cal properties which depend on direction, whereas a heterogeneous material has
properties which depend on location. But the distinction between heterogeneity
and anisotropy is a matter of the scale at which we analyze the medium of interest.
Alternating layers of stiff and soft material will be seen at large scales as a homo-
geneous anisotropic material. At the origin of any anisotropy, there is a form for
heterogeneity. In this way, the most basic form of anisotropy, related to the regular
pattern made by atoms in crystals, can also be seen as some form of heterogeneity
at the atomic scale (Maupin and Park 2014).

Although poorly studied theoretically, this phenomenon has been recognized in
a number of studies. Maupin (2001) used a multiple-scattering scheme to model
surface waves in 3D isotropic structures. She found that the apparent Love—
Rayleigh discrepancy (Vsy — Vsy) varies linearly with the variance of isotropic
S wave velocity anomalies. In the case of surface wave phase-velocity measure-
ments done at small arrays, Bodin and Maupin (2008) showed that heterogeneities
located close to an array can introduce significant biases which can be mistaken
for anisotropy. For the lowest mantle, Komatitsch et al. (2010) numerically
showed that isotropic velocity structure in D” can explain the observed splitting of
Sdiff, traditionally interpreted as LPO intrinsic anisotropy due to mantle flow.

In the context of joint inversion of Love and Rayleigh waveforms, a number
of studies acknowledged that the strong mapped anisotropy is difficult to recon-
cile with mineralogical models. This discrepancy may be explained in part by
horizontal layering, or by the presence of strong lateral heterogeneities along the
paths, which are simpler to explain by radial anisotropy (Montagner and Jobert
1988; Friederich and Huang 1996; Ekstréom and Dziewonski 1998; Debayle and
Kennett 2000; Raykova and Nikolova 2003; Endrun et al. 2008; Bensen et al.
2009; Kawakatsu et al. 2009).

Bozdag and Trampert (2008) showed that the major effect of incorrect crustal
corrections in surface wave tomography is on mantle radial anisotropy. This is
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because the lateral variation of Moho depth trade-offs with radial anisotropy [see
also Montagner and Jobert (1988), Muyzert et al. (1999), Lebedev et al. (2009),
Lekic et al. (2010), and Ferreira et al. (2010)].

Therefore, it is clear that both vertical and lateral isotropic heterogeneities can
contribute to the observed radial anisotropy. The problem of separating intrin-
sic and apparent anisotropy is too complex in full generality. We can, however,
examine a simple and illustrative problem. Following the recent work of Wang
et al. (2013) and Fichtner et al. (2013a), we will place ourselves in the 1D radi-
ally symmetric case (VTI medium) and assume that apparent radial anisotropy is
only due to vertical gradients, i.e., layering. Indeed, apart from the crust, the D’
layer and around subducting slabs, to first order the earth is radially symmetric,
with sharp horizontal seismic discontinuities separating different “layers” PREM
(Dziewonski and Anderson 1981). In such a layered earth, vertical velocity gradi-
ents are much stronger than lateral ones and will significantly contribute to appar-
ent anisotropy.

4.4 The Elastic Homogenization

We have seen that the limited resolution of long-wavelength seismic tomography
only allows us to probe a smooth representation of the earth. However, this smooth
equivalent Earth is not a simple spatial average of the true Earth, but the result
of highly non-linear “upscaling” relations. In solid mechanics, these “upscaling”
relations that link properties of a rapidly varying elastic medium to properties of
the effective medium as seen by long waves have been the subject of extensive
research (e.g., Hashin and Shtrikman 1963; Auriault and Sanchez-Palencia 1977,
Bensoussan et al. 1978; Sanchez-Palencia 1980; Auriault et al. 1985; Murat and
Tartar 1985; Sheng 1990; Allaire 1992, and many others).

In global seismology, upscaling schemes, also called elastic homogenization,
have been recently developped for different kinds of settings (Capdeville and Marigo
2007; Capdeville et al. 2010a, b; Guillot et al. 2010; Capdeville et al. 2015). This
class of algorithms enables to compute the effective properties of complex media,
thus reducing the meshing complexity for the wave equation solver and hence the
cost of computations. Elastic homogenization has been used to model complex crus-
tal structures in full waveform inversions (Fichtner and Igel 2008; Leki¢ et al. 2010)
and to combine results from different scales (Fichtner et al. 2013b).

4.4.1 The Backus Homogenization

Following the pioneering work by Thomson (1950), Postma (1955), and Anderson
(1961), it was shown by Backus (1962) that a vertically transversely isotropic
(VTI) medium is a “long-wave equivalent” to a smoothly varying medium of same
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nature (i.e., transversely isotropic). For parameters concerning shear-wave veloci-
ties, the smooth equivalent medium is simply described by the arithmetic and har-
monic spatial average of elastic parameters N and L:

N = (N) 4.5)

L=1/L)7"! (4.6)

where (-) refers to a spatial average with length scale given by the shortest wave-
length defining our “long-wave.” In the rest of the manuscript, the symbol ~ will
be used to describe long-wave equivalent parameters. Note that these two relations
are analogous to computing the equivalent spring constant (or equivalent resistance)
when multiple springs (or resistors) are mounted either in series or parallel. In simple
words, a horizontally traveling wave Vsy will see a set of fine horizontal layers “in
parallel” (5), whereas a vertically traveling wave Vgy will see them “in series” (6).
The apparent density p is also given by the arithmetic mean of the local density:

p=(p) (4.7)

In the case of a locally isotropic medium (N = L), i.e., with no intrinsic anisot-
ropy, the homogeneous anisotropy is simply given by the ratio of arithmetic to har-
monic mean:

e
I

= (N){1/N) (4.8)

e~ 2

It can be easily shown that the arithmetic mean is always greater than the harmonic
mean, which results in having artificial anisotropy in (8) always greater than unity
in the case of an underlying isotropic model. In the case where the underlying lay-
ered model contains anisotropy (N # L), the observed anisotropy is given by

E=% = /L) (49)
L

Here, it is clear that when inverting waveforms with a minimum period of
~40 s (i.e., with minimum wavelength is 160 km) that sample a medium with
velocity gradients occurring at much smaller scales, the observed apparent anisot-
ropy £ is going to be different from the intrinsic anisotropy & = N /L. Therefore, as
shown by Wang et al. (2013) and Fichtner et al. (2013a), interpreting the observed
effective & in terms of £ may lead to misinterpretations.

4.4.2 The Residual Homogenization

In this study, the goal was to interpret smooth tomographic models in terms of
their layered and hence more realistic equivalent. However, tomographic models
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are not completely smooth and they are instead constructed as smooth anomalies
around a discontinuous reference model. This is because the function linking the
unknown model to the observed waveforms is linearized around a local point in
the model space. This reference model often contains global discontinuities such
as the Moho, or transition zone discontinuities at 410 and 660 km, which are fixed
in the inversion and preserved in the model construction.

In the previous section, we have summarized an absolute homogenization for
which no small scale is left in the effective medium. To account for the presence of
a reference model, Capdeville et al. (2013), Capdeville and Cance (2015) recently
described a modified homogenization, carried out with respect to a reference model,
which we refer to as the residual homogenization. It allows us to homogenize only
some interfaces of a discontinuous medium, while keeping the others intact.

Let us define the reference earth model by its density and elastic properties:
(Prefs Arefs Crefs Fref, Lref, and Nier). Capdeville et al. (2013) showed that an equiva-
lent model to the layered (A, C, F, L, and N) medium can be constructed with sim-
ple algebraic relations. For elastic parameters related to shear-wave velocities, we
have:

N = Nref + (N — Nref) (4.10)

1— : +<1 1> 4.11
Z_Lref L Lyet ( )

Note that no particular assumption on the reference model is made, which can
contain any wavelengths, and can be discontinuous. Furthermore, there is no line-
arity assumption, and this results holds for large differences between the reference
and the layered model.

We show in Fig. 4.6 an example of residual homogenization. The layered
VTI Model is shown in red with layers either isotropic (§ = 1) or anisotropic
(& # 1). A smooth equivalent model (for long waves of minimum wavelength
of 100 km) that preserves the small scales of the reference model is shown in
blue. The homogenization is done on the difference between the layered model
in red and the reference model in thick light blue. After homogenization, we
lose information about both the number and locations of discontinuities which
are not in the reference model, as well as the location and level of intrinsic
anisotropy.

It can be verified numerically that waveforms computed in the residual effec-
tive model and in the true layered model are identical when filtered with mini-
mum period of 25 s (which corresponds to a minimum wavelength of 100 km).
Figure 4.7 shows an example of seismogram computed by normal mode summa-
tion (Gilbert and Dziewonski 1975) in the residual effective model and compared
with the solution computed in the true layered model. In both cases, the reference
and homogenized traces show an excellent agreement.
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Fig. 4.6 Example of residual homogenization. Left Voigt average shear-wave velocity. Right
Radial anisotropy. The layered model in red is homogenized around a reference model in light
blue. The homogenized model is plotted in blue
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Fig. 4.7 Waveforms computed for the layered and homogenized models in Fig. 4.6. This is the
radial component for an event with epicentral distance 82° and depth 150 km. The computation
was done by normal mode summation (Gilbert and Dziewonski 1975)

4.4.3 An Approximation of “the Tomographic Operator”

Global full waveform tomography is always carried out with frequency band lim-
ited data. Intuitively, it makes sense to assume that such inversions can retrieve, at
best, what is “seen” by the wave-field, i.e., an homogenized equivalent, and not the
real medium.
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Although it is difficult to mathematically prove this conjecture in general,
Capdeville et al. (2013) numerically showed with synthetic examples that this is
indeed the case for VTI media. That is, the inverted medium coincides with the
residual homogenized version of the target model. Given a radially symmetric
Earth and given enough stations and earthquakes, an inversion of full waveforms
carried out around a reference model will therefore produce the residual homoge-
neous model defined above.

In this way, for any given layered model, one is able to predict with simple non-
linear algebraic smoothing operations what an inversion will find, without actually
running the inversion. Therefore, we can view the residual homogenization as a
first-order approximation of the “tomographic operator.”

In practice, several practical issues complicate the situation: The real inversions
are damped, producing unknown uncertainties in the recovered model, which can
potentially bias our results. Furthermore, as seen above, ray coverage is not perfect
and tomographic schemes may actually recover less than the effective medium.

4.5 Downscaling Smooth Models: The Inverse
Homogenization

As we have seen, a tomographic inversion of long-period waves can only retrieve
at best a homogenized model (and less in the case of an incomplete data coverage).
Homogenization can lead to non-trivial and misleading effects that can make the
interpretation difficult. We propose to treat the interpretation of tomographic images
in terms of geological structures (discontinuities in our layered case) as a separate
inverse problem, allowing to include a priori information and higher frequency data.
We call this inverse problem the inverse homogenization: For a given smooth
1D profile extracted from a tomographic model, what are the possible fine-scale
(i.e., layered) models that are equivalent to this smooth 1D profile? Since the upscaling
relations are based on nonlinear smoothing operators, it is not trivial to invert them
to derive the true Earth from tomographic images, i.e., from its residual equivalent.
In this section, we show that, although there is an infinite number of layered mod-
els that are equivalent to the smooth model in blue (Fig. 4.6), these models share
common features, and Bayesian statistics can be used to constrain this ensemble of
possible models. Furthermore, higher frequency data sensitive to discontinuities in
radially symmetric models, such as receiver functions, can be used to constrain the
location of horizontal discontinuities and reduce the space of possible earths.

4.5.1 Major Assumptions

Given the simple machinery presented in previous sections, there are obvious limi-
tations to the proposed procedure. Let us here acknowledge a few of them.
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1. We will assume here that long-period waves are only sensitive to the elastic
parameters N and L (i.e., Vsy and Vsy). However, in a VTI medium, long-
period seismograms, and hence the observed radial anisotropy, are also sensi-
tive to the 3 other Love parameters (i.e., A, C, and F). Fichtner et al. (2013a)
recently showed that P wave anisotropy is also important to distinguish
between intrinsic and extrinsic anisotropy. Here, P wave anisotropy will be
ignored.

2. Here, we restrict ourselves to transverse isotropy with a vertical axis of sym-
metry. Although this simple parameterization in terms of radial anisotropy is
widely used in global seismology, it clearly represents an over-simplification,
adopted for convenience in calculation. This is because the separation of intrin-
sic and apparent anisotropy can be studied analytically. The Earth is certainly
not transversely isotropic, and there are indisputable proofs of azimuthal ani-
sotropy. Azimuthal anisotropy might map into radial anisotropy in global
models. These effects could be analyzed using the 3D version of non-periodic
homogenization (Capdeville et al. 2010a, b).

3. We assume that 1D vertical profiles extracted from 3D tomographic models
are the true Earth that has been homogenized with Backus relations. However,
the smoothing operator applied to the true Earth during an inversion, namely
the “tomographic operator,” is determined by an ensemble of factors such as
poor data sampling, the regularization and parameterization imposed, the level
of data noise, the approximations made on the forward theory, and limited
frequency band. It is very difficult to estimate how these averaging processes
are applied to the true Earth during a tomographic inversion. What we assume
here is that all these effects are negligible compared to the last one (limited
frequency band), for which the smoothing operator is simply given by elastic
homogenization. This only holds if data sampling is perfect, if no strong reg-
ularization has been artificially applied, and if the forward theory is perfect.
Therefore, it is going to be most true in the case of full waveform inversion,
and full waveform tomographic models are the most adequate for such a pro-
cedure. However, it is clear that other types of observations could be used as
any tomographic method unavoidably produces apparent anisotropic long-
wavelength equivalents. For example, our proposed procedure could be used
to describe the ensemble of discontinuous models that fit a set of dispersion
curves as in Khan et al. (2011).

4.5.2 Bayesian Inference

Using the notation commonly employed in geophysical inversion, the problem
consists in finding a rapidly varying model m, such that its homogenized equiva-
lent profile g(m) is “close” to a given observed smooth model d. Here, the for-
ward function g is the residual homogenization procedure in (4.10) and (4.11).
Since the long-period waveforms are sensitive to smooth variations of the



4 Interpreting Radial Anisotropy ... 127

“Backus parameters” (Capdeville et al. 2013), the observed tomographic profile is
parameterized as d = [IV J1/L|.

This takes the form of a highly nonlinear inverse problem, and a standard lin-
earized inversion approach based on derivatives is not adequate since the solution
would strongly depend on the initial guess. Furthermore, the problem is clearly
under-determined and the solution non-unique, and hence, it does not make
sense to look for a single best fitting model that will minimize a misfit meas-
ure ||d — g(m)|. For example, one can expect strong correlations and trade-offs
between unknown parameters as homogeneous anisotropy can be either explained
by discontinuities or intrinsic anisotropy. An alternative approach is to embrace
the non-uniqueness directly and employ an inference process based on parameter
space sampling. Instead of seeking a best model within an optimization frame-
work, one seeks an ensemble of solutions and derives properties of that ensemble
for inspection. Here, we use a Bayesian approach and tackle the problem probabil-
istically (Box and Tiao 1973; Sivia 1996; Tarantola 2005). We sample a posterior
probability distribution p(m|d), which describe the probability of having a discon-
tinuous model m given an observed tomographic homogeneous profile d.

An important issue is the degree of freedom in the layered model. Since the
inverse homogenization is a downscaling procedure, the layered model may be
more complex (i.e., described with more parameters) than its smooth equiva-
lent. As discussed above, the smooth model may be equivalent to either isotropic
models with a large number of spatial parameters (layers), or anisotropic mod-
els described with more than one parameter per layer. This raises the question of
the parameterization of m. How many layers should we impose on m? Should the
existence (or not) of anisotropy be a free parameter? If yes, how many isotropic
and anisotropic layers?

We propose to rely on Occam’s razor, or the principle of parsimony, which
states that simple models with the least number of parameters should be preferred
(Domingos 1999). The razor states that one should favor simpler models until sim-
plicity can be traded for greater explanatory power. Although we acknowledge that
the definition of “simplicity” is rather subjective, in our problem, we will be giv-
ing higher probability to layered models described with fewer parameters.

We impose on m to be described with constant velocity layers separated by infi-
nite gradients. As shown in Fig. 4.8 , we use a transdimensional parameterization,
where the number of layers, as well as the number of parameters per layer, is free
variables, i.e., unknown parameters (Sambridge et al. 2013). In this way, the num-
ber of layers will be unknown in the inversion, as well as the number of parame-
ters in each layer: 1 for isotropic layers (Vs) and 2 for anisotropic layers (Vs and &).
The goal here is not to describe the algorithm and its implementation in detail, but
instead to give the reader a general description of the procedure, and show how it
can be used to distinguish between intrinsic and extrinsic anisotropy. For a details
on the algorithm, we refer the reader to Bodin et al. (2012b).

Bayes’ theorem (1763) is used to combine prior information on the model with
the observed data to give the posterior probability density function:
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Fig. 4.8 Adaptive parameterization used for the inverse homogenization. The number of layers
as well as the number of parameter in each layer (one for isotropic layers and two for anisotropic
layers) is unknown in the inversion. This is illustrated here with three different models with dif-
ferent parameterizations. The parameterization is itself an unknown to be inverted for during the
inversion scheme. Of course, data can always be better fitted as one includes more parameters
in the model, but within a Bayesian formulation, preference will be given to simple models that
explain observations with the least number of model parameters

posterior « likelihood x prior (4.12)

p(m|d) o p(d)|m)p(m) (4.13)

p(m) is the a priori probability density of m, that is, what we (think we) know
about the model m before considering d. Here, we use poorly informative uniform
prior distributions, and let model parameters vary over a large range of possible
values.

The likelihood function p(d|m) quantifies how equivalent a given discontinu-
ous model is to our observed smooth profile d. The form of this probability den-
sity function is given by what we think about uncertainties on d. In our case, the
form of the error statistics for a tomographic profile must be assumed to formulate
p(d|m). A problem with tomographic images is that they are obtained with lin-
earized and regularised inversions, which biases uncertainty estimates. Therefore,
we adopt a common and conservative choice (supported by the central limit theo-
rem) and assume Gaussian-distributed errors. Since the data vector d is smooth,
its associated errors must be correlated, and the fit to observations, ® (m), is no
longer defined as a simple ‘least-square’ measure but is the Mahalanobis distance
between observed, d, and estimated, g(m), smooth profiles:

®(m) = (gim) — )T (g(m) — d) (4.14)

where C, represents the covariance matrix of errors in d. In contrast to the
Euclidean distance, this measure takes in account the correlation between data



4 Interpreting Radial Anisotropy ... 129

(equality being obtained where C, is diagonal). Note that there is no user-defined
regularization terms in (4.14) such as damping or smoothing constraints. This mis-
fit function only depends on the observed data.

The general expression for the likelihood probability distribution is hence:

_(D(m)}. (4.15)

1
p(dim) = 7(27””'@'. X exp{ 3

This is combined with the prior distribution to construct the posterior prob-
ability density function, which is thus defined in a space of variable dimension
(transdimensional).

4.5.3 Sampling a Transdimensional Probability Density
Function

Since the problem is transdimensional and nonlinear, there is no analytical
formulation for the posterior probability density function, and instead we
approximate it with a parameter search sampling algorithm (Monte Carlo). That
is, we evaluate the posterior at a large number of locations in the model space.
We use the reversible jump Markov chain Monte Carlo (rj-McMC) algorithm
(Geyer and Mgller 1994; Green 1995, 2003), which is a generalization of the
well-known Metropolis—Hastings algorithm (Metropolis et al. 1953; Hastings
1970) to variable dimension models. The solution is represented by an ensemble
of 1D models with variable number of layers and thicknesses, which are statis-
tically distributed according to the posterior distribution. For a review of trans-
dimensional Markov chains, see Sisson (2005). For examples of applications in
the Earth sciences, see Malinverno (2002), Dettmer et al. (2010), Bodin et al.
(2012a), Ray and Key (2012), Iaffaldano et al. (2012, 2013), Young et al. (2013),
Tkalci€ et al. (2013), Pilia et al. (2015) and Choblet et al. (2014).

In order to illustrate the power of the proposed Bayesian scheme, we applied
it to the synthetic homogenized profile shown in Fig. 4.6, polluted with some
Gaussian random correlated (i.e., smooth) noise. The solution is a large ensem-
ble of models parameterized as in Fig. 4.8, for which the statistical distribution
approximates the posterior probability distribution. As will be shown below, there
are a number of ways to look at this ensemble of models. Here, in Fig. 4.9, we
simply plot the 2D marginal distribution on the number of layers and number of
anisotropic layers. This allows us to quantify the trade-off between anisotropy and
heterogeneity. The distribution is clearly bimodal, meaning that the smooth equiv-
alent profile can either be explained by many isotropic layers or a few anisotropic
ones. From this, it is clear that we have not been able to distinguish between real
and artificial anisotropy. However, we are able (given a layered parameterization)
to quantify probabilistically the non-uniqueness of the problem.
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This trade-off may be “broken” by adding independent constraints from other
disciplines such as geology, mineral physics, or geodynamics. Here, we will show
how higher frequency seismic data can bring information on the number and loca-
tions of discontinuities and hence enable us to investigate the nature of radial ani-
sotropy in tomographic models.

4.6 Incorporating Discontinuities with Body Waves—
Application to the North American Craton

A smooth equivalent profile brings little information about location of discontinui-
ties, and extra information from higher frequency data is needed. Here, we show in
a real case how adding independent constraints from converted P to S phases can
help locating interfaces. Again, here, we place ourselves in the simplest case and
assume horizontal layering when modeling converted phases. We acknowledge
that dipping interfaces, or a tilted axis of anisotropy would produce apparent azi-
muthal anisotropy. Accounting for these effects is the subject of current work. We
construct a 1D probabilistic seismic profile under northwest Canada, by combin-
ing in a joint Bayesian inversion a full waveform tomographic profile (SEMum?2,
French et al. 2013) with receiver functions. The goal here is to incorporate hori-
zontal lithospheric discontinuities into a smooth image of the upper mantle and
thus investigate the structure and history of the North American craton.

Archean cratons form the core of many of Earth’s continents. By virtue of their
longevity, they offer important clues about plate tectonic processes during early
geological times. A question of particular interest is the mechanisms involved in
cratonic assembly. The Slave province is one of the oldest Archaen cratons on
Earth. Seismology has provided detailed information about the crust and upper
mantle structure from different studies, such as reflection profiling (e.g., Cook
et al. 1999), receiver function analysis (e.g., Bostock 1998), surface wave tomog-
raphy (e.g., Van Der Lee and Frederiksen 2005), or regional full waveform (Yuan
and Romanowicz 2010).



4 Interpreting Radial Anisotropy ... 131

Recent studies (Yuan et al. 2006; Abt et al. 2010) have detected a structural
boundary under the Slave craton at depths too shallow to be consistent with the
lithosphere—asthenosphere boundary. Yuan and Romanowicz (2010) showed that
this mid-lithospoheric discontinuity (MLD) may coincide with a change in the
direction of azimuthal anisotropy and thus revealed the presence of two distinct
lithospheric layers throughout the craton: a top layer chemically depleted above
a thermal conductive root. On the other hand, Chen et al. (2009)showed that this
seismic discontinuity as seen by receiver functions overlapped with a positive con-
ductivity anomaly and interpreted it as the top of an archean subducted slab.

This type of fine structure within the lithosphere is not resolved in global tomo-
graphic models such as SEMum2 and hence may be mapped into radial anisot-
ropy. Here, we will explore whether lithospheric layering as seen by scattered
body waves (receiver functions) is compatible with the radial anisotropy imaged
from global tomography.

4.6.1 Long-Period Information: A Smooth Tomographic
Profile

We used the global model recently constructed by the Berkeley group: SEMum?2
(Leki¢ and Romanowicz 2011; French et al. 2013). This model is the first global
model where the synthetic waveforms are accurately computed in a 3D Earth with
the spectral element method. Sensitivity kernels are calculated approximately
using nonlinear asymptotic coupling theory (NACT: Li and Romanowicz (1995)).
The database employed consists of long-period (60 < T < 400 s) three-component
waveforms of 203 well-distributed global earthquakes (6.0 < M,, < 6.9), as well
as global group-velocity dispersion maps at25 < 7 < 150 s.

Compared to other global shear-velocity models, the amplitudes of velocity
anomalies are stronger in SEMum?2, with stronger velocity minima in the low-
velocity zone (asthenosphere) and a more continuous signature of fast velocities in
subduction zones.

Here, we extract a 1D profile (Fig. 4.10) under station YKW3, located in the
southern Slave craton, northwest Canada. As seen in Fig. 4.10, the crustal structure
in SEMum? is replaced with a single, smooth equivalent anisotropic layer, valid
for modeling long-period waves. Note also that the high amplitude of radial ani-
sotropy below the crust may be due to unmapped layering at these depths.

4.6.2 Short-Period Information: Teleseismic
Converted Phases

In order to bring short-wavelength information to the tomographic profile, we
analyzed waveforms for first P arrivals on teleseismic earthquake records at the
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broadband station YKW3 of the Yellowknife seismic array. The station was
installed in late 1989 and has collected a large amount of data. Receiver function
analysis consists of deconvolving the vertical from the horizontal component of
seismograms (Vinnik 1977; Burdick and Langston 1977; Langston 1979). In this
way, the influence of source and distant path effects are eliminated, and hence,
one can enhance conversions from P to S generated at boundaries beneath the
recording site. This is a widely used technique in seismology, with tens of papers
published each year (e.g., Ford et al. 2010; Hopper et al. 2014). For a recent and
comprehensive review, see Bostock (2014).

Algorithms for inversion of receiver functions are usually based on optimi-
zation procedures, where a misfit function is minimized. Traditionally, this mis-
fit function is constructed by comparing the observed receiver function with a
receiver function predicted for some Earth model m:
H®)  hit,m)|]?

©(m) = ' m - v(t,m)

(4.16)

where V(¢) is the vertical and H(¢) the horizontal (radial) component of the
observed seismogram, and where v(¢,m) and h(t,m) are predicted structure
response functions for the unknown Earth model m. The fraction refers to a decon-
volution (or spectral division).

A well-known problem is that the deconvolution is an unstable numerical proce-
dure that needs to be damped, which results in a difficulty to correctly account for
uncertainties. Therefore, for Bayesian analysis, we choose an alternative misfit func-
tion based on a simple cross-product that avoids deconvolution (Bodin et al. 2014):

d(m) = |H(®) % v(t,m) — V(&) * ht,m)||* 4.17)

This misfit function is equivalent to the distance between the observed and
predicted receiver functions in (4.16). Since discrete convolution in time is
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Fig. 4.11 Station YKW3 with the set of events used for receiver function analysis

a simple summation and since seismograms can be seen as corrupted by ran-
dom errors, each sample of the signal obtained after discrete convolution is
then a sum of random variables, whose statistics are straightforward to calcu-
late with algebra of random variables. This is not the case with deconvolution
schemes.

Assuming that V(f) and H(¢) contain independent and normally distributed
random errors with standard deviation o, a likelihood probability function can be
constructed:

—d(m)
) (4.18)

1
(drp|m) = ———== x ex (
b Jroty TP\ 207

The observed vertical V() and horizontal H(¢) waveforms needed for inversion
were obtained by simply stacking a number of events measured for a narrow range
of backazimuths and epicentral distances (see Figs. 4.11 and 4.12). Influence of
the receiver structure is common to all records and is enhanced by summation
(Shearer 1991; Kind et al. 2012). We refer to Bodin et al. (2014) for details of the
procedure.

This likelihood function thus defined for receiver functions p(drp|m) can
be combined with the likelihood function defined above for the Inverse homog-
enization problem p(diomo|m) for joint inversion of short- and long-wavelength
information. Since the observations given by the tomographic model diomo are
independent of the receiver function observations drp, the complete posterior
probability function is then defined as follows:

p(m|diomo, drRF) & p(diomolm) X p(drrlm) x p(m) (4.19)

and can be sampled with the reversible jump algorithm described above.
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4.6.3 Results

Transdimensional inversion was carried out allowing between 2 and 60 layers. As
noted above, each layer is either described by one or two parameters. An a priori
constrain for minimum and maximum velocity value and anisotropy in each layer
was applied. The algorithm was implemented for parallel computers, providing a
thorough search of the model space, with an ensemble solution made of about 100
different Earth models. The posterior distribution is approximated from the distri-
bution (i.e., the histogram) of the ensemble of models in the solution (Fig. 4.13).
The solution is thus given by an ensemble of 1D models with variable number of
layers, thicknesses, and elastic parameters. In order to visualize the final ensemble,
the collected models can be projected into a number of physical spaces that are
used for interpretation.

For example, Fig. 4.13a shows the marginal distribution for S wave velocities
as a function of depth, simply constructed from the density plot of the ensemble
of models in the solution. Here, a number of expected lithospheric discontinui-
ties have been imaged, such as the mid-lithospheric discontinuity at 90 km and a
sharp lithosphere—asthenosphere boundary at 200 km. But interestingly, we also
note a sharp positive velocity change at 150 km, which establishes the base of an
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Fig. 4.13 Joint inversion of converted body waves in Fig. 4.12 and of the tomographic model in
Fig. 4.10. Left Probability distribution for V. Middle Probability of having an anisotropic layer.
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intra-lithospheric low-velocity zone between 90 and 150 km. This low-velocity
zone is clearly visible in Chen et al. (2007) who inverted Rayleigh wave phase-
velocity observations (20 s < T < 142 s) measured by the Yellowknife array. This
feature is also observed in the regional full waveform tomographic model by Yuan
and Romanowicz (2010). This low-velocity zone can be interpreted as a piece of
archean subducted slab, stacked vertically over another archean block. For a dis-
cussion about upper mantel seismic discontibuities, see Schmerr (2015).

Since here we are interested in the relative contribution of layering to the
observed anisotropy in SEMum?2, we can look at the probability at each depth to
have intrinsic anisotropy (i.e., & # 1). For each model, each layer is either isotropic
or anisotropic. Therefore, at each depth, one can count the ratio of isotropic to ani-
sotropic layers in the ensemble of models. This is shown in Fig. 4.13b. When no
information is brought by the data (prior distribution), the probability to have ani-
sotropy is 50 %. However here, the probability is lower and around 20 % across
much of the depth profile. This implies that intrinsic anisotropy is not required to
fit the smooth tomographic profile. In other words, the discontinuities required to
fit the converted body waves may be enough to explain the anisotropy in the tomo-
graphic model. We view this as an important result, indicating that radial anisotropy
(at least under cratons) should not be directly interpreted in tomographic models.

The third panel in Fig. 4.13c shows the probability distribution for & at each
depth. Note that, for a given depth, around 80 % of models are isotropic with
& =1, and this distribution only represents the level of anisotropy in the 20 %
remaining models.
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Note that these are only preliminary results. This study is only a proof of con-
cept, or study of feasibility, which opens a range of potential applications. Let us
acknowledge a number limitations:

1. Here, we assume that smooth tomographic profiles are the true Earth that has
been homogenized. Although this has been numerically demonstrated on 1D
synthetic tests for VIT models (Capdeville et al. 2013), it may not always be
true. For example, the effect of poor data sampling and hence model regulari-
zation may act as a smoothing operator not accounted for here.

2. Little is known about uncertainties in tomographic models, which are crucial in
the context of a Bayesian formulation.

3. Here, we only place ourselves in the case of VTI profile. No azimuthal ani-
sotropy is considered. Furthermore, it is well known that lateral heterogenei-
ties (e.g., Moho topography) may also produce apparent radial anisotropy. This
case has not been considered here.

4.7 Conclusion

Global tomographic imaging is an inverse problem where different types of
observables (e.g., surface waves, body waves) are used to constrain different
types of parameters (e.g., P and S wave velocity, anisotropy, density). Different
measurements have different sensitivities, and all parameters are not equally well
resolved. Some parameters present strong trade-offs. Furthermore, the elastic
properties to be constrained are scale dependent. These issues have led seismolo-
gists to simplify the inverse problem and to invert separately different observables,
different frequency bands, and with different spatial and physical parameteriza-
tions. Thus, different classes of models with different resolving power have been
published, which are sometimes difficult to reconcile.

Recent theoretical developments as well as increased availability of computa-
tional power have allowed the emergence of full waveform inversion, where the
full wave-field (and its derivatives with respect to the model) is exactly computed
with purely numerical methods. Inverting the full wave-field in the time domain
enables us to combine body and surface waves in the same inversion scheme. The
recent local, regional, and global applications of full waveform tomography reveal
indeed an improved resolution. For example, the amplitudes of the imaged anoma-
lies increase, and more small-scale features are constrained. However, a remaining
challenge is computational cost. One way to keep reasonable the time of com-
putations is to limit the frequency content of waveforms and only invert the long
periods. As a result, the resolving power of full waveform tomography is mainly
determined by the minimum period or minimum wavelength.

Elastic properties are scale dependent, and hence, the small-scale heteroge-
neities that are not resolved in tomographic models are mapped into large-scale
structure. This mapping is nonlinear, which makes large-scale structure difficult
to interpret. In this study, we have focused on vertical transversely isotropic (VTI)
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models, where small-scale heterogeneities in S wave velocity are mapped into
large-scale radial anisotropy.

A method has been proposed to “downscale” smooth tomographic models.
Given the laws of homogenization which link a medium to its effective long-wave
equivalent, we are able to explore the space of possible small-scale models that
are equivalent to a given tomographic profile. We cast this inverse problem in a
Bayesian formulation, which enables us to probabilistically quantify the trade-off
between heterogeneity (in our case layering) and anisotropy.

We have applied this method to a tomographic profile of the North American
craton, and added short-period information from receiver functions, to help locate
the depth of discontinuities. This allows us to investigate the nature and history
of the craton. But more importantly, we have shown that a large part of anisot-
ropy present in the tomographic model may be due to unmapped discontinuities.
Therefore, we conclude that one should not interpret radial anisotropy in tomo-
graphic models only in terms of geodynamics, e.g., mantle flow. The inferred
radial anisotropy contains valuable information about the earth, but one has to
keep in mind that this is only apparent anisotropy. It may only be interpreted when
associated with higher frequency information, or with additional information from
other disciplines (geology, mineral physics, or geodynamics).

Here, we have assumed that the observed radial anisotropy is either due to lay-
ering or intrinsic radial anisotropy. We recognize that this a strong approxima-
tion. Indeed, both lateral heterogeneities and intrinsic azimuthal anisotropy may
also contribute to the observed radial anisotropy. Although these effects are not
considered here, they are the subject of current work. For example, we expect
observations of azimuthal anisotropy to provide important additional constraints:
(1) These observations cannot be explained by horizontal layering; (2) they may
sometimes be due to LPO with a tilted axis of symmetry, in which case part of the
observed radial anisotropy may still be intrinsic.
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Chapter 5

Relationships Between Seismic Wave-
Speed, Density, and Electrical Conductivity
Beneath Australia from Seismology,
Mineralogy, and Laboratory-Based
Conductivity Profiles

A. Khan, S. Koch, T.J. Shankland, A. Zunino and J.A.D. Connolly

Abstract We present maps of the three-dimensional density (p), electrical
conductivity (o), and shear-wave speed (Vs) structure of the mantle beneath
Australia and surrounding ocean in the depth range of 100-800 km. These maps
derived from stochastic inversion of seismic surface-wave dispersion data, ther-
modynamic modeling of mantle mineral phase equilibria, and laboratory-based
conductivity models. Because composition and temperature act as fundamental
parameters, we obtain naturally scaled maps of shear-wave speed, density, and
electrical conductivity that depend only on composition, physical conditions
(pressure and temperature), and laboratory measurements of the conductiv-
ity of anhydrous mantle minerals. The maps show that in the upper mantle p, o
and Vg follow the continental-tectonic division that separates the older central
and western parts of Australia from the younger eastern part. The lithosphere
beneath the central and western cratonic areas appears to be relatively cold and
Fe-depleted, and this is reflected in fast shear-wave speeds, high densities, and
low conductivities. In contrast, the lithosphere underneath younger regions is
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relatively hot and enriched with Fe, which is manifested in slow shear-wave
speeds, low densities, and high conductivities. This trend appears to continue
to depths well below 300 km. The slow-fast shear-wave speed distribution
found here is also observed in independent seismic tomographic models of the
Australian region, whereas the coupled slow-fast shear-wave speed, low-high
density, and high-low electrical conductivity distribution has not been observed
previously. Toward the bottom of the upper mantle at 400 km depth marking the
olivine — wadsleyite transformation (the “410-km” seismic discontinuity), the
correlation between Vs, p, and o weakens. In the transition zone, Vs, p, and o
are much less correlated indicating a significant compositional contribution to
lateral heterogeneity. In particular, in the lower transition zone, o and p appear
to be governed mostly by variations in Fe/(Fe 4+ Mg), whereas lateral variations
in Vg result from changes in (Mg + Fe)/Si and not, as observed in the upper
mantle, from temperature variations. Lower mantle lateral variations in thermo-
chemical parameters appear to smooth out, which suggests a generally homo-
geneous lower mantle in agreement with seismic tomographic images of the
lower mantle. As a test of the regional surface-wave-based conductivity model,
we computed magnetic fields of 24 h S, variations and compared these to obser-
vations. The comparison shows that while our predicted conductivity model
improves the fit to observations relative to a one-dimensional model, amplitudes
of the computed conductivity anomalies appear not to be large enough to enable
these to be discriminated at present.

Keywords Electrical conductivity *+ Seismic wave-speed + Tomography - Phase
equilibria + Surface waves - Electromagnetic sounding *+ Mantle composition *
Mantle temperatures

5.1 Introduction

Large-scale features of elastic properties from seismic tomography are reasonably well
resolved and show strong correlation with surface-tectonic features (e.g., Schaeffer and
Lebedev 2015; Lekic and Romanowicz 2012; Rawlinson et al. 2015), but
smaller scale variations appear to be less well resolved and to have more complex ther-
mal and chemical origins (e.g., Trampert and van der Hilst 2005). Mantle convection
simulations favor a heterogeneous mantle made of a mechanical mixture of basalt and
harzburgite (e.g. Christensen and Hofmann 1994; Xie and Tackley 2004), which are the
products of partial melting at mid-ocean ridges. While such models produce a natural
metric for understanding the generation and continued renewal of a laterally heteroge-
neous mantle through subduction of differentiated oceanic lithosphere (e.g., Xu et al.
2008), it is not yet clear whether such mixture models can account for the complexity
observed across a wide range of geophysical data (e.g., Helffrich and Wood 2001;
Schmerr 2015; Kawai and Tsuchiya 2015).
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Detailed maps of compressional and shear-wave velocity models exist, but
there are fewer constraints on mantle density structure (e.g., Kennett 1998; Ishii
and Tromp 2004) because seismic data underlying tomographic models are rela-
tively insensitive to density (e.g., Resovsky and Ritzwoller 1999; Romanowicz
2001; Kuo and Ramanowicz 2002). Yet, geodynamical modeling expresses inter-
nal dynamics driven by lateral density variations (e.g., Forte and Perry 2000;
Deschamps et al. 2001), and improved knowledge of mantle density structure
could prove an important additional constraint.

Complementary means to obtain structural information can come from stud-
ies that relate elastic properties to chemical composition and crystal structure to
constrain systematic relations between seismic wave-speed and density in mantle
minerals (e.g., Birch 1961; Shankland 1972). These systematics can subsequently
be compared to density, P-, and S-wave speed profiles that are deduced from geo-
physical studies or even be applied in an inverse sense to obtain compositional
information (e.g., Shankland 1977). Other means rely on transport properties,
e.g., electrical and thermal conductivities, and viscosity, (e.g., Shankland 1981;
Poirier 2000). Electrical conductivity, for example, is more sensitive to composi-
tion and temperature than in elasticity (e.g., Xu et al. 2000; Dobson and Brodholt
2000; Khan et al. 2006; Verhoeven et al. 2009). However, the perceived advantage
of studies based on electrical conductivity is diminished by a smaller number of
world-wide geomagnetic observatories in comparison with the present-day global
network of seismic stations (e.g., Kuvshinov 2012).

Global and semi-global three-dimensional (3D) conductivity images of the man-
tle are most reliable in imaging transition zone and outermost lower mantle (e.g.,
Utada et al. 2009; Kelbert et al. 2009; Tarits and Mandea 2010; Shimizu et al. 2010;
Semenov and Kuvshinov 2012), where they show relatively low lateral and radial
resolution in comparison with their seismic counterparts. Resolution aside, current
global-scale conductivity, and seismic tomography maps appear to have few fea-
tures in common (for a comparison see, e.g., Semenov and Kuvshinov 2012). Fast
and slow velocity anomalies that are usually interpreted as evidence of cold and hot
mantle conditions, respectively, do not always correlate with low and high conduc-
tivities as might be expected from the observation that conductivity has a strong tem-
perature dependence following an Arrhenius relation (e.g., Poirier 2000). On a more
fundamental level, transport and elastic properties of minerals are different phe-
nomena and per se need not be correlated. However, if temperature is the dominant
source of mantle velocity anomalies as frequently argued (e.g., Goes et al. 2000),
then we might expect a minimum degree of correlation. Such a correlation is not
usually observed for reasons yet to be determined. On the other hand, if composi-
tion in the form of variations in major element chemistry is responsible for a signifi-
cant part of the signal, then we might not observe significant correlations between
the two physical properties. Hence, these features could provide potential means to
unravel compositional contributions to lateral variations in mantle properties.

To examine relations between elastic properties and electrical conductivity, we
link elasticity, density, and electrical conductivity through thermodynamic mod-
eling of mantle minerals (e.g., Khan et al. 2006; Verhoeven et al. 2009). Using a
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self-consistent scheme (Gibbs free-energy minimization) to calculate phase equilib-
ria, followed by equation of state modeling, we compute properties that depend only
on physical conditions (pressure and temperature) and on chemical composition (e.g.,
Connolly 2005; Ricard et al. 2005; Stixrude and Lithgow-Bertelloni 2005; Piazzoni
et al. 2007). Thus, the use of free-energy minimization methods results in physically
realistic models that include natural scaling between the various properties.

We first consider shear-wave velocities of the mantle beneath continental
Australia to a depth of 800 km that are derived from stochasticinversion of sur-
face-wave dispersion data as described in Khan et al. (2013). In the inversion, we
map mantle temperatures and compositions from elastic responses. Having these
properties together with independent laboratory conductivity measurements of
different mineralogies and temperatures permit calculating mantle electrical con-
ductivities independently of elastic properties at depth. From these conductivity
maps, it is possible to calculate an equivalent conductivity response. Hence, this
approach provides a natural basis for analyzing different data sets and for address-
ing fundamental issues related to the structure and constitution of the Earth (e.g.,
Khan et al. 2006, 2013; Verhoeven et al. 2009; Fullea et al. 2009, 2011, 2012;
Afonso et al. 2013a, b; Jones et al. 2013; Drilleau et al. 2013; Kuskov et al. 2014).

Joint inversion of seismic, gravity, and electromagnetic sounding data would be
a preferable approach; owing to the complexity and the computational resources
required for solving the joint problem, it is beyond the scope of this study and
will be considered in future studies. However, we would like to emphasize that
this procedure, while based on inversion of seismic data, does not imply that the
derived conductivity structure simply or tautologically follows that dictated by
seismic data because independent chemical, mineralogical, and laboratory conduc-
tivity databases are interposed. Finally, we note that because the main purpose of
this study is to examine relative behaviors of elastic and transport properties, we
do not consider the inverse problem of constraining composition and temperature
from seismic data per se in any detail here, but consider this part a fait accompli
with details supplied in the previous treatment (Khan et al. 2013).

As the main focus in this study centers on mantle compositional (major ele-
ments) and thermal variations, we assume anhydrous and subsolidus conditions,
i.e., we consider the mantle to be dry and melt-free. We make such a simplifying
assumption out of necessity as (1) thermodynamic data for modeling shear-wave
speed for water- and melt-bearing phases are uncertain and (2) several studies have
showed that an anhydrous mantle is not inconsistent with conductivity profiles
obtained from global electromagnetic sounding data (e.g., Manthilake et al. 2009;
Khan and Shankland 2012). Moreover, although available data have been used to
construct parameterized approaches to modeling the effect of water and melt on
shear-wave speed and conductivity (e.g., Laske et al. 2011; Goes et al. 2012), these
cannot be modeled self-consistently in line with the main approach of this study. It
is left to future studies to consider this and contributions arising from other effects
such as the presence of melt (e.g., Shankland et al. 1981; Park and Ducea 2003;
Toffelmier and Tyburczy 2007; Khan and Shankland 2012; Koyama et al. 20006,
2013; Karato 2011; Pommier 2014).
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5.2 Data and Methods

5.2.1 The Forward Problem

The solution to the forward problem, i.e., estimation of surface-wave dispersion
data (dsejs) and magnetic field variations (dmag) from composition ¢, temperature 7,
and a laboratory conductivity database (d,) can be summarized as follows:

g 9] 84
¢,T —> M — p,Vs,Vp = dseis
23
N
23 85
dy = o = dmag

where M indicates equilibrium modal mineralogy (all parameters are implicitly
assumed to be functions of radius) and the various g’s embody physical laws in the
form of thermodynamic modeling (g;), equation of state modeling (g,), bulk rock
conductivity estimation (g3), surface-wave dispersioncalculations (g4), and compu-
tation of magnetic field variations (gs). Here, we do not consider the part related
to g, for reasons outlined earlier. From the above forward scheme, we observe that
electrical conductivity is not immediately available from free-energy minimization,
but has to be computed using separate laboratory-based conductivity data.

5.2.2 Parameterization

As outlined in more detail in Khan et al. (2013), we parameterized the model later-
ally in terms of 5° x 5° pixels and beneath the center of each pixel radially by a
number of layers with a fixed node-spacing in the mantle of 50-200 km for tem-
perature and composition (Fig. 5.1). The crust is parameterized using purely phys-
ical properties that include P- and S-wave speeds, density, conductivity, and depth
to crust-mantle interface. With these parameters assigned, we performed Gibbs
free-energy minimization (to be described below) and computed modal mineral-
ogy and mantle physical properties on a denser fixed radial grid with node spacing
in the range of 10-50 km.

5.2.3 Thermodynamic Modeling

Application of free-energy minimization methods in geophysics is not new (e.g.,
Saxena and FEriksson 1983; Wood and Holloway 1984; Kuskov and Panferov
1991; Sobolev and Babeyko 1994; Bina 1998; Fabrichnaya 1999), but it has
been limited by the extent of early thermodynamic databases. Here, we use the
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Fig. 5.1 Model parameterization: lateral grid spacing is 5° x 5° (a) and radially model param-
eterization consists of layers (b—c). The crust (b) is delineated by density (p), P- and S-wave
speeds (Vp, Vs), and depth to crust-mantle interface (dpon,). Mantle layers (c¢) are parameterized
by composition (¢) and temperature (7). Circles in both plots denote location of a set of prefixed
depth nodes (corresponding to indices i and j in plot ¢), except in the crust where depth to crust—
mantle interface is variable. Modified from Khan et al. (2013)

free-energy minimization strategy described by Connolly (2009) to predict rock
mineralogy, elastic moduli, and density as a function of pressure, temperature,
and bulk composition. For this purpose, we employ the thermodynamic formu-
lation of Stixrude and Lithgow-Bertelloni (2005) with parameters as in Stixrude
and Lithgow-Bertelloni (2011). Possible mantle compositions are explored within
the Na,O-CaO-FeO-MgO-Al,03-Si0; (NCFMAS) system, which accounts
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Fig. 5.2 Variations in phase proportions and physical properties in the upper mantle, transi-
tion zone,andoutermost lower mantle (0-30 GPa, 0-750 km depth). Aggregate rock conductiv-
ity (bold black lines) and phase equilibria are calculated for two different mantle compositions
in the NCFMAS system (comprising oxides of the elements NayO-CaO-FeO-MgO-Al,03—
Si0,): harzburgite (a) and MORB (b) along the mantle adiabat of Brown and Shankland (1981)
(see Fig. 5.3). Phases are: olivine (ol), orthopyroxene (opx), clinopyroxene (cpx), pl (plagio-
clase), coe (coesite), stishovite (stv), high-pressure Mg-rich cpx (C2/c), garnet (gt), wadsleyite
(wad), ringwoodite (ring), akimotoite (aki), calcium silicate perovskite (capv), ferropericlase
(fp),bridgemanite (br), and calcium ferrite (cf)

for ~99 % of the mass of Earth’s mantle (e.g., Irifune 1994). Because the equilib-
rium assumption is dubious at low temperature (e.g., Wood and Holloway 1984),
for models that require rock properties at temperatures below 800 K, the stable
mineralogy is first calculated at 800 K and its physical properties are then com-
puted at the temperature of interest. Bulk rock elastic moduli are estimated by
Voigt-Reuss-Hill (VRH) averaging. The pressure profile is obtained by integrating
the load from the surface (boundary condition p = 107 Pa). Examples of equilib-
rium mineralogy and bulk rock conductivity for two different compositions along
the mantle adiabat of Brown and Shankland (1981) are shown in Fig. 5.2. The
influence of phase equilibria in these examples representing end-member compo-
sitions is apparent from the discontinuities in conductivity associated with mineral
phase transformations. The difference in geophysical response incurred by the two
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conductivity profiles shown in Fig. 5.2 is easily detectable with an appropriate set
of electromagnetic response functions.

Uncertainties associated with the thermodynamic data are notoriously diffi-
cult to assess because of the nonlinearity of the free-energy minimization prob-
lem and correlations among the various thermodynamic parameters. A preliminary
Monte Carlo analysis of this uncertainty indicates uncertainties in density, P-, and
S-wave speeds on the order of <0.1, <0.5, and <1 %, respectively (unpublished
data). Alternative means of investigating this uncertainty are illustrated in the
applications of Afonso et al. (2013a) and Kuskov et al. (2014) that employ similar
approaches to the method outlined here. In a methodological study of determining
thermo-chemical mantle structure from a diverse set of geophysical data, Afonso
et al. (2013a) assess the uncertainty by comparing predicted and observed modal
compositions for a set of xenoliths and generally find that differences between
computed and observed values are within experimental error. Differences in physi-
cal properties between computed and laboratory measurements are also found to
be negligible. In a related study, Kuskov et al. (2014) map the thermo-chemical
structure of the lithospheric mantle beneath the Siberian craton using seismic
velocity profiles and find that temperatures and depth to the lithosphere—asthe-
nosphere boundary can only be determined to within an accuracy of £100 °C
and 430 km, respectively, given the uncertainties in the thermodynamic param-
eters and modeled velocities.

5.2.4 Laboratory Electrical Conductivity Data

The conductivity data employed in this study are detailed in Khan and Shankland
(2012) and shown in Fig. 5.3. The conductivity database comprises the minerals
olivine (ol), orthopyroxene (opx), clinopyroxene (cpx), garnet (gt), wadsleyite
(wads), ringwoodite (ring), ferropericlase (fp), and bridgemanite (br). This data
set allows us to model mineral conductivities as functions of major element com-
position, temperature, and pressure. In order to construct a bulk conductivity pro-
file from single mineral conductivities, we make use of a self-consistent solution
based on effective medium theory (Landauer 1952; Berryman 1995) for conduct-
ing composites (for more discussion see, e.g., Xu et al. 2000; Khan and Shankland
2012)

N —
21: |:(71+2C730:| =0 SR

where x; is volume fraction of mineral i, N the total number of minerals, and oy,
represents the self-consistent solution that has to be determined iteratively to sat-
isfy Eq. 5.1, while bounded by the Hashin-Shtrikman bounds. The latter are the
narrowest bounds that exist for a multiphase system in the absence of informa-
tion about the geometrical arrangement of the constituent phases (Hashin and
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Fig. 5.3 Summary of mineral electrical conductivities measured in the laboratory as a function
of inverse temperature for a upper mantle, b transition zone, and ¢ upper part of lower man-
tle. d Variations in mineral phase proportions and laboratory-based bulk conductivity profile. For
the example shown here bulk conductivity profile and mineral modes were computed using a
homogeneous adiabatic pyrolitic and anhydrous mantle as a function of pressure (depth). The
solid black and dotted green lines in plot d show bulk conductivity and the adiabat of Brown and
Shankland (1981), respectively. For phase names, see Fig. 5.2; the main text contains further dis-
cussion. Modified from Khan et al. (2011)

Shtrikman 1962; Watt et al. 1976). Phases present at levels <10 vol% (e.g., coesite,
stishovite, and akimotoite) are not considered as these have no effect on bulk con-
ductivity (e.g., Khan et al. 2011).

To illustrate the methodology, we computed modal mineralogy and corre-
sponding self-consistently determined bulk conductivity profile for a homogene-
ous adiabatic mantle made of pyrolite (Fig. 5.3). The bulk conductivity profile
reveals a number of interesting features observed previously that include an
almost vanishing “410-km” discontinuity (olivine — wadsleyite), and relatively
strong “520-km” and “660-km” discontinuities (wadsleyite — ringwoodite and
ringwoodite — bridgemanite 4 ferriperoclase), respectively. As a consequence,
absence of a strong “410” discontinuity in conductivity is likely to be a promi-
nent feature of conductivity images relative to those showing shear-wave speed.
Variations in Vg are expected to be strong across the “410.” In the case of the
“660,” a relatively strong compositional dependence through variations in Fe
content is possible.
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5.3 Results and Discussion

Maps of mean mantle shear-wave speed [these are anelastically corrected using
the approach outlined in Khan et al. (2013)], electrical conductivity, density, min-
eralogy, and thermochemical variations derived from inversion of surface-wave
data are shown in Fig. 5.4. Mean bulk compositions are indicated as ratios of the
three major elements Mg, Fe, and Si derived from the oxide models c; the remain-
ing elements are less well determined. The mean model was computed from the
10* models that were sampled and considered in the analysis of Khan et al. (2013).
Note that variations are displayed relative to mean reference models that are com-
puted from lateral averages of all sampled models across all pixels. The mean
reference profiles are shown in Fig. 5.5. Moreover, 1D marginal posterior distri-
butions for the parameters displayed in Fig. 5.4 (for a single location in central
Australia) are depicted in Fig. 5.6. With regard to the mean model displayed here,
we would like to note that any model picked randomly from the posterior prob-
ability distribution is as representative as the mean or median model, if not more
so, since the latter models are unlikely to be sampled and therefore constitute a
poor representation of the solution (small posterior probability).

Rather than compute uncertainty measures such as credible intervals from the
suite of sampled models (see Khan et al. 2013), we depict model parameter uncer-
tainty in the form of a movie sequence that displays 250 models taken randomly
from the posterior distribution (see online supporting material). The movie provide
insight into overall model variability. The features that are well resolved will tend
to be more stable across the maps and models, whereas less well-resolved features
appear more unstable. Variations in mantle temperature and physical properties,
for example, are seen to be remarkably stable, particularly throughout the upper
mantle. Compositional variations, on the other hand, only appear to be stable
down to 200 km depth. However, a closer look actually reveals that the relative
geographical distribution of compositional variations is stable. As an aid in inter-
preting the maps, we have computed correlations between the various physical and
thermochemical parameters as a function of depth (Figs. 5.7 and 5.8). Note that
correlations are shown as distributions that are computed from 10* models, i.e.,
from all samples considered in Khan et al. (2013), and indicate the probability for
observing a correlation coefficient in a particular range. The more peaked the cor-
relation coefficient is, the better the parameter is resolved. It must also be men-
tioned that the correlations in and around the transition zone do not necessarily
coincide with the depths at which mineralogical phase transitions occur.

5.3.1 Correlated Lateral Variations of Physical Properties

Figures 5.7 and 5.8 provide a number of interesting interrelationships as lateral
correlations between physical properties, chemistry, mineralogy, and temperature.
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The distributions indicate variations with lateral distances for various depth ranges
indicated by color coding. Thus, lateral changes are isobaric, i.e., independent of
phase changes with pressure. We emphasize the significance only of distributions
outside the range —0.5 to 0.5 where statistics can be inconclusive. This section
interprets physical connections between different variables, and the following sec-
tion treats their geophysical variations.

The top row of Fig. 5.7 displays temperature effects and has the clearest corre-
lations, either strongly positive or negative. As expected, density p decreases with
T as a consequence of thermal expansion. Velocities also decrease with 7' as meas-
ured in laboratory measurements, a consequence of weakening interatomic bonds
(Wang 1970). The positive conductivity variation with T reflects the exponential
increase of o with T in semiconductors and thus is a right—left mirror image of
the other two figures. With increasing depth, lateral thermal effects become less
correlated, produce fewer lateral changes of physical properties, and require other
explanations.

In the second row, density increases with replacement of Mg by the heavier
element Fe in crystal structures; within a given crystal structure, this replacement
leads to decreased shear-wave speed (e.g., Birch 1961; Shankland 1972) as in
Fig. 5.7e. Electrical conductivity within different silicate mineralogies commonly
increases with Fe content (e.g., Hirsch et al. 1993; Yoshino et al. 2012), and this is
seen in Fig. 5.7f.

In the third row, to the degree that increasing (Mg + Fe)/Si represents increase
of p as olivine increases with respect to pyroxene, there can be lateral variations
of these two minerals in the upper mantle. In the lower mantle, an increase of
fp Mg, Fe)O with respect to br (Mg, Fe)SiO3 would increase (Mg + Fe)/Si but
decrease density because of the lower density of fp with respect to br (Ricolleau
et al. 2009). Vg distributions resemble those of p, which suggests the same under-
lying causes (relative quantities of ol, px; br, fp) for their lateral variations. o
shows something like a mirror image; the higher conductivity of fp relative to br
(Yoshino 2010) could lead to a positive correlation with (Mg + Fe)/Si. However,
it is not clear why there should be a negative correlation involving ol and px con-
tents (Fig. 5.7i). None of the properties in this row resembles the T-effects of the
first and second rows, and this argues for complex changes in mineralogy. Note
that (Mg + Fe)/Si from 1 to 2 corresponds to a bulk composition from pyroxene to
olivine stoichiometry, i.e., in the ranges of peridotites. The correlations of Fig. 5.7j
reflect the tight linkages created by the forward operations g, and g4. The final
column of Fig. 5.4 maps upper mantle mineral fractions px/(ol + px) and lower
mantle fp/(br 4 fp). In both cases, the maps show good correlation between bulk
chemistry and mineralogy. Because these minerals volumetrically dominate their
respective depth ranges, they are of the most interest. Minor minerals are included
in volumetric proportions for density and for elastic wave velocities in the VRH
averaging scheme. However, because they are unlikely to form interconnected
phases, their contributions to electrical conductivity are less significant and there-
fore more easily neglected.
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4 Fig. 5.4 Maps of mean mantle thermochemical anomalies and variations in physical prop-
erties beneath Australia. Isotropic mantle shear-wave velocity (first column), electrical
conductivity(second column), density (third column), temperature (fourth column), (Mg + Fe)/
Si (fifth column, atomic fraction), Fe/(Fe 4+ Mg) (sixth column, atomic fraction), and upper
and lower mantle mineral ratios px/(ol 4+ px) and fp/(br + fp) (seventh column, atomic frac-
tion). Shear-wave speed, density, and temperature are given in % deviations from a mean model
(Fig. 5.5), respectively. Electrical conductivity is relative to a reference electrical conductivity
profile (Fig. 5.5). Mean reference values for all properties are indicated on the right side of each
panel. Note that color bars are inverted for shear-wave speed and conductivity so that fast (slow)
velocity anomalies correspond to low (high) conductivities

Figure 5.8 presents another picture in which thermochemical parameters are
implicit, and it thus displays lateral interrelationships between physical proper-
ties. The overall picture behaves somewhat like the T-effects in the first row of
Fig. 5.7; there is declining significance of T variation with depth. Relations in the
first figure represent velocity—density systematics (e.g., Birch 1961; Shankland
1977). The most positive correlations characterize the case where density
increases in different mineral phases having minimal change of chemical com-
position as represented by mean atomic weight m. Mean atomic weight equals
molecular weight of a compound divided by the number of atoms in its chemi-
cal formula and mostly reflects Fe enrichment. For instance, in the olivine series
((Mgl_ o Fex)ZSiO4) m varies with x from 20.1 to 29.1. Negative correlations are
strongest in a given crystal phase for increasing iron content. It appears that the
wide range of lateral correlations in Fig. 5.8a could represent both effects beneath
the Australian continent.

Vs [km/s] log(a/ ) p [kg/m?] T [°C] (Mg+Fe)/Si Fe/(Mg+Fe)
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Fig. 5.5 Mean reference profiles (blue) showing radial variations in shear-wave speed (Vs), elec-
trical conductivity log(o/oy), density (p), temperature (7), and composition (Mg + Fe)/Si and
Fe/(Mg + Fe) in atomic fractions, respectively. The mean profiles were constructed from lateral
averages of each property at every depth node. In the conductivity plot op = 1 S/m
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Fig. 5.6 One-dimensional marginal distributions for the model parameters are shown in Fig. 5.5
for a specific location in the center of the Australian continent (120°E, 27°S). Compositional
distributions (Mg + Fe/Si and Fe/Mg + Fe) are in atomic fractions. In the conductivity plot
op=1S/m

5.3.2 Upper Mantle Structure

There is a good correlation in the upper mantle where shear-wave, density, and con-
ductivity anomaliesoutline the continental boundaries of the region. Lateral veloc-
ity variations are commonly observed in seismic tomography images of the region
(e.g., Fishwick and Rawlinson 2012; Kennett et al. 2012; Rawlinson et al. 2015). The
continental regime has a distinct thermochemical signature and is divided into slow
(corresponding to “hot” with relatively low (Mg + Fe)/Si and high Fe/(Mg + Fe) val-
ues) and fast (corresponding to “cold” with relatively high (Mg + Fe)/Si and low Fe/
(Mg + Fe) values) patterns that extend well into the upper mantle.

Fe/(Mg + Fe) is of order 0.1 &£ 0.03 in mantle minerals; higher ratios yield
higher conductivities (e.g., Hirsch et al. 1993) principally in the polaron reaction
Fe’ts Fe’t+ e~. Moreover, low upper mantle conductivities clearly correlate
with fast velocity and positive density anomaliesover the older western and central
parts of the continent, whereas high conductivity anomalies correlate with slow
velocity and negative density variations over the younger eastern and oceanic lith-
ospheric regions. This conductivity pattern has not been resolved previously; to
first order, it appears to be governed by temperature variations through the strong
T-dependence of o.
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This observation is strongly supported by the distribution of correlation coef-
ficients (Fig. 5.7). The correlation pairs Vs — T, p — T, and o — T are very peaked
in the depth range 100-300 km relative to, e.g., Fe/(Mg + Fe) and (Mg + Fe)/
Si, although compositional variations do appear to be important. In particular, we
observe p to correlate positively with (Mg + Fe)/Si and Vs and o to correlate with
both Fe/(Mg + Fe) and (Mg + Fe)/Si. The absolute values of the correlation coef-
ficients are as expected in the case of temperature, with negative correlations exist-
ing for Vs — T and p — T and positive correlations for o — T.

Toward the bottom of the upper mantle, thermal effects become progressively
less important, giving way to more complex compositionally-dependent structures.
This is most apparent in the case of p at 300 km depth, which reveals a relatively
strong compositional signature that correlates positively with Fe/(Mg + Fe).
In contrast, Vs and o are largely controlled by lateral thermal effects (Fig. 5.7b,
¢). For additional discussion of upper mantle structure see the contributions by
Rawlinson et al. (2015), Schmerr (2015), and Katsura and Yoshino (2015).

5.3.3 Transition Zone and Lower Mantle Structure

Within the transition zone (400-600 km depth), lateral velocity, density, and con-
ductivity variations are reflected in correlations between the various parameters.
Temperature has less influence compared with chemical/mineral contributions. Lateral
changes of p correlate strongly with Fe/(Mg + Fe) in particular, a result of substituting
the heavier Fe atom for Mg. However, transition zone density correlates poorly with
oxide (mineral) content, and Vs behaves similarly, which would argue for incoher-
ent lateral variation in these properties. V-p systematics Fig. 5.8a has more structure
with more lateral changes still in the range close to zero correlations. This also holds
for electrical conductivity except for the 600 km regime. Here, the Fe/(Mg + Fe)-
dependence at 600 km probably relates to conductivity dependence on Fe in transi-
tion-zone minerals, particularly in ringwoodite (Yoshino and Katsura 2013). The lower
transition zone beneath the main continent appears to have a different style of lateral
variation with slow velocity, negative density, and weak-to-positive conductivity rela-
tions. Overall, transition zone displays a general decoupling of structure relative to the
upper mantle which is driven by an increase in (Mg + Fe)/Si with depth, (Fig. 5.5).
The decoupling appears uncorrelated with Fe/(Mg + Fe), while thermal anomaliesare
smoothed out and less dominant relative to the upper mantle. For additional discussion
of transition zone structure see the contribution by Kawai and Tsuchiya (2015).

In the outermost lower mantle (800 km depth), variations in all proper-
ties diminish in amplitude, in agreement with a lower mantle that is governed
by small-amplitude thermochemical variations (e.g., Jackson 1998). Figure 5.7
reveals that both p and Vg correlate strongly with Fe/(Mg + Fe), although with
opposite signs, resulting in a negative correlation between p and Vg in the outer-
most lower mantle. Vg also shows significant negative correlation with (Mg + Fe)/
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Si. The weak negative correlation in Fig. 5.8a suggests lateral Fe enrichment in the
lower mantle (in contrast to lateral mineralogical variation in the upper mantle).
The small-scale features found here suggest a relatively homogeneous lower man-
tle. This observation is in line with what is inferred from global seismic tomogra-
phy that also shows low-amplitude velocity variations in the lower mantle (e.g.,
Kustowski et al. 2008).

5.3.4 Comparison with Other Studies

The shear wave-speed variations found here in the upper mantle have, as dis-
cussed in more detail in Khan et al. (2013), also been reported elsewhere (see
the Australian upper mantle seismic tomography models of, e.g., Fichtner et al.
(2010), Fishwick and Rawlinson (2012), Kennett et al. (2012). Most of these mod-
els (not shown for brevity) are sensitive to about 300 km. Their prominent features
to this depth include separation of structure into tectonic regimes that are slow
(corresponding to our relatively “hot,” low Fe/(Mg + Fe) and (Mg + Fe)/Si) or
fast (relatively “cold,” high Fe/(Mg + Fe) and (Mg + Fe)/Si). Details among the
various models nonetheless differ as a result of differences in methodology, data,
and parameterization. However, the overall level of agreement with other regional
models is encouraging and is considered evidence in support of the joint thermo-
dynamic analysis performed here.

Several studies have tried to unravel the physical causes of the observed veloc-
ity variations that are seen in seismic tomography images (e.g., Masters et al.
2000; Saltzer et al. 2001; Deschamps et al. 2002; Deschamps and Trampert 2003;
Resovsky and Trampert 2003; Simmons et al. 2009; Afonso et al. 2010). For this
purpose, the ratio of relative changes in shear (Vs) and compressional wave veloci-
ties (Vp), defined as Rp/s = dInVs/dInVp, has been computed directly from seis-
mic P- and S-wave tomography models. An increase in Rp/s with depth is thought
to indicate an increased compositional contribution to the observed structural vari-
ations. Generally, these studies find that the mean value of Rp/s increases radially,
although important, but less-defined, lateral variations also exist. However, as is
often the case independent overlapping information on P- and S-wave velocities is
not available, and even in cases where it is, Deschamps and Trampert (2003) have
shown that Rpss is only able to provide qualitative indication of chemical varia-
tions. Deschamps and Trampert (2003), nonetheless conclude from the distribution
of Rpss and its dispersion that the cause of P- and S-wave speed anomalies is not
only temperature, but it likely bears a compositional component. However, separa-
tion of thermal and chemical effects by seismic wave-speeds alone is difficult and,
as already mentioned, is further complicated by the relative insensitivity of seismic
wave-speeds to the density contrasts that must ultimately drive mantle convection.

This contrasts with the approach here where composition and temperature act
as fundamental parameters, that, when connected to geophysical data via material
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properties through self-consistent thermodynamic computations of mineral phase
equilibria provides a natural means of determining all properties and their varia-
tions simultaneously. This obviates the need for unknown or ad hoc scaling rela-
tionships between the various physical parameters as typically invoked in seismic
tomography. The advantage of our scheme is that geophysical/petrological knowl-
edge is implicitly involved, so that more physically realistic models that depend
only on the specific composition, temperature, and pressure conditions are pro-
duced. For example, electrical conductivity can enhance pictures of mineral com-
position and density in mantle models.

Limited comparisons for upper mantle conductivity models of the region
are available. A conductivity-depth profile based on the Australian hemisphere
model of solar quiet (S,) daily variations was obtained by Campbell et al. (1998).
Conductivities were found to range from 0.02 to 0.04 S/m at 200 km depth
to 0.1-0.15 S/m at 400 km depth in general agreement with present findings.
Comparison with the global 3D conductivity models of Kelbert et al. (2009) and
Semenov and Kuvshinov (2012) (not shown for brevity) is difficult given the low
lateral resolution of their models on continental scales. Their models, valid in the
depth range 400-1600 km, generally differ from each other by one log-unit in
conductivity and appear to have few features in common with this work, although
a somewhat higher conductivity anomaly over eastern Australia relative to the
rest of the continent is discernable in both studies. This anomaly has also been
observed recently by Koyama et al. (2014). Conductivities across the continent
range from ~0.1 to ~1 S/m in the transition zone and increase to 1-3.5 S/m below.
Anomaly patterns aside, these conductivity ranges essentially bracket those found
here where conductivities range from ~0.05 to 1 S/m in the transition zone and ~1
to 3 S/m in the outermost lower mantle. For comparison, conductivities computed
from laboratory data assuming a “standard” mantle adiabat and a uniform man-
tle composed of “dry” pyrolite lies in the range 0.1-0.3 S/m. Comparison of our
Australian conductivity model with the model of Semenov and Kuvshinov (2012)
shows some agreement, particularly in the lower mantle where both models appear
relatively uniform. In the depth range 700-800 km, our model and Semenov and
Kuvshinov’s model suggest conductivities around 1-2 and 1-3 S/m, respectively,
whereas the models of Kelbert et al. and Tarits and Mandea (2010) have larger
variations that range from ~0.5 to 5 S/m to ~0.1 to 10 S/m, respectively. Such
large conductivity variations can be difficult to explain in the apparent absence
of unusually strong thermochemical anomalies associated with water and/or melt
(Yoshino and Katsura 2013).

5.4 Testing the Conductivity Model Against Observations

To test this Australian conductivity model, we computed magnetic fields of 24 h
S, variations using the S3D method described in Koch and Kuvshinov (2013)
and compared these to observed magnetic fields acquired from an Australia-wide
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Fig. 5.9 Non-uniform surface conductance map (Manoj et al. 2006) used for magnetic field
computations. Location of geomagnetic stations are also indicated: 53 non-permanent vector
magnetometer (dots) of the Australia-wide array of geomagnetic stations (AWAGS) alongside
with the eight permanent magnetic observatories (inverted triangles) of which four (CNB, CTA,
GNA, and LRM) were part of AWAGS. © =18

array of 57 3-component magnetometers (AWAGS) that operated for a period of
8 months (e.g., Chamalaun and Barton 1993). Station distribution and the cur-
rently employed surface conductance model are shown in Fig. 5.9. Observed and
computed magnetic fields for all AWAGS stations based on our Australian model
and a purely radial conductivity model (mean of the 3D model) are compared in
Fig. 5.10. The misfit between models is computed from

24

1
Buis(0,9) = 52 > _B™(0,9) — B (0,9), (5.2)

i=1

where B?bs(e,q&) and Bi“[lodl (0, ¢) represent observed and computed magnetic
fields, respectively, at a given observatory.
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Fig. 5.10 Comparison between observed and computed horizontal magnetic fields across the
Australia-wide array of geomagnetic stations (AWAGS) for the three-dimensional (3D) conduc-
tivity model is shown in Fig. 5.4 (a) and a radial one-dimensional conductivity model (mean of
3D model) (b). Both models are overlain by the non-uniform surface conductance map shown
in Fig. 5.9. Color bar on the right side of each plot shows size of residual over 24 h as computed
from Eq. 5.2 and is given in [nT]. Color coding as follows: blue (small) and red (big) circles des-
ignate small and large residuals, respectively
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Fig. 5.11 Comparison of computed and observed horizonal-component magnetic fields of 24 h
S,-variations (May 15, 1990) at three representative observatories of the Australia-wide array
of geomagnetic stations (AWAGS). Dot-dashed curves (labeled 1D) designate synthetic data at
observatory positions obtained using the surface conductance map shown in Fig. 5.9 and a one-
dimensional (/D) conductivity background section constructed as the mean of the three-dimen-
sional (3D) model. Solid curves (labeled 3D) designate synthetic data at observatory positions
obtained employing the same surface conductance shell map and the 3D upper mantle conduc-
tivity model (Fig. 5.4). Observed data are shown as dashed lines. In order to determine the S,
source that drives the forward modeling, we employed the S3D method (Koch and Kuvshinov
2013) for analysis of a magnetically very quiet day with the typical symmetric characteristic of
the northern and southern S, vortices

Examples of observed and computed magnetic field variations over a full
24 h-period at three stations are shown in Fig. 5.11; although misfits appear to be
similar across the continent, differences between computed and observed magnetic
fields are nonetheless observed to be present. The 3D conductivity model pro-
vides a better fit to data than the purely radial conductivity model (both overlain
by the non-uniform surface conductance model shown in Fig. 5.9). The level of
improvement relative to the purely radial model suggests that the lateral conduc-
tivity variations found here are supported by data, although further improvement
in data fits probably calls for stronger regional variations than seen presently (e.g.,
Koyama et al. 2014). In this context, 3D global conductivity models (e.g., Kelbert
et al. 2009; Tarits and Mandea 2010; Semenov and Kuvshinov 2012) show anoma-
lies that vary several orders of magnitude across regions spanning continents and
oceans. This difference between field- and laboratory-derived conductivities has
presented long-standing difficulties.

An explanation for the discrepancy between conductivities determined in the
laboratory and those derived from long-period EM-induction data could be due to
inadequate or incomplete modeling of the magnetospheric source. Thus, if a com-
plex source is modeled using a simple source structure such as Pé (implicit in the
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C-response concept), for example, then a large part of the modeled signal could
be regarded as emanating entirely from the mantle. Such an effect could poten-
tially lead to overestimation of mantle conductivity. This hypothesis is currently
being investigated by Piithe et al. (2015) who are studying the use and implica-
tions of a set of new transfer functions that account for complex source structures
when inverting global EM-induction data. Indeed, Piithe et al. (2015) find that
inaccurate description of source structure leads to erroneous estimations of mantle
conductivity.

5.5 Conclusions

The connection between geophysical observables, physical rock properties (seismic
wave-speeds, density, and electrical conductivity), and thermo-chemistry is con-
tained in the use of a self-consistent thermodynamic modeling scheme of mantle
mineral phase equilibria that depends only on composition, temperature, and pres-
sure. The great advantage of this approach is that it inserts geophysical/petrological
knowledge of, e.g., discontinuities that straightforward inversions would not neces-
sarily be able to resolve even though they have to be present. In this manner, we
produce profiles of physical properties to obtain models of mantle conditions that
simultaneously combine features of both laboratory and geophysical data.

In this study, we have examined the relative behavior between various mantle
physical properties (elasticity, density, and electrical conductivity) that derive from
stochastic inversion of seismic data. We have presented maps of the three-dimen-
sional density, electrical conductivity, and shear-wave speed of the mantle beneath
Australia and surrounding ocean in the depth range 100-800 km. The inversion
mapped mantle temperatures and compositions, which, when combined with inde-
pendent laboratory conductivity measurements of different mineralogies and tem-
peratures, allowed us to compute mantle electrical conductivities at depth. Thus,
although the conductivity maps obtained here are not constrained by data that are
directly sensitive to conductivity (e.g., electromagnetic sounding data or magnetic
data), we have calculated equivalent magnetic response data for a model and com-
pared these to observations.

For Australia and its surroundings, we have shown from a combined analysis of
seismic surface-wave data, phase-equilibrium computations, and laboratory-meas-
ured electrical conductivities that in the upper mantle seismic wave-speed, density,
and conductivity anomalies appear to follow continental boundaries. Low conduc-
tivities correlate with the old stable central and western parts of the continent (rel-
atively cold and seismically fast and dense), whereas high conductivity anomalies
correlate with younger continental regions and oceanic lithosphere (relatively hot
and seismically slow and less dense). Contributions to variations in structure are to
a large extent temperature-controlled, although composition does appear to play
a non-negligible role. Toward the bottom of the upper mantle and within the tran-
sition-zone lateral shear-wave speed, density, and conductivity variations appear
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to correlate less in comparison with the upper mantle, which suggests a compo-
sitional signature in observed anomaly patterns. Apart from the strong changes in
properties that occur at seismic discontinuities, which are due to variations in ther-
mochemically induced phase transformation of olivine to wadsleyite, transition-
zone shear-wave speed, density, and conductivity maps are relatively smooth—a
distinct feature of many seismic tomography images. In the lower mantle, com-
positional variations seem to govern relative behaviors of shear-wave speeds and
conductivity to a greater extent than in the shallower mantle. There is additional
evidence for bulk compositional variations between upper and lower mantle with
the transition zone possibly acting as an intermediary layer.

Finally, the 3D regional conductivity model presented here has been tested
against observed magnetic fields based on S -variations from an Australia-wide array
of geomagnetic stations and found to provide an adequate fit. As a result, the present
model should be a good choice as a starting model for 3D electromagnetic inversions
of the Australian region. Validation of the proposed conductivity model will have to
await solution of the inverse problem, which will be the focus of future studies.
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Chapter 6
Heterogeneity of Electrical Conductivity
in the Oceanic Upper Mantle

Tomoo Katsura and Takashi Yoshino

Abstract We discuss conductivity heterogeneities of the oceanic upper mantle
using available experimental data. The activation energy of the polaron conduction
in olivine, wadsleyite, and ringwoodite is similar, at 1.4—1.6 eV. The ionic conduc-
tion is significant in olivine, but not in wadsleyite and ringwoodite. Its activation
energy is much larger than that of the small polaron conduction (7-12 eV). The
proton conductions have a smaller activation energy than the small polaron conduc-
tion (less than 1 eV) and are negligible at high temperatures in the depleted MORB
mantle. The effects of the secondary minerals are negligible. No significant con-
ductivity jump is associated with the olivine—wadsleyite transition. Volatile compo-
nents greatly increase conductivity of basaltic melt. The anisotropy in both intrinsic
and proton conditions in olivine is small. Sheared, partially molten peridotite can
show conductivity anisotropy. The high conductivity below mid-oceanic ridges
could be caused by partial melting. Conductivity at several locations suggests a
melt fraction of the order of 0.1 vol.%, whereas that under the East Pacific Rise
at 9°N suggests one of 15 vol.%. Lithosphere has low conductivity, which should
be primarily due to its low temperature. However, the conductivity is too high,
judging from the temperature structure and intrinsic conduction of olivine. The
circulation of water does not provide enough explanation. The high-conductivity
layer at the top of the asthenosphere is not a ubiquitous feature of the mantle—
it is relatively limited to regions under young plates. The associated conductivity
anisotropy suggests its partial melting origin. The conductivity in the mantle tran-
sition zone can be explained by the intrinsic conduction of wadsleyite and ring-
woodite. Estimations of water content in the transition zone are largely affected
by the uncertainty of geophysical modeling. The MT studies do not detect mantle
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plumes, although the seismic studies show the presence of low-velocity zones.
The conductivity anomalies, whose origins are not understood, are observed under
the southern Philippine Sea and the broad region north of Hawaii.

Keywords Electrical conductivity « Small polaron conduction * Ionic conduction -
Proton conduction + Magnetotellurics * Olivine + Wadsleyite + Ringwoodite + Mantle
heterogeneity

6.1 Introduction

Electrical conductivity is a physical parameter that can be estimated from the
earth’s surface by means of the magnetotelluric (MT) and geomagnetic deep
soundings (GDS) method. Unfortunately, however, spatial resolutions of MT
studies are by far worse than those of seismic studies (cf. Fukao et al. 2004).
Additionally, although seismic studies can detect variation in elasticity of the order
of 0.1 %, variation by factors is necessary to detect conductivity anomalies by the
MT and GDS methods. Nevertheless, electrical conductivity can provide valuable
information about the earth’s depths.

Fortunately, conductivity of minerals can vary by orders of magnitude. One
reason for the importance of conductivity studies is this large variation: A large
variation in conductivity allows the detection of a conductive phase with a small
volume fraction. Furthermore, some chemical variations that are difficult to detect
with a seismic study can be detected: Those in defect structures and amounts of
impurities produce conductivity variation, whereas those in chemical bonding
between major constituent atoms could be caused by elastic variation. As Jacobsen
(2006) suggested, although elastic moduli decrease with increasing water content
at a given pressure, the effects of water on the elastic moduli become smaller with
increasing pressure because of the larger pressure dependence of elastic moduli
with the increasing water content. On the other hand, many workers reported that
water incorporation in nominally anhydrous minerals largely increases their con-
ductivity (cf. Yoshino and Katsura 2013). Thus, conductivity studies should pro-
vide different and independent information about the earth’s interior to that from
seismic studies.

Another point that we should mention is that regions that can be studied with
electrical methods are different from those that can be seismically studied. The
distribution of seismicity is quite heterogeneous in the earth, whereas the source
signals of the MT and GDS observations are the variations in the electromagnetic
field from space, available anywhere on earth. The electromagnetic waves from
space penetrate the mantle vertically, allowing us to study conductivity struc-
tures under observatories. Seismic structures are obtained for the regions between
observatories and large earthquakes.

In this article, we try to understand the conductivity variation in the oceanic upper
mantle. Because the oceans cover 70 % of the earth’s surface, the oceanic mantle
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should be representative of the earth’s mantle. We focus on the upper mantle and do
not consider the lower mantle, although results of observational and experimental
studies for the lower mantle conductivity recently exist (cf. Velimsky 2010; Ohta et al.
2010). We first review results of laboratory conductivity measurements to discuss pos-
sible reasons for the creation of conductivity heterogeneity in the mantle. We then
discuss geophysical observations of conductivity heterogeneity in the oceanic upper
mantle, using the experimental results discussed in the first part. Since the authors
have been studying electrical conductivity of geomaterials (cf. Fuji-ta et al. 2004,
2007; Katsura et al. 1998, 2007; Manthilake et al. 2009; Yoshino and Katsura 2009,
2012, 2013; Yoshino et al. 2003, 2004, 2006, 2008a, b, ¢, 20094, b, 2010, 2011; 2012a,
b; Zhang et al. 2012, 2014), but are no MT and GDS experts, we have for the purposes
of this article critically evaluated and selected experimental studies based on our expe-
rience. Of course, we are aware of a number of problems with MT and GDS studies,
namely (1) strong model dependency (Shimizu et al. 2010a) and (2) the effects of sur-
rounding geometry and conductivity structures (Heinson and Constable 1992). On the
other hand, we have less MT and GDS study results that have been clearly disputed in
literature.

Throughout this article, we assume that the mantle consists of two kinds of
materials: the depleted MORB mantle (DMM) and the enriched mantle (EM). The
DMM occupies the majority of the upper mantle, whereas the EM is associated
with mantle plumes. As Workman et al. (2006) argued, the EM contains several
times more volatile components than the DMM. According to Hirschmann (2010),
we assume that the DMM contains 100 and 60 ppm of H>O and CO,, respec-
tively, whereas the EM contains 300-900 and 120-1800 ppm of H,O and CO»,
respectively.

6.2 Laboratory Conductivity Measurements of Upper
Mantle Constituents

6.2.1 Mathematical Expression of Conductivity

Electrical conduction in the upper mantle minerals is a thermal activation process.
For this reason, the temperature and pressure dependence of conductivity of min-
erals is assumed to follow the Arrhenius relation.

E,+ PV,
] (6.1)

H,
0 = op exp [—R;} = 0p exp [— RT

where oy is the pre-exponential term, H, is the activation enthalpy, E, is the acti-
vation energy, V, is the activation volume, R is the gas constant, 7 is the tempera-
ture, and P is the pressure. The pre-exponential term og expresses the population
of charge. The activation energy E, expresses the energy barrier for the charge
transfer at ambient pressure—the large E, means that conductivity rapidly
decreases with decreasing temperature. The activation enthalpy H, expresses the
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high-pressure correction of E,. The pressure dependence is considered to be lin-
ear with the constant activation volume V,. The positive V, means that conductiv-
ity has negative pressure dependence. Note that, although the population of charge
could vary with pressure, it is usually assumed that only the energy barrier varies
with pressure. The frequently used units of Hy, E,, V,, P, and T are kJ/mol, kJ/mol,
cm?, GPa, and K, respectively. The unit eV is also frequently used for E,. In this
case, the gas constant should be replaced by the Boltzmann constant k. If more
than two mechanisms are considered to contribute to the bulk conductivity, the
conductivity is expressed by the sum of Arrhenius equations.

Electrical conduction in liquid phases such as aqueous fluids, silicate melts,
and carbonate melts is also a thermal activation process. Due to the complex-
ity of electrical conduction in liquid phases, there is no widely accepted formula
for the electrical conduction of liquid phases. In some studies, the obtained tem-
perature dependence of electrical conductivity is well expressed using a single
Arrhenius relation (Eq. 6.1) (cf. Waff and Tyburczy 1983; Gaillard 2004). Other
studies find that the temperature dependence of conductivity largely deviates from
the Arrhenius relations (cf. Ni et al. 2011). Ni et al. (2011) applied the Vogel-
Tammann—Fulcher (VTF) equation (Angel and Smith 1982) originally developed to
express the temperature dependence of viscosity in the expression of conductivity
of liquid phases, because both electrical conduction and viscosity are related to the
body motion of ions in liquid phases. The simple formula for the VTF equation is:

B
o =Aexp|— 2

b [ T - To} ©2
where A, B, and Ty are empirical parameters. Conductivity in this expression
decreases with decreasing temperature less strongly than in the Arrhenius equa-
tion, especially at lower temperatures.

6.2.2 Intrinsic Conduction of Olivine

Since olivine is the most abundant mineral in the upper mantle, its electrical
properties have been studied extensively. Most efforts to understand the intrin-
sic conduction were made until 2000. Intrinsic conduction in this paper refers to
electrical conduction by major chemical components. Since olivine is a ferromag-
nesian mineral, hopping of electron holes between ferrous and ferric iron, often
called the small polaronconduction (cf. Wanamaker and Duba 1993), should be the
most essential intrinsic conduction mechanism. Another mechanism is the migra-
tion of Mg vacancies, called ionic conduction in this chapter. Schock et al. (1989)
demonstrated the importance of this mechanism at high temperatures. Separation
of these two mechanisms is often difficult because ionic conduction becomes vis-
ible only in a small range of inverse temperatures in an Arrhenius plot. Therefore,
we treat these two mechanisms as one intrinsic mechanism in most of this paper.
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The following is a summary of properties of the intrinsic conduction in olivine.

1. Small polaron conduction is dominant up to 1500 K. Above this temperature,
ionic conduction gradually becomes significant (Constable 2006).

2. The activation energy of small polaron conduction is about 1.5-1.7 eV
(Constable and Duba 1990; Shankland and Duba 1990; Constable et al. 1992;
Xu et al. 1998; Yoshino et al. 2009a, b). These values are smaller than the ionic
conduction but larger than that of the proton conduction mentioned later. The
small polaron conduction decreases significantly at low temperatures.

3. The activation energy of ionic conduction is very high. Due to difficulty in sep-
arating the ionic conduction from the small polaron conduction, its activation
energy is not clear. However, it is reported to be from 7 to 12 eV (Constable
et al. 1992; Constable and Duba 1990).

4. The absolute values of conductivity increase with increasing Fe content
(decreasing Mg# = 100 Mg/(Mg + Fe)) at the same oxygen buffer (Omura
et al. 1989; Yoshino et al. 2012). Although the degree of increase in conductiv-
ity with Fe content varies with temperature because of the Fe content depend-
ence of activation energy mentioned below, conductivity of olivine with
Mg# = 80 composition is half an order of magnitude higher than that with
Mg# = 90 composition at upper mantle temperatures.

5. The activation energy decreases with increasing Fe content (decreasing Mg#)
(Omura et al. 1989; Yoshino et al. 2012). The activation energy decreases by
0.2 eV when the Mg# changes from 90 to 80.

6. Conductivity increases proportionally to 0.18 the power of oxygen fugacity
(Wanamaker and Duba 1993; Duba and Constable 1993). Namely, the oxida-
tion state slightly affects conductivity.

7. Silica activity slightly affects conductivity. Wanamaker and Duba (1993)
showed that a pyroxene-buffered sample has up to 0.2 log unit lower conduc-
tivity than a self-buffered sample.

8. Conductivity in the [001] direction is by a factor of about two higher than that
in the [100] and [010] directions at temperatures of the upper mantle (Schock
et al. 1989; Shankland and Duba 1990; Du Frane et al. 2005). Although the
conductivity anisotropy in olivine is small, the degree of anisotropy increases
with decreasing temperature.

9. Olivine conductivity has positive pressure dependence, namely negative activa-
tion volume (Yoshino et al. 2012b). The absolute values of activation volume
decrease with increasing Mg#, and the pressure dependence of the intrinsic
conduction of the mantle olivine is very small.

In this paper, we use the Constable’s (2006) SO3 model as a reference for the
intrinsic conductivity of mantle olivine with the assumption that the mantle
oxygen fugacity is near the QFM buffer (Fig. 6.1).
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Fig. 6.1 Electrical conductivity of olivine. The green curve denotes a reference intrinsic conduc-
tion model of mantle olivine “SO3” proposed by (Constable (2006)). The red and blue curves
denote the sum of the intrinsic and proton conduction with different water content, where the
proton conduction is based on (Yoshino et al. (2009a, b) and Wang et al. (2006). The numbers
next to these curves indicate the weight fraction of water in olivine, namely 10~3 or 0.1 wt% of
water. The contribution of proton conduction is prominent at low temperatures but becomes neg-
ligible at temperatures corresponding to the asthenosphere. The two vertical black broken lines
denote the range of temperature in the asthenosphere down to 400 km depth according to Katsura
et al. (2010). The horizontal black broken line denotes conductivity of asthenosphere under the
Western Pacific to the east of Izu Islands at 250-300 km depth reported by Baba et al. (2010).
The vertical gray line denotes the possible temperature at a depth of 50 km in this region. The
horizontal gray broken lines denote the minimum conductivity in this region

6.2.3 Proton Conduction of Olivine

Proton conduction is an electrical charge transfer by the migration of HT. Since
olivine can incorporate water under pressure in spite of its nominally anhydrous
formula, the proton conduction could be significant as the dominant conduction
mechanism in the deep mantle (Karato 1990). Subsequent to this finding, proton
conduction has received attention from many scientists in this field (cf. Constable
1993; Evans et al. 1999; Baba 2005). Before proton conduction in olivine was
actually measured, it was estimated using hydrogen diffusion data in olivine pro-
vided by Mackwell and Kohlstedt (1990) and Kohlstedt and Mackwell (1998).
This estimation predicted more than one order of magnitude higher conductivity
than the intrinsic conduction and more than one order of magnitude higher anisot-
ropy (cf. Karato 1990; Evans et al. 2005).

In the late 2000s, three groups reported proton conduction of olivine (Wang
et al. 2006; Yoshino et al. 2006, 2009a, b; Poe et al. 2010). Although the results
of Poe et al. (2010) agree with those of Yoshino et al. (2009a, b) at relatively low
water contents, Wang et al. (2006) report significantly higher proton conduction at
the same water content than those of the other two groups. There are a few indica-
tors of the reliability of the Yoshino et al. (2009a, b) results. Firstly, Yoshino et al.
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(2006), (2009a, b) and Yoshino and Katsura (2012) demonstrated that water in
doped olivine is released at temperatures above 1000 K. Above 1000 K, olivine
conductivity is masked by a fluid phase and therefore, it is impossible to meas-
ure the conductivity of anhydrous olivine. Nevertheless, Wang et al. (2006) meas-
ured conductivity at temperatures up to 1273 K. Secondly, Yoshino et al. (2006)
observed changes in conductivity, with water content down to the conditions
where the effects of proton conduction are almost masked by the intrinsic conduc-
tion. Wang et al. (2006) measured proton conduction only when conductivity is
more than one order of magnitude higher than the supposed intrinsic conduction.
This group has actually never shown measurements of the intrinsic conduction
of olivine. Thirdly, the impedance spectra produced by Yoshino et al. (2009a, b)
showed almost perfect semi-arcs with a tail, which indicates that only one con-
duction mechanism is responsible for conductivity, although there is some reac-
tion with the electrode. Although Wang et al. (2006) did not show any impedance
spectra, impedance spectra of water-doped, nominally anhydrous minerals given
by this group usually show strong distortion, further discussed by Yoshino and
Katsura (2012). Since Yoshino and Katsura (2013) discussed all these points
in detail, the proton conduction in olivine discussed in this article is based on
Yoshino et al. (2006, 2009a, b) .

The following are summaries of the proton conductivity of olivine from
Yoshino et al. (2006, 2009a, b).

1. Proton conduction increases with increasing water content. Although there is
an additional effect on the activation energy mentioned below, the magnitude
of proton conduction is essentially proportional to the water content.

2. The activation energy decreases with increasing water c&ntent, linearly with
one-third power of water content: op = Op,EXP [—EOZTCHZO}, where o} is the
proton conduction, oy, is the pre-exponential term of the proton conduction,
Ep, is the activation energy of the proton conduction at zero water, Ch,0 is the
water content, k is the Boltzmann factor, T is the absolute temperature, and «
is the constant. The activation energy of the proton conduction at zero water
is Ep, = 0.92 eV. Thus, the activation energies of proton conduction are lower
than those of intrinsic conduction (1.4—12 eV). Consequently, proton conduc-
tion dominates at low temperatures. At asthenospheric temperatures, the contri-
bution of proton conduction is very small.

3. Although a large anisotropy is expected from the hydrogen diffusion data
(cf. Evans et al. 2005), the proton conduction in olivine is essentially isotropic at
asthenospheric temperatures (Yoshino et al. 2006; Yang 2012) (Fig. 6.2). The
anisotropy of proton conduction is actually even smaller than that of the intrinsic
conduction. Although the hydrogen diffusion experiments (Mackwell and
Kohlstedt 1990; Kohlstedt and Mackwell 1998) did not report a decrease in anisot-
ropy with increasing temperature, this is due to their large experimental uncertainty.

4. There is no report about the activation volume of proton conduction of olivine.
Since the ionic volume of protons is small, the pressure effect on proton con-
duction should be small, i.e., the activation energy is nearly zero.
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Fig. 6.2 Conductivity anisotropy of the intrinsic (SI, red) and proton (P, blue) conductions of
olivine. The original data are from Constable et al. (1992) (intrinsic conduction) and Yoshino
et al. (2006) (proton conduction). The anisotropy in proton conduction is negligible at high tem-
peratures between 1000 and 1700 K and even smaller than that in intrinsic conduction

In comparison, the following are summaries of proton conduction from Wang
et al. (2006) (Fig. 6.1).

1. Proton conduction increases proportionally to the power of 0.62 of the water
content.

2. The activation energy is independent of water content and is 0.92 eV.

3. The magnitudes of the proton conductions are about two orders of magnitude
higher than those reported by Yoshino et al. (2006).

6.2.4 Olivine High-Pressure Polymorphs

Olivine transforms to wadsleyite and then to ringwoodite in the upper mantle. The
conductivity of wadsleyite and ringwoodite has been studied extensively compared
to olivine because their conductivity is thought to govern the conductivity of the
transition zone (cf. Yoshino and Katsura 2013). Since wadsleyite and ringwood-
ite incorporate even higher amounts of water than olivine (Keppler and Bolfan-
Casanova 2006), the proton conduction of these minerals was considered to be
important in understanding the transition zone conductivity as well as the intrinsic
conductivity. We note that there are huge discrepancies in the magnitude of proton
conduction of wadsleyite and ringwoodite, as well as that of olivine, among differ-
ent data sets (Huang et al. 2005; Yoshino et al. 2008a, b, c; Dai and Karato 2009;
Karato and Dai 2009; Romano et al. 2009; Yoshino and Katsura 2009, 2013).
Although the conclusion is still indefinite, we will adopt the results from Yoshino
et al. (2008a, b, ¢), Manthilake et al. (2009), and Yoshino and Katsura (2012) in
the present chapter, as explained in Yoshino and Katsura (2013).
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Fig. 6.3 Comparison of the intrinsic and total (intrinsic 4+ proton) conductions of olivine (red),
wadsleyite (green), and ringwoodite (blue). The solid, short-broken, and long-broken curves
denote conductivity of these minerals with water contents of 0, 0.1, and 0.5 wt%. The original data
are from Yoshino et al. (2008a, b, ¢, 2009a, b). The intrinsic conduction increases with the high-
pressure phase transition from olivine to wadsleyite and then to ringwoodite. The differences in
conductivity among the three phases become smaller with the incorporation of 0.1 % of water. The
contribution of the proton conduction of ringwoodite becomes significant above this water content

The following is a summary of the conductivity of wadsleyite and ringwoodite

(Fig. 6.3).

1.

The conductivity of these minerals without water increases with increasing iron
content (Yoshino and Katsura 2009; Yoshino et al. 2012b). Therefore, the small
polaronconduction should be the essential conduction mechanism.

There is no clear evidence for dominance of ionic conduction at high tempera-
tures (cf. Xu et al. 1998; Yoshino et al. 2008a, b, c).

. The activation energy of the small polaron conduction of wadsleyite and ring-

woodite is similar to or slightly smaller than that of olivine, namely 1.5 and
1.4 eV, respectively (Yoshino and Katsura 2013).

. The small polaron conductivity of wadsleyite is by 0.5 log unit higher than that

of olivine. That of ringwoodite is by 0.7 log unit higher than that of wadsleyite
(Yoshino and Katsura 2013).

. Due to ionic conduction in olivine but not in wadsleyite and ringwoodite, the

intrinsic conductivity of wadsleyite and ringwoodite is smaller than that of oli-
vine at temperatures in the asthenosphere and transition zone (see the “Ol 0 %”
curve in Fig. 6.3).

The magnitude of proton conduction in ringwoodite is much larger than that in
olivine and wadsleyite. That in wadsleyite is slightly lower than that in olivine
(Yoshino and Katsura 2013).

The activation energy of proton conduction in wadsleyite and ringwoodite
decreases with increasing water content, linearly with one-third power of water
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o Eo—aCily, .
content as in olivine: op = o} €Xp [_sz] The o values of olivine and
wadsleyite are similar (0.16 and 0.20, respectively) but that of ringwoodite is 3
times larger (0.67).

8. As is assumed for olivine, the pressure effects on conduction should be negli-
gible. Additionally, the stability fields of wadsleyite and ringwoodite are very
narrow in pressure; therefore, their activation volumes do not have significance
in terms of geophysics.

Following are summaries of proton conduction from Huang et al. (2005) and Dai and
Karato (2009). The general tendencies to discrepancies in wadsleyite and ringwoodite
are similar to those in olivine between Yoshino et al. (2009a, b) and Wang et al. (2006).

1. Proton conduction increases proportionally to the power of 0.7 of the water content.

2. The activation energyis independent of water content and is 0.90 and 0.67 eV
in wadsleyite and ringwoodite, respectively.

3. The magnitudes of the proton conductions are about two orders of magnitude
higher than those reported by Yoshino et al. (2006).

Figure 6.3 shows total conduction of olivine with 0 and 0.1 % of water, and wads-
leyite and ringwoodite with 0, 0.1, and 0.5 % of water. Since ionic conduction is sig-
nificant in olivine but not in wadsleyite and ringwoodite, the intrinsic conductivity of
olivine exceeds that of wadsleyite at the temperature at 410 km depth (1810 % 20 K)
in the present model. It is not clear whether this feature is the real case or not. Many
studies measured intrinsic conductivity of wadsleyite only up to 1470 K (Xu et al.
1998; Dai and Karato 2009), which cannot provide any information about the ionic
conduction. Yoshino and Katsura (2012) measured wadsleyite conductivity up to
2000 K, and their data show some possible contribution by ionic conduction. The
number of data points in this paper is, however, insufficient to estimate the contribu-
tion by ionic conduction by numerically separating it from the small polaron conduc-
tion. A detailed conductivity measurement for wadsleyite at even higher temperature
is necessary to understand the ionic conduction of wadsleyite.

After Xu et al. (1998) claimed a large conductivity jump associated with the
olivine—wadsleyite transition, some geophysical studies artificially set a conductiv-
ity jump at 400 km depth by releasing the smoothing conditions (cf. Utada et al.
2003). However, as Huang et al. (2005) later demonstrated, the wadsleyite sample
of Xu et al. (1998) contained 0.07 % of water, and therefore, their data cannot be
used to discuss the intrinsic conduction of wadsleyite. Hence, it is unnecessary to
assume a large conductivity jump at a depth of 400 km in MT modeling based on
the current experimental data.

6.2.5 Secondary Minerals

Olivine is not the only constituent mineral in the upper mantle. Garnet, Ca-rich
pyroxene, and Ca-poor pyroxene are also petrologically important constituent



6 Heterogeneity of Electrical Conductivity ... 183

minerals. Their conductivity has been measured less extensively than olivine, and
the reliability of the measurement is not high. One reason for the confusing results
is their complex compositions. In the case of olivine, we can reasonably approxi-
mate its composition by a binary solution Mg>SiO4—Fe>SiO4. On the other hand,
at least four components, e.g., MgSiO3-FeSi03—-CaSiO3—Al,O3, are necessary to
describe the compositions of pyroxene and garnet. They can also contain large
amounts of ferric iron. Accordingly, their conductivity should vary largely with
a Fe3t/Fe?* ratio. Although some efforts have been made to estimate the bulk
rock conductivity from each mineral conductivity based on the Hashin—Shtrikman
bounds, there is no experimental data showing that secondary minerals affect the
bulk rock conductivity of peridotite (cf. Jones et al. 2009). Actually, Duba and
Constable (1993) report that the conductivity of lherzolite with 65 % of olivine
modal composition is identical to that of olivine. Olivine forms a network of con-
ductivity in peridotite, which masks the effects of other minerals. The effect of
these minerals on the bulk conductivity in the mantle should therefore be negligi-
ble. Hence, we ignore the effects of the other minerals on mantle conductivity in
this paper.

6.2.6 Liquid Phases

In contrast to the secondary solid minerals, liquid phases could affect whole-rock
conductivity. Waff and Bulau (1979) showed dihedral angles of 30-50° for the
basalt—olivine systems. Yoshino et al. (2009a, b) reported that dihedral angles in
the forsterite—H,O system decrease with pressure and become zero above 7 GPa.
These reports suggest that liquid phases form an interconnected network in the
deep upper mantle even though their fractions are small. Moreover, the surface
energy at grain edges formed by three minerals must be higher than that of grain
surfaces formed by two minerals. Therefore, it is expected that liquid phases, even
if their amounts are trace, should affect conductivity paths in the peridotite matrix.

The primary candidate for a liquid phase in the upper mantle is basaltic melt.
Some studies measure electrical conductivity of basaltic melt (cf. Tyburczy and
Waff 1983; Ni et al. 2011) (Fig. 6.3). The results suggest that the conductivity of
dry basaltic melt is 0.5-0.9 log S/m at the temperature at the top of the oceanic
asthenosphere (Fig. 6.4) and slightly increases with increasing temperature. The
conductivity slightly decreases with increasing pressure up to 0.5-1.5 GPa, but it
becomes almost constant above 1.5 GPa (Tyburczy and Waff 1983). Conductivity
of dry basaltic melt is higher than that of the intrinsic conduction of olivine by
about three orders of magnitude. Therefore, when the basaltic melt fraction is
more than 1 %, the bulk conductivity is primarily a function of conductivity and
the fraction of basaltic melt. Yoshino et al. (2010) studied the logarithmic relations
between the bulk conductivity and basaltic melt fraction and obtained a basaltic
melt fraction exponent of 0.89 (Fig. 6.5). Thus, the bulk conductivity is approxi-
mately proportional to the basaltic melt fraction.
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Fig. 6.4 Conductivity of basaltic melt with various H,O and CO, contents by Sifre et al. (2014).
The marking letters “H_C_" denote H,O and CO; contents in the melt: The numbers after H and
C indicate H,O and CO; contents in wt%. The two pairs of vertical bracketing lines denote the
temperature ranges of the normal asthenosphere based on Katsura et al. (2010) and the plume
center based on the seismic wave anomalies reported by Montelli et al. (2006), and the relations
between the temperature and shear-wave velocity reported by Faul (1997)

Recently, some groups studied conductivity anisotropy caused by small
amounts of basaltic melt under shear (Caricchi et al. 2011; Zhang et al. 2014).
Caricchi et al. (2011) measured the conductivity of natural peridotite with 4
or 8 % of basaltic melt in a torsion experiment. They found that the bulk con-
ductivity normal to the shear is smaller than that under static conditions by one
order of magnitude. Zhang et al. (2014) measured the conductivity of natural and
model peridotite with 2 % of basaltic melt in the normal and parallel to shear on
a shear plane simultaneously. They reported that the bulk conductivity in the nor-
mal and parallel shear directions is equivalent in the beginning of shear deforma-
tion, whereas that in the shear direction increased by one order of magnitude with
increasing shear strain. Micro-texture analysis demonstrated that melt tubes were
aligned in the shear direction, which should account for the high bulk conductiv-
ity in the shear direction. Since anisotropy of olivine does not cause conductivity
anisotropy by more than a factor of three as previously mentioned, high-conduc-
tivity anisotropy should indicate the presence of a small fraction of liquid phases
(Fig. 6.6).

H>O is the most important volatile component in the upper mantle. Gaillard
(2004) observed that conductivity of silicate melt (obsidian) increases in asso-
ciation with the addition of water. Ni et al. (2011) measured the conductivity of
hydrous basaltic melt as a function of temperature and water content (Fig. 6.4).
Hirschmann (2010) suggested that water content in the basaltic melt in the DMM
and EM could be up to 2 and 6 wt%, respectively, at low degree of partial melting.
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Fig. 6.5 Bulk conductivity
of rocks against the fractions
of liquid phases. Green saline
water with 3 % of NaCl in
quartzite (Shimojuku et al.
2014). Blue basalt with

0.1 % of H,O in peridotite

at 1670 K. Red basalt with
0.6 % of HO in peridotite

at 1870 K based on the
conductivity of hydrous
basalt by Ni et al. (2011)

and melt fraction exponent
by Yoshino et al. (2010).
Gray carbonatite with 25 %
of CO; at 1740 K (Yoshino
et al. 2010). The dashed lines
denote the estimated fractions
of the liquid phases at various
tectonic settings

Fig. 6.6 One-dimensional
conductivity beneath mid-
oceanic ridges. Blue and
Gray East Pacific Rise at
17°S and 15°45'S,
respectively (Baba et al.
2006a, b). Red and violet
Reykyanes Ridge (Heinson
et al. 2000). Green Axial
Seamount on the Juan

de Fuca Ridge (Heinson

et al. 1996). The intrinsic
conductivity of olivine is in
the order of 10~* S/m and
below the conductivity range
shown in this figure

The 6 wt% of water increases the

magnitude.
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conductivity of basaltic melt by one order of

CO; is another important volatile component in the mantle. Gaillard et al.
(2008) demonstrated that molten carbonate has a conductivity of more than



186 T. Katsura and T. Yoshino

3 x 10 S/m, which is by 2.5-3.5 orders of magnitude higher than that of basaltic
melt. Sifre et al. (2014) modeled the effects of CO, and H>O on the conductivity
of basaltic melt by assuming the compensation law (Tyburczy and Waff 1983) and
parallel conductive processes of hydrous basaltic melt and carbonate (Fig. 6.4).
The effects of H,O are large at low water content, but saturated at high water
contents. The effects of CO, are smaller than H,O below 10 wt%. However, they
become significant at a CO, content above 8 %, exceeding the effects of water.
These effects also seem saturated above 20 wt%. Proton can be incorporated in
olivine and pyroxene, whereas carbon cannot be incorporated in silicate miner-
als. Consequently, the CO, content in the incipient melts can reach about 50 %,
whereas that of H,O should be limited to up to 7 % (Sifre et al. 2014). Therefore,
the effects of CO; are more significant than those of H>O in the majority of the
asthenosphere, where the degree of partial melting should be less than 0.3 %
(Hirschmann 2010). The relation of the bulk conductivity to the carbonatite melt
fraction was studied by Yoshino et al. (2010), who reported a melt fraction expo-
nent of 1.12 (Fig. 6.5).

Aqueous fluids are another possible liquid phase in the earth. However, sili-
cate melts and fluid phases become miscible at high pressures. Mibe et al. (2011)
demonstrated that the second critical point of the basalt + H>O system is located
at 3.4 GPa and 1100 K (Fig. 6.5). Therefore, no aqueous fluid phase is present
below 100 km depth. In addition, the miscibility gap between a fluid phase and
silicate melt should close at higher temperatures even at lower pressures. Mibe
et al. (2011) observed that the miscibility gap closes at a temperature of 1600 K at
a pressure of 1.8 GPa. Therefore, conductivity of fluid phases is important only at
shallower parts of the mantle.

Although there is no measurement for the conductivity of aqueous fluid coex-
isting with peridotite, Shimojuku et al. (2014) measured the conductivity of brine-
bearing quartzite at temperatures of 800—1100 K and a pressure of 1 GPa. They
showed that the fluid conductivity is almost independent of temperature and the
bulk rock conductivity increases with increasing salinity and fluid fraction. The
bulk rock conductivity with a fluid phase with a constant salinity near that of sea-
water (3 wt%) is shown in Fig. 6.4.

6.3 Conductivity Heterogeneity in the Upper Mantle
6.3.1 High Conductivity Below Mid-Oceanic Ridges

Large amounts of basalt erupt at mid-oceanic ridges and huge partial melting
regions are therefore expected under mid-oceanic ridges. Forsyth et al. (1998) esti-
mated a minimum melt of 1-2 % down to 100 km depth under the East Pacific
Rise,based on the seismic low-velocity anomaly. It is therefore expected that
mid-oceanic ridge magmatism should cause a high-conductivity anomaly under
ridges. There have actually been a number of reports on high-conductivity regions
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Fig. 6.7 One-dimensional conductivity structures under the Philippine Sea (orange) (Baba et al.
2010) and the northwestern Pacific near the Izu Islands (violer) (Baba et al. 2010) and near Tahiti
(olive) (Nolasco et al. 1998). The conductivity of olivine under dry and water-saturated condi-
tions is shown in red and brown. The conductivity of olivine with the DMM and EM composi-
tions is denoted by broken curves in dark and light gray, respectively. The conductivity of dry
wadsleyite and ringwoodite is shown in green and blue

under mid-oceanic ridges (Heinson and Lilley 1993; Heinson et al. 1993, 1996,
2000; Constable et al. 1997; Sinha et al. 1997; Evans et al. 1999, 2005; Baba et al.
2006a, b; Key et al. 2013) (Fig. 6.7).

Baba et al. (2006a) studied the two-dimensional conductivity structure under
the East Pacific Rise at 17°S and showed a high-conductivity region of 9 x 1072
S/m, 40 km in width, and vertically elongated from 50 to 120 km in depth imme-
diately beneath the ridge axis. On the other hand, Baba et al. (2006b) showed no
high-conductivity region under the East Pacific Rise at 15° 45’S: The conductiv-
ity at 50-80 km depth just beneath the axis is about 1-3 x 1073 S/m. Key et al.
(2013) illustrated the very detailed conductivity structure under the East Pacific
Rise at 9°N. Their model shows that conductivity at the center of the high-con-
ductivity region reaches 2 S/m. The regions with conductivity up to 2 x 10! S/m
extend vertically from 20 to 80 km in depth and horizontally over 60 km. Thus,
the presence of high-conductivity regions is very heterogeneous, even beneath the
same ridge, the East Pacific Rise.

The adiabatic temperature at 50-80 km depth is about 1630-1680 K (Katsura
et al. 2010). The intrinsic olivine conductivity is 3-5 x 1073 S/m at these temper-
atures. These values explain conductivity beneath the East Pacific Rise at 15° 45'S
but are far lower than the observed values at 17°S and 9°N. Therefore, the high
conductivity at these regions should be explained by the MORB magmatism.
The N-MORB (normal MORB) contains about 0.1 % of HyO (cf. Sobolev and
Chaussidon 1996), and such basaltic melt should have a conductivity of 20 S/m.
Conductivities of 9 x 1072 and 2 S/m suggest 0.2 and 10 vol.% of melt fractions
beneath the East Pacific Rise at 17°S and 9°N, respectively, based on the melt
fraction exponent of 0.89 for basaltic melt from Yoshino et al. (2010) (Fig. 6.4).
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This melt fraction of 15 vol.% exceeds the threshold fraction for melt segregation
(2-3 vol.%) (Faul 1997). The melt should be successively supplied and rise in this
region. On the other hand, Forthys et al. (1998) estimate the melt fraction at 17°S
to be 1-2 vol.%. Thus, the melt fraction based on the conductivity is much lower
than that based on the seismic velocity anomaly.

Heinson et al. (1996) presented a one-dimensional conductivity structure under
Axial Seamount on the Juan de Fuca Ridge. They showed a conductivity maxi-
mum of 2 x 10~! S/m at a depth of 30-40 km. Heinson et al. (2000) studied the
conductivity structures under the spreading center of the Reykjanes Ridge, the
northern section of the mid-Atlantic Ridge. They showed conductivity maximum
of 3 x 107! S/m at a depth of 60 km. These locations are known as the over-
lap of the ridge and a hot spot. As previously mentioned, the EM contains much
higher volatile components than the DMM. Hung et al. (2004) studied the seis-
mic structures beneath Iceland. From the velocity anomalies, they estimated that
the temperature anomaly in this region is 150-200 K higher than the surrounding
mantle. Nicholas et al. (2002) reported that the H,O content in basaltic melt from
the Reykjanes Ridge is up to 0.6 wt%. Such high water content would increase the
melt conductivity, which should be enhanced by these high temperatures and high-
volatile contents, and is estimated to be 40—60 S/m. From these values, the melt
fraction is estimated to be 0.5-1 vol.%.

6.3.2 Lithosphere

As mentioned earlier on, the conductivity of minerals and liquids is a thermally
activated process, and the mantle should have low conductivity at low-temperature
regions. We emphasize that the Arrhenius relation (6.1) indicates that the magni-
tude of the conductivity anomaly by a low-temperature anomaly is more signif-
icant than that by a high-temperature one, if the magnitudes of the temperature
anomalies are comparable.

Conductivity models under oceans depict low-conductivity layers at shal-
low regions. For example, Baba et al. (2010) showed conductivity minimums
of 3 x 107* and 1.5 x 10™* S/m at 20 and 50 km depth under the northern
Philippine Sea and the Pacific Ocean to the east of the Izu Islands (Fig. 6.7).
Conductivity in these regions monotonically increases with increasing depth
below these depths. The Philippine Sea plate was formed 60 million years ago,
and the Western Pacific plate of the studied area formed 125-150 million years
ago. The temperatures at 20 and 50 km depth under the Philippine Sea and
Western Pacific plates can be estimated at 600—-1100 K and 900 K, respectively,
based on the cooling model of the ocean plates. If the intrinsic conduction of oli-
vine is the dominant conduction mechanism in such regions, the olivine conductiv-
ity should be lower than 1 x 107> S/m (Fig. 6.1). Therefore, the observed values
are by more than one order of magnitude higher than expected from the intrin-
sic conductivity of olivine. Heinson and Constable (1992) had already indicated
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that the observed conductivity in the lithosphere is significantly higher than that
expected from the intrinsic conductivity of olivine. They argued that such dis-
crepancy could be due to overestimation by geophysical modeling because of the
coastal effect, for example.

Should a more conductive lithosphere than expected from the intrinsic con-
ductivity of olivine not be due to analysis problems in geophysical modeling, it
could be caused by proton conduction. However, proton conduction also has
positive temperature dependence. In order to produce proton conduction of
1 x 107% S/m at 1000 K, about 1000 ppm of water is necessary, according to data
from Yoshino et al. (2009a, b) (Fig. 6.1). However, the solubility of water at 1 GPa
(30 km depth) is 100-200 ppm (cf. Keppler and Bolfan-Casanova 2006). Thus,
proton conduction is insufficient for explaining the magnitude of the lithospheric
conductivity.

Heinson and Constable (1992) argue that high conductivity at the shallowest
depth could reflect circulation of saline water and the decrease in conductivity
with depth in spite of a temperature increase should be due to crack closure with
increased lithostatic pressure. By assuming the comparable salinity with seawater
(3 %), the conductivity of 1-3 x 10~* S/m can be achieved with 0.02-0.03 vol.%
of the fluid phase (Fig. 6.5). However, the conductivity increases from the mini-
mum 20 and 50 km depth to the deeper regions (Baba et al. 2010) which cannot
be explained by this hypothesis because the conductivity of saline water is almost
independent of temperature and a fluid fraction increase with increasing depth can
hardly be considered.

6.3.3 Asthenosphere

Several studies in the 1970s and 1980s (cf. Larsen 1975; Filloux 1977; Oldenburg
1981) report “high-conductivity layers” in the oceanic asthenosphere. “High-
conductivity layer” here is defined as a horizontal layer with maximum conduc-
tivity in the vertical direction. Since temperatures increase with increasing depth
in the upper mantle, except for subduction zones, and conductivities of mantle
minerals have positive temperature dependence but negligible pressure depend-
ence, we specifically need to account for the high-conductivity layer. Heinson
and Constable (1992), however, re-examined Oldenburg’s (1981) analysis and
concluded that the presence of the high-conductivity layer proposed by this study
could be true but not robust enough. In addition, the majority of reported high con-
ductivity in the oceanic asthenosphere should originate in the mid-oceanic ridge
magmatism discussed above.

Nevertheless, we currently have examples showing high-conductivity layers at
the top of the asthenosphere. Baba et al. (2006a) studied the conductivity structure
in the region 150 km west to 350 km east of the East Pacific Rise at 17°S, down to
200 km depth, and defined a high-conductivity layer with a maximum of 9 x 107>
S/m from 50 to 350 km east at 70-120 km depth (Fig. 6.8). Baba et al. (2006a)
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Fig. 6.8 The conductivity structures at the top of the asthenosphere under young plates. Vio-
let East Pacific Rise at 17°S (Baba et al. 2006a). Red East Pacific Rise at 15° 45’S (Baba et al.
2006b). Green Cocos plate (Naif et al. 2013). The solid line denotes an isotropic structure. The
broken and dotted lines denote anisotropic conductivity structures in the direction parallel and
normal to the plate motion, respectively

and Evans et al. (2005) reported conductivity anisotropy in this high-conductivity
layer, in which conductivity is by one order of magnitude higher in the direction
parallel to the plate motion than in the normal direction. Naif et al. (2013) showed
a conductivity structure in the 23-24-million-year-old region of the Cocos plate
down to 150 km depth. They presented an anisotropic conductivity model with a
maximum conductivity of 2 x 107! S/m at 50 km depth in the direction of the
plate motion but almost no maximum in the other direction. Baba et al. (2006b)
also illustrated an anisotropic conductivity model near the East Pacific Rise at
15° 45'S showing a high-conductivity layer of 3 x 10~! S/m from 100 km east
of the East Pacific Rise at 80-100 km depth in the direction of the plate motion.
Although these regions are located near mid-oceanic ridges, Baba et al. (2010)
studied conductivity structure under the northern Philippine Sea at depths down to
750 km. The conductivity in this region increases largely to reach 3 x 1072 S/m
from 20 to 70 km depth and slightly decreases by at most 1 x 1072 S/m at 120 km
depth (Fig. 6.7).

Nolasco et al. (1998) reported the conductivity structure under Tahiti, whose
lithospheric age is 70 million years (Fig. 6.7). Their profile starts to increase from
1 x 10™* S/m at the surface to 3 x 1072 S/m at 130 km depth. The conductivity
stays constant from this depth to 400 km depth. Thus, there is no high-conduc-
tivity layer in this region. Lizarralde et al. (1995) studied a conductivity struc-
ture between Hawaiiand California at depths from 150 to 1000 km. Their model
reveals a conductive zone (0.05-0.1 S/m) between 250 and 450 km depth and
a positive gradient in regions deeper than 500 km (Fig. 6.7). Baba et al. (2010)
explained that conductivity increases to reach 3 x 1072 S/m between 50 and 250
300 km depth and slightly decreases at deeper parts of the upper mantle, under
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the Pacific Ocean to the east of the Izu Islands. These two models show no high-
conductivity layer at the top of the asthenosphere, but some high-conductivity
regions at deeper levels.

In summary, the high-conductivity layers with a conductivity maximum exist
at the top of the asthenosphere under relatively young plates, with associated con-
ductivity anisotropy. Such layers do not exist at the top of the asthenosphere under
mature plates, and high-conductivity regions without a clear maximum may exist
in deeper regions (150-400 km depth).

The high-conductivity layers were often interpreted in view of the proton
conduction of olivine (Karato 1990; Evans et al. 2005). However, Yoshino et al.
(2006, 2009a, b) argued that the magnitudes of the proton conduction are not
enough to explain the high-conductivity layers at the top of the asthenosphere,
because of the limited water solubility in olivine at low pressures. The temperature
at 100 km depth along the adiabatic geotherm is 1670 £ 20 K, and the olivine
intrinsic conduction is 4 x 1073 S/m. The maximum water content in the 3 GPa
is 600 ppm, according to Mosenfelder et al. (2006), which gives a proton conduc-
tion of 4 x 1073 S/m. Yoshino et al. (2006) also argued that the anisotropy of the
proton conduction is negligibly small at temperatures corresponding to the top of
the asthenosphere. Thus, the high-conductivity layers associated with conductivity
anisotropy at the top of the asthenosphere cannot be explained by the proton con-
duction, although the magnitude of the high-conductivity layers can be explained
using the data set from Wang et al. (2006).

Partial melting is an alternative interpretation of the high-conductivity layers.
Although it is usually difficult to expect partial melting in regions deeper than
80 km in anhydrous peridotite, the trace amounts of volatiles, H,O, and CO;
should produce partial melting down to 180-200 km depth even in a DMM com-
position (Hirschmann 2010; Dasgupta et al. 2013). Sifre et al. (2014) argued that
the high-conductivity layers should originate in trace partial melting induced by
trace amounts of HyO and CO,. Sifre et al. (2014) assumed the H,O and CO; con-
tents of 200 and 100-500 ppm, respectively, for the DMM mantle and interpreted
the high-conductivity layers. However, their assumed CO» contents are too high in
comparison with the commonly accepted values (cf. Workman et al. 2006). Here,
we have to estimate the bulk conductivity of peridotite with incipient melting due
to 100 ppm of H,O and 50 ppm of CO;. The melt fraction at 100 km depth is
about 0.1 wt%, according to Dasgupta et al. (2013). Sifre et al. (2014) analysis
suggests that the CO; and H>O contents in the 0.1 % partial melt should be 1.3
and 6.5 %, respectively, and its conductivity should be 3.2 x 10! S/m. Therefore,
the bulk conductivity would be 3 x 10=2 S/m. Therefore, the partial melting
hypothesis is also insufficient to explain the high-conductivity layers near mid-
oceanic ridges if we assume the above volatile contents in the DMM.

As mentioned above, the high-conductivity layer shows conductivity anisotropy
(Evans et al. 2005; Baba et al. 2006a, b; Naif et al. 2013). Since conductivity ani-
sotropies of intrinsic and proton conductions of olivine are both small, the anisot-
ropy in the high-conductivity layer cannot be explained with the conductivity of
olivine. On the other hand, Zhang et al. (2014) demonstrated that partially melted
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peridotite can produce conductivity anisotropy between the normal and parallel to
shear directions on a shear plane. Therefore, the presence of conductivity anisot-
ropy implies the presence of partial melting in these regions. Since the magnitude
of partially molten peridotite at the top of the asthenosphere with 100 and 50 ppm
of H>0 and COa, respectively, is much lower than the observation, the actual vola-
tile contents in the DMM could be higher than these values and might be 200 and
100-500 ppm, respectively, as Sifre et al. (2014) assumed.

6.3.4 Vertical Conductivity Structure in the Deep Upper
Mantle

Xu et al. (1998) claimed a conductivity jump by more than one order of magnitude
for the olivine—wadsleyite transition and essentially no jump for the wadsleyite
and ringwoodite transition. Although smoothing conditions are included in build-
ing a conductivity model from MT data, these were not applied at a 400 km depth
to create a conductivity jump for the olivine—wadsleyite transition in order to con-
struct a large-scale model (Utada et al. 2003). The current experimental data, how-
ever, suggest no large conductivity jump associated with the olivine—wadsleyite
transition in intrinsic conduction or even imply a decrease in conductivity for this
transition. It seems that Xu et al. (1998) obtained the high conductivity of wads-
leyite and ringwoodite due to proton conduction (Huang et al. 2005). The decrease
in conductivity for the olivine—wadsleyite transition is due to the ionic conduction
in olivine but not in wadsleyite. It is not clear whether the absence of ionic con-
duction in wadsleyite is due to the limited experimental technology in laboratory
conductivity measurement (Fig. 6.9).

Figure 6.10 shows the most recent semi-global 1D conductivity models with
and without the application of smoothing conditions at 400, 550, and 650 km
depths under the northern Pacific Ocean reported by Shimizu et al. (2010a, b).
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Fig. 6.10 The 2D conductivity structure near Tahiti (modified from Nolasco et al. 1998). a The
locality of the observatories (labeled S6, S10, S1, S13, S15, and S16). The size of the Hawaiian
plume, marked by an arrow, is 300 km (Montelli et al. 2006). b The two-dimensional conductivity
structure approximately from NNW to SSE according to Nolasco et al. (1998). The locations of the
observatories are marked on the figure. The conductivity is higher than the surrounding mantle in the
region that is shallower than 130 km depth, whereas it is identical or even lower in the deeper regions

The conductivity of dry olivine, wadsleyite and ringwoodite, and wadsleyite and
ringwoodite with 0.4 % of water is shown for comparison. The conductivity in the
upper mantleabove 400 km in these models is significantly lower than that of intrinsic
conduction in olivine. However, Shimizu et al. (2010a) used the long period range
of MT signals (0.5-113 days), and therefore, the conductivity above 400 km depth
was not well constrained (Baba et al. 2010). The conductivity in the transition zone
in these models can be explained by intrinsic conduction in wadsleyite and ringwood-
ite. Because large amounts of water can be incorporated in these minerals, many
attempts have been made to estimate water contents in the mantle transition zone by
comparing the geophysical models and laboratory measurements (Huang et al. 2005;
Yoshino et al. 2008a, b, ¢; Manthilake et al. 2009; Dai and Karato 2009; Romano
et al. 2009; Yoshino and Katsura 2012). However, Fig. 6.10 demonstrates that the
conductivity values of the transition zone depend on the modeling assumption. The
uncertainty of each model is also large, and it is therefore found that estimation of the
abundance of water in the transition zone in this way is not yet meaningful.

6.3.5 Local Conductivity Structures Under Hot Spots

Nolasco et al. (1998) studied conductivity structures under the Tahiti hot spot
(Fig. 6.11). They showed about half an order of magnitude higher conductivity
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Fig. 6.11 The 2D conductivity structure southwest of Hawaii (modified from Constable
and Heinson 2004). a The localities of observatories (labeled K, L, N, O, R, T, and U). The
size of the Hawaiian plume, marked by an arrow, is 300 km (Montelli et al. 2006). b The
two-dimensional conductivity structure approximately NE to SW, indicating the locations of
observatories (Constable and Heinson 2004)

down to the depth of 130 km. However, deeper regions have equivalent or even
lower conductivity than the surrounding regions. On the other hand, a seismic
study shows clear, low-velocity anomalies from the depth of 300 km to the bottom
of the mantle (Montelli et al. 2006). Constable and Heinson (2004) showed a
two-dimensional conductivity model beneath the region southwest of Hawaii
(Fig. 6.12). Their model also does not show conductivity anomalies in this region.
Seismic tomography, however, shows a clear 1 % P-wave anomaly beneath Hawaii
(Montelli et al. 2006).

The 1 % P-wave velocity anomaly would correspond to a temperature higher
by 150 K. This temperature anomaly would increase the intrinsic conductivity of
the main upper mantle minerals by half an order of magnitude. This high conduc-
tivity should be detectable by MT observations. In addition, geochemical studies
show that sources of the ocean island basalt are enriched and have up to several
factors higher volatile components (cf. Wallace 1998). As previously mentioned,
high-volatile contents should always increase bulk conductivity by the proton con-
duction or melt network. For these reasons, the absence of high-conductivity zones
under the hot spots cannot be explained consistently, based on available knowl-
edge of mineral physics, seismology, and geochemistry.
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Fig. 6.12 Three-dimensional conductivity structure under the Pacific Ocean (modified from
Shimizu et al. 2010b). The strong high-conductivity anomaly (red) is visible under the southern
Philippine Sea. Another weak and broad high-conductivity anomaly is visible in the north of
Hawaii

6.3.6 Conductivity Anomalies in the Transition Zone

Shimizu et al. (2010b) report a 3D conductivity structure from a depth of
350-850 km beneath the Pacific Ocean. They show a strong high-conductivity
anomaly in the mantle transition zone under the southern Philippine Sea
(Fig. 6.11). The center of the high-conductivity anomaly is located from the
West Philippine Basin to the Caroline Basin. In contrast, the northern part of
the Philippine Sea shows no conductivity anomaly. The maximum magnitude
of high conductivity is about 0.8 log unit. The center of the high-conductivity
anomaly is located at a depth of 450-550 km, becoming weaker at a depth of
550-650 km depth and turning into a low-conductivity anomaly in the top part
of the lower mantle.

It is possible that this high-conductivity anomaly is caused by high-volatile
contents in the region. If this high-conductivity anomaly was caused by the
proton conduction of wadsleyite, the water contents in this region would be
found to be 0.5 wt% in the upper part of the transition zone. Since wadsleyite
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and ringwoodite can contain water more than 2 wt% (Keppler and Bolfan-
Casanova 2006), the amount of 0.5 wt% water in wadsleyite is possible. It is
noteworthy that the petrological study on Mariana back-arc trough magma
(Stolper and Newman 1994) suggests such high water content in these regions.
Another explanation for this is partial melting. However, the enhancement of
bulk conductivity by partial melting has not been studied under the conditions
of the mantle transition zone, and we therefore cannot argue this possibility at
present.

Although the high-conductivity anomaly can be explained by assuming larger
amounts of volatile components, the possible high-volatile contents in the upper
part of the mantle transition zone under the southern part of the Philippine Sea are
difficult to explain. Although there are complex subduction systems in this region,
the high-conductivity anomaly in this region should not be directly attributed to
the subduction of the Pacific plate to the Philippine Sea, because the high-conduc-
tivity anomaly does not exist in the northern part of the Philippine Sea. There is
no reason for a drastic difference in transported water between the northern and
southern parts of the Philippine Sea.

Shimizu et al. (2010b) also show a high-conductivity anomaly under the region
north of Hawaii. The depth range of this anomaly is from 450 to 650 km. The
east—west dimension of the high-conductivity region extends over 6000 km.
The global seismic tomography shows a low-velocity anomaly beneath Hawaii.
However, the low-velocity anomaly is located just below or even west of Hawaii.
Consequently, high-conductivity and low-velocity anomalies are not caused by the
same mechanism. The low-velocity anomaly is caused by a temperature anomaly,
whereas the high-conductivity anomaly is caused by a compositional anomaly.
This difference results in variation of a specific scale between these two anoma-
lies. The very small dimension of high-temperature regions should be detected by
P-wave tomography but would be too small for the analysis of the semi-global 3D
structure of conductivity.

6.3.7 Fine-Scale Conductivity Variation Under
the Philippine Sea

As previously explained, the semi-global 3D structures in conductivity show the
high-conductivity anomaly in the upper part of the mantle transition zone under
the south Philippine Sea. In addition to this, a regional study shows other anoma-
lous features under the Philippine Sea (Seama et al. 2007). The study comprised a
two-dimensional conductivity structure (Fig. 6.12b) from the south of the Mariana
Trough to the north of the Daito Ridge (under the yellow line in Fig. 6.12a). This
showed a strong high-conductivity anomaly exceeding 1 x 10~! S/m under one
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point east of the Ryukyu-Palau ridge between the Shikoku and Parece Vela basins
(Point 4 in Fig. 6.12a) and weaker but still strong anomalies west of the north-
ern part of the Ryukyu-Palau Ridge (Points 5 and 6). The peaks of these high-
conductivity anomalies are located at a depth of 50-150 km. In contrast to these
high-conductivity anomalies, the study found no high-conductivity anomaly
under the Mariana Trough. Matsuno et al. (2010) also reported an absence of
high-conductivity anomalies beneath the Mariana Trough (under the pink line in
Fig. 6.12a).

The regions in which the high-conductivity anomalies are found were active
in the past (40—-60 million years ago). The region of no conductivity anomalies
is located in the currently active volcanic zone. A seismic study shows a very
strong S-wave velocity anomaly up to —8 % in this region (Isse et al. 2009)
(Fig. 6.12c). It also shows that the low-velocity anomaly becomes weaker and
deeper with increasing plate age from O to 100 million years. Actually, the
region that shows the strongest S-wave velocity anomaly is under the Mariana
Trough. The 8 % S-wave anomaly may indicate a temperature anomaly of
200 K, if we attribute the S-wave anomaly to a temperature anomaly only. This
temperature anomaly should raise conductivity by 0.6 orders of magnitude,
assuming a base temperature of 1660 K at 80 km depth. Thus, the absence of a
high-conductivity layer is contrary to our expectation from the tectonic setting
and seismic observation.

One possible explanation is that while volatile components or melts are suc-
cessively supplied from the deeper part of the mantle to the upper mantle, the
currently active zone has been releasing the volatile components. As a result, the
non-active regions become volatile rich, whereas the active region becomes vola-
tile poor. However, we note that the maximum water content at 100 km depth is
only 500 ppm (cf. Keppler and Bolfan-Casanova 2006). The magnitude of proton
conduction by this amount of water is negligible in comparison with the intrin-
sic conduction. The high-conductivity anomaly could be explained by the pres-
ence of partial melt. The Mariana Trough basalt contains 2 % of water (Stolper
and Newman 1994), which suggests melt conductivity of 10 S/m. Therefore,
the conductivity anomaly exceeding 1 x 10~! S/m should indicate a melt frac-
tion more than 1 %, which should cause some degree of low shear-wave anomaly.
Actually, Isse et al. (2009) showed some low shear-wave anomaly under the Points
4, 5, and 6 in the Seama et al. (2007) study. This hypothesis could thus explain
the high-conductivity anomaly under the Kyushu-Palau Ridge. There is yet no per-
suasive explanation for the low-conductivity anomaly under the Mariana Trough
(Fig. 6.13).
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Fig. 6.13 Comparison of conductivity and seismic anomalies under the Philippine Sea.
a Location of the observation sites in Seama et al. (2007). b 2D conductivity structure along the
observation line SO7 shown in a. The region under the Mariana Trough (OBEM1) at 40-200 km
depth has low conductivity (modified from Seama et al. 2007). ¢ The shear-wave anomaly under
the Philippine Sea at 80 km depth (Isse et al. 2009). The region under the Mariana Trough has the
low shear-wave anomaly, suggesting high temperatures (modified from Isse et al. 2009)



6

Heterogeneity of Electrical Conductivity ... 199

6.4 Concluding Remarks

We have reviewed the results of laboratory experiments about the conductiv-
ity of upper mantle minerals and representative MT observations under oceans.
Conductivity in the upper mantle varies by more than three orders of magnitude.
We have the following qualitative explanation for the following results obtained by
the MT method.

1.

The high conductivity just below the mid-oceanic ridges is mainly due to par-
tial melting and partly due to high temperature.

. The very low conductivity in the lithosphere is due to low temperatures.
. The gradually increasing conductivity in the asthenosphere is due to the tem-

perature increases in the adiabatic geotherm.

. The high-conductivity layers are a feature of the asthenosphere under young plates.

They associate conductivity anisotropy, which implies its partial melting origin.

. There should be no large conductivity jump at the 410 km depth.
. The high-conductivity anomaly in the mantle transition zone under the south of

the Philippine Sea may be due to high water content.

. The high-conductivity anomaly in the mantle transition zone north of Hawaii

may be due to the volatile components of plume source.

The mantle structures under oceans are expected to be simpler than those under
continents. Therefore, we expect that we can obtain quantitative and robust expla-
nations. Nevertheless, the above explanations have the following serious problems.

1.

2.

The conductivity in the uppermost part of the lithosphere is too high by far,
considering its low temperatures based on the ocean floor cooling model.

The magnitude of the high-conductivity layers at the top of the asthenosphere
is difficult to explain based on the usually assumed volatile contents in the
DMM.

. The high-temperature anomalies inferred from the seismic tomography indicate

no or little effect on the conductivity structures.

. The local conductivity anomalies disagree with those expected from the tec-

tonic setting.

. In general, the conductivity in the upper mantle is higher than that expected

from the experimental results.
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Abstract Spongy minerals, especially clinopyroxenes, and fine-grained, often
glass-bearing mineral assemblages, commonly referred to as melt pockets, occur
in many mantle xenolith suites worldwide, but their origins remain far from being
clearly understood. We describe a suite of spongy clinopyroxene- and melt pock-
ets-bearing peridotite xenoliths from the Plio-Quaternary volcanic field in the Al
Ghab Depression, a pull-apart basin of the Dead Sea Fault System in northwestern
Syria. The melt pockets comprise fine-grained olivines, clinopyroxenes, spinels and
feldspars 4+ amphiboles & glasses. Petrography and major and trace element mineral
chemistry suggest that the xenoliths have experienced at least two stages of metaso-
matism with the formation of the melt pockets being associated with the latest event.
The first metasomatic episode featuring LREE, Na, Th, U enrichment and relative Ti
and Zr depletion in the cores of primary clinopyroxenes involved metasomatism by
a low-silica, CO;-rich agent. The second metasomatic episode was associated with
the development of melt pockets which evolved from decompressional and perhaps
metasomatism-induced incongruent melting of clinopyroxene =+ spinel. The spongy
clinopyroxenes that occur as coronas around clear, primary clinopyroxenes represent a
transitional stage of the partially melted crystals. The incongruent melting produced a
liquid that evolved within the melt pockets and eventually migrated out to form amphi-
boles and micas elsewhere in the lithosphere. Albeit with some uncertainty, geother-
mobarometric estimations reveal significant, systematic differences in the equilibration
pressures between the primary minerals (0.8—1.4 GPa), and spongy and melt-pocket
minerals (0.7-0.9 GPa), lending good support for the decompressional origins of the
spongy clinopyroxenes and melt pockets. It is interpreted that decompression resulted
from local transtension associated with the development of the Al Ghab pull-apart
basin, a step-over zone of the Dead Sea Fault System, in Plio-Quaternary time.

Keywords Mantle metasomatism * Spongy texture + Thermobarometry  Lithospheric
mantle - Melt pocket

7.1 Introduction

Mantle xenoliths can be of value in providing first-hand information about the his-
tory of the deep lithosphere from which they are derived. Their textures, mineral
composition and zonation, for instance, can provide insight to the thermal and com-
positional evolution of the lithosphere. This is of particular importance for studying
the mantle of continental lithosphere, which is generally thought to have experienced
multi-stage melting and fluid/melt-rock interaction events (Menzies 1983; Downes
2001; Dawson 2002; Ackerman et al. 2007; Griffin et al. 2009; O’Reilly and Griffin
2013; Tang et al. 2013). In recent decades, a plethora of studies have described dif-
ferent styles of fluid/melt—rock interaction as a result of infiltration or percolation
of mafic/ultramafic silicate melts, carbonate-rich melts and/or C—O—H-rich fluids
(Dawson 1984; Downes 2001; Luth 2003; O’Reilly and Griffin 2013). These studies,
plus experimental work, have led to the establishment of many indicators, largely
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based on the trace element systematics of clinopyroxenes, to gauge the effects of the
various styles of metasomatism (e.g. Yaxley et al. 1998; Coltorti et al. 1999).

In many xenolith suites such as those from the Kenya rift, western Qinling,
central China, the Lashaine volcano, northern Tanzania, the Bakony—Balaton
Highland volcanic field, western Hungary, the Tariat Depression and Dariganga
lava plateau, Mongolia, the Harrat Uwayrid, Saudi Arabia and Jabel El Arab
(Harrat Ash Shamah), and southern Syria (Ionov et al. 1994; Bali et al. 2002,
2008; Dawson 2002; Kaeser et al. 2007; Kaliwoda et al. 2007; Ismail et al. 2008;
Su et al. 2010a, 2011, 2012), it is clear from the presence of spongy (spongy cellu-
lar or sieve)-textured minerals and fine-grained secondary minerals such as clino-
pyroxene, olivine and spinel, often associated with glasses, that the mantle has
undergone some chemical or pressure—temperature (P—7) modification. However,
the exact origin of these “quenched” reactive products is yet far from clear, as is
whether or not an agent of metasomatism is required.

To decipher the nature of metasomatic reactions in the mantle, we present a
mineral chemical study, integrated with textural constraints, of a little known peri-
dotite xenolith suite from the Al Ghab Depression, a pull-apart basin associated
with the northern Dead Sea Fault System, in NW Syria. The xenoliths contain
texturally and compositionally variable phases, with clear signs of metasomatism
such as the presence of amphiboles and light rare earth element (LREE)-enriched
high-Na clinopyroxenes which are often spongy textured, along with some
spinels. Associated with these spongy minerals are fine-grained patches, hereaf-
ter melt pockets, comprising secondary low-Na clinopyroxenes, high-Ca olivines,
tiny euhedral spinels, interstitial/poikilitic feldspars and occasionally glass and
amphiboles. We will demonstrate that the spongy minerals and melt pockets are
genetically related and that they developed in the peridotite which had already
experienced an earlier stage of metasomatic alteration. These spongy minerals and
melt pockets are thought to have formed during times of local lithospheric exten-
sion associated with the evolution of the northern Dead Sea Fault System.

7.2 Geology and Samples

Previous structural and geophysical investigations have provided a fair understand-
ing of the timing and mechanism of the development of the Al Ghab Depression and
the northern Dead Sea Fault System in Syria (Trifonov et al. 1991; Domas 1994;
Devyatkin et al. 1997; Kopp et al. 1999; Brew et al. 2001b). It has been proposed that
the depression formed as a pull-apart basin in a complex left-lateral step-over zone
of the fault (Fig. 7.1) in Plio-Quaternary time (Brew et al. 2001b). Seismic refraction
experiments suggest that the Moho depth beneath the Aleppo Plateau is ~28-31 km
(Brew et al. 2001a), but that beneath the Al Ghab Depression is likely shallower.
High-resolution mapping of the lithosphere—asthenosphere boundary (LAB) across
Al Ghab and the Aleppo Plateau is not available, but S-wave receiver functions-based
regional surveys suggest a regional LAB depth of ~100 km (Angus et al. 2006).
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The Al Ghab volcanic field comprises some 40 cinder and lava cones within
an area of 600 km?, and the volcanic rocks are mainly basanites with subordinate
amounts of hawaiites and alkali basalts (Ma et al. 2011a). The volcanic rocks have
been dated by K-Ar and *°Ar/*® Ar methods at 4.0-1.1 Ma, with the majority
younger than 2 Ma (Sharkov et al. 1994, 1998; Krienitz et al. 2009; Searle et al.
2010). Among all, Tal Ghazal (Fig. 7.1), a Late Pliocene cinder cone, is one of the
best exposed xenolith-bearing cones in northern Al Ghab. The lava flows overly
the scoriae, and their amount at Tal Ghazal is small compared with the scoriae.
More than 100 xenolith samples were investigated by Turkmani and Al-Shara’a
(Turkmani and Al-Shara’a 2004) who identified the majority (80 %) of xenoliths
as being green Cr-diopside-bearing spinel lherzolites; no garnet-bearing sam-
ples have been found. We have examined many of the samples provided by these
authors, together with our own collections that were taken from Tal Ghazal and its
vicinity (within a 1 km distance of the cone). Overall, the specimens include (1) a
majority of green Cr-diopside-bearing spinel lherzolites and harzburgites which
are in some places amphibole-bearing and (2) a subordinate amount of spinel-
bearing pyroxenites, hornblendites and megacrysts (e.g. kaersutite and sanidine).
In the present study, a focus is placed on the melt-pocket bearing and spongy-min-
eral bearing peridotites. To better understand the origin of the secondary minerals/
mineral assemblages, one melt-pocket free sample, G79, is included in the study
suite, making up a total of ten samples.
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7.3 Petrography

The xenoliths are rounded to discoidal in shape, and the dimensions are between a
few cm and 20 cm (typically <10 cm). There are at least two generations of mineral
assemblages; one being “primary” that forms the bulk of the peridotite and another
being “secondary” in the melt pockets that are clearly formed later than the host peri-
dotite (Fig. 7.2). As will be discussed below, the primary assemblage represents a
combination of texturally equilibrated olivines, orthopyroxenes, spinels and occasion-
ally zoned Cr-diopsides that have been affected by a metasomatic overprint. Modal
metasomatic phases, including amphiboles, apatites and micas, are also present in
some samples, but we will demonstrate that they are younger than the restite olivines
and orthopyroxenes, and most likely related to the melt pockets. In this paper, we

Fig. 7.2 Photomicrographs of thin sections in cross-polarised light (a—d), back-scattered elec-
tron micrographs (e, f, h—q), a calcium compositional zonation map (g) and an optical image of
the polished surface of specimen (r) for the Al Ghab peridotite xenoliths. (a) Typical protogran-
ular texture in the non-melt-pocket-bearing sample G79. Note the vermicular form of primary
spinel (Spl-I). (b) Protogranular and somewhat porphyroclastic texture in sample G10. Spongy
(Cpx-Spo; ¢, d, f—j) and non-spongy (Cpx-I; e) clinopyroxene. Note the close association of Cpx-
Spo with melt pockets (c, d, k and m). The development of the spongy texture appears to be
more mature when the clinopyroxene is adjacent or close to the melt pockets. Apparently, such
clinopyroxene breaks down to form fine-grained melt-pocket clinopyroxene (Cpx-P), as relics of
Cpx-I are sometimes observed within the melt pockets. Many of these relics and Cpx-P within
single melt pockets are in optical continuity (see main text). In sample G47 (i and j), Cpx-I is
clearly melting to give Cpx-Spo and a melt (now glass) that is propagating outwards. (c, d, k—q)
Typical (dirty) appearance of melt pockets showing fine-grained aggregates of secondary clino-
pyroxene (Cpx-P), olivine (OI-P), spinel (Spl-P) and feldspar (Flsp) in G10 (c, q), G47 (d, 1, m,
0), S52-05A (k, n) and G72 (p). Note that OI-P is usually subhedral to euhedral, whereas Cpx-P
varies from subhedral to anhedral and is usually spongy. Spl-P (I-p) is tiny and euhedral, and
sometimes somewhat skeletal with overgrowths of discontinuous Spl-P chains (“atolls”), com-
monly enclosed in euhedral OI-P and interstitial Flsp. By contrast, relic Spl-1 (q and to a lesser
extent 1) in the centre of some melt pockets is rounded and optically less heterogeneous. The
euhedral Spl-P often forms a chain (“necklace”), partially included in euhedral overgrowths of
olivine along the rims of melt pockets. In (p), the interstitial, matrix material in the melt pocket is
glass, instead of Flsp as commonly seen in others. Many melt pockets, as exemplified in (r), form
discontinuous chains aligned parallel to the deformation fabrics of the rocks [see also (q)]. Sam-
ples: (a, e) G79; (b, ¢, q) G10; (d, f, g, i, j, I, m, 0) G47; (h, k, n, r) S52-05A; (p) G72
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Fig. 7.2 (continued)
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Fig. 7.2 (continued)
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label the minerals according to their textural positions and morphologies. The labels
are summarised in Table 7.1 and described in detail below. In brief, primary minerals
are suffixed “I” (e.g. Ol-I) and melt-pocket minerals “P” (e.g. Cpx-P). The spongy
portions (usually the rims) of the primary minerals are suffixed “Spo” (e.g. Cpx-Spo).
Secondary Ti-rich rims mantling/replacing Cpx-I are suffixed “TR” (i.e. Cpx-TR).

7.3.1 Petrography of the Peridotites

The peridotite samples exhibit a tabular to protogranular texture, and their gen-
eral characteristics are given in Table 7.2. Deformation is common and marked
by strained and kink-banded OI-I and Opx-I. Subgrain rotation recrystallisation
is common in the OI-I and Opx-I, though apparently more easily developed in
larger porphyroclasts, having subgrains or neoblasts formed around larger grains.
In many places, the Opx-I does not show the same degree of deformation as the
Ol-1, despite their similar size (typically 0.5-2 mm). OI-I is colourless, and its
margins often have euhedral projections into the melt pockets, indicating that OI-I
is a good nucleation site for overgrowth. Opx-I is beige or colourless and some-
times contains abundant fluid inclusion trails. Unlike Cpx-I, Opx-I appears to be
a stable phase not showing any spongy rims. Only rarely, usually adjacent to melt
pockets, does it break down to form a narrow region (a few to tens of microns
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Table 7.1 Abbreviations for the various minerals identified in the Al Ghab peridotite xenoliths

Abbreviation | Description Petrography Key chemical features
Ol-I Primary olivine Commonly strained and Ca poor; high Fo
Opx-1 Primary orthopyroxene exhibit kink banding High Mg#

Cpx-1 Primary clinopyroxene Commonly strain-free Na- and Al-rich

(spongy-free portion)

Spl-1 Primary spinel Rounded-holly leaf shaped
or rarely rounded inclusions
in Ol-I and Opx-1

Cpx-Spo Spongy (sieve-textured) | Empty vug or channel-rich | Na and Al poorer,
portion of primary portion, usually coronas or | Ca richer and Cr#
clinopyroxene sometimes entire grains, of | higher than Cpx-I

Spl-Spo Spongy (sieve-textured) otherwise Cpx-I or Spl-I; Cr# higher than Spl-I

portion of primary spinel | Cpx-Spo never develops
when in contact with Opx-I
Ol-P Melt pocket olivine Subhedral—euhedral; Ca-rich
embayed; often enclose
Spl-P; optically continuous
with adjacent OI-P

Cpx-P Melt pocket Subhedral—euhedral; Na poorer (similar to
clinopyroxene embayed; optically Cpx-Spo) and variable
continuous with adjacent but generally Al richer
OI-P; strongly zoned; than Cpx-I

worm-like when associated
with decomposing Opx-I
Spl-P Melt pocket spinel Euhedral; tiny; some with
discontinuous chains of
Cr-rich Spl overgrowths

Flsp Melt pocket feldspar Interstitial; anhedral or as Wide compositional
microlaths range from labradorite
to sanidine in
individual xenolith
samples and melt
pockets

in width) of orthopyroxene + clinopyroxene + spinel symplectites that gradate
towards the melt-pocket phases.

Cpx-1, typically <1.5 mm, is generally smaller than Ol-I and Opx-I and shows
the typical green colour of Cr-diopside. Orthopyroxene exsolution lamellae
are present in Cpx-I cores of some samples (e.g. G72). Except for sample G79,
Cpx-I always shows a spongy texture along the rims, on the margins of fractures,
or in places the entire grains (Cpx-Spo). The spongy texture is accompanied by
entrapment of irregularly shaped vugs and appears to be better developed (thicker
spongy rims or in many instances spongy cores) in Cpx closer to the melt pockets.
In well-developed Cpx-Spo, the vugs may become networked channels (Fig. 7.2f,
i). In most cases, the vugs are empty (Fig. 7.2f), but rarely, glasses and feldspars
are found within the vugs (Fig. 7.2i, j). Where occurring within or in direct contact
with the melt pockets, Cpx-Spo is strongly embayed to give an anhedral boundary
and associated with Flsp, Spl-P, Ol-P and Cpx-P (Fig. 7.2d, k). The latter, Cpx-P,
sometimes has the same crystallographic orientation as the adjacent decomposing
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Table 7.2 Modal proportions of the peridotite xenoliths from Al Ghab volcanic field, NW Syria
(in vol.%)

Sample | Rock type | Texture Ol |Cpx |Opx |Spl |Amph |Mica |Apt
G10 Harzburgite | tabular—protogranular |88 |3 6 1 3 tr
G47 Lherzolite | tabular—protogranular |67 |11 22
G49 Lherzolite | protogranular 69 |10 19 1 1 tr
Go64 Lherzolite | tabular 67 |6 25 2 tr
G72 Lherzolite | tabular—protogranular |70 |16 11 3
G79 Lherzolite | protogranular 64 |12 22 3
S32-05 Lherzolite | tabular—porphyroclastic | 80 | 6 12 2
S52-05A | Lherzolite | tabular—porphyroclastic | 75 | 10 15
S$52-05D | Lherzolite | tabular—porphyroclastic | 63 | 14 21 3 tr tr
S52-05GI | Harzburgite | protogranular—porphy- |69 |3 18 1 9
roclastic

tr, trace

Cpx-Spo. Of note, Cpx-Spo rims never develop in direct contact with Opx-I
(Fig. 7.2h), an observation also made in the peridotite xenoliths from Mongolia
(Ionov et al. 1994). Where Opx-I is missing from the immediate surroundings of
Cpx, incomplete Cpx-Spo (portions of clear rims) sometimes occurs against Ol-1.

Rims of Cpx-I and Cpx-Spo are in places replaced by a Ti-rich variety of
Cpx (Cpx-TR) in the amphibole-bearing samples, and the replacement is usu-
ally accompanied by an increase in Al and a decrease in Mg# in the pyroxene.
Progressive replacement appears to have converted some Cpx-TR to amphibole.

Spl-I (Cr-spinel) is reddish brown or yellowish brown and is rounded or holly
leaf shaped (Fig. 7.2a), interstitial among Ol-I, Opx-I and Cpx-I, although some
occurs as rounded inclusions in Ol-I and Opx-I. It is found as small crystals, usu-
ally <1 mm, and generally occupies no more than 2 vol.% in the rocks. It is absent
from rocks that have high proportions of (large) melt pockets (>10 vol.%; e.g. G47
and S52-05a), and relics of Spl-I are in places found in the centres of the melt
pockets (Fig. 7.2c, q), suggesting its consumption by the melt pockets. Similar
to Cpx-Spo, Spl-Spo develops at rims on Spl-I, accompanied by a change in col-
our from lighter brown to darker brown from the core to the rim, reflecting also a
change of the chemistry. However, the rims are always too thin or too “spongy” to
obtain valuable electron microprobe analyses.

Small amounts of volatile-bearing phases, such as amphibole, mica and apatite,
which are usually attributed to metasomatic origins (e.g. Menzies 1983), are present
in most of the samples (except G79). The amphiboles are usually Ti-pargasite and
occur as an interstitial phase in samples G10, G49, G64, S52-05D and S52-05GI. The
latter sample, S52-05GI, also contains ~0.1-0.2-mm-thick veinlets of amphiboles and
clinopyroxenes. The interstitial amphiboles in these samples are generally associated
with (usually surrounding) Spl-I, but independent amphiboles are also common. In
rare instances (e.g. G49), they occur as exsolution lamellae in Cpx-I which otherwise
shows no exsolution or orthopyroxene lamellae. As described above, some amphi-
boles in G10, G49 and S52-05GI apparently replace Cpx-I, Cpx-Spo and Cpx-P that
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appear to have been preceded by conversion to Ti—Al-rich clinopyroxene rims (Cpx-
TR; see below). The micas are altered to a mixture of biotite and phlogopite and are
found only in G49 and S52-05D as an interstitial phase. The apatite is also rare and is
only found in G10 interstitially between Cpx-I and Opx-1.

Melt-pocket free sample G79 has a protogranular texture and does not contain
any hydrous minerals (Fig. 7.2a). Local recrystallisation, i.e. neoblast formation,
is evidenced by aggregates of polygonal grains. Its Ol-I (<2 mm), Opx-I (<2 mm),
Cpx-I (<0.5 mm) and Spl-I (<1 mm) appear to be texturally equilibrated, although
one Spl-I grain near the xenolith margin shows a darker Spl-Spo rim. Cpx-I is
green and always clear, without spongy rims.

7.3.2 Petrography of the Melt-Pockets

The shape of the melt pockets varies from rounded to, more commonly, elon-
gated (Fig. 7.2k, g, r). Most of them are isolated from each other, but some are
networked with adjacent pockets (Fig. 7.2r). Elongated melt pockets often form
chain-like clusters parallel to the deformation fabrics of the rocks (Fig. 7.2q, r).
None of these clusters nor individual melt pockets appear to be connected with the
host basalts. Albeit uncommon, in places—<1 mm from the host basalts—where
the host magma infiltration occurs, the xenoliths’ primary minerals are strongly
resorbed. The infiltrated reaction zones are easily distinguished from the xenoliths’
melt pockets in that the olivine phenocrysts of the former are iddingsitised, a com-
mon feature of the olivine phenocrysts in the host magma (Ma et al. 2011a).

The boundaries of the melt pockets against the peridotite hosts are gradational,
with the primary olivines corroded or overgrown with euhedral OI-P (Fig. 7.2p).
Although not common, the rims of some primary orthopyroxenes against the melt
pockets are destabilised as symplectites of clinopyroxenes + olivines =+ spinels.
Where they occur, primary clinopyroxenes at melt-pocket boundaries are highly
embayed and spongy (Fig. 7.2d, k).

The melt pockets are “vesicular”, with up to 15 vol.% rounded or irregular-
shaped empty vugs. The vugs must have once been filled with fluids; otherwise,
the pressure at depth would have collapsed them. The melt-pocket mineral assem-
blage comprises fine-grained olivines, clinopyroxenes and spinels (Ol-P, Cpx-P
and Spl-P, respectively), in subhedral to euhedral habit (Fig. 7.2k, o), associated
with interstitial feldspars (Flsp; Fig. 7.2m-o0). Despite its ubiquity in the melt
pockets, Flsp never occurs as a primary phase. Glasses (Fig. 7.2p) and amphiboles
are uncommon, and where present, occupy interstitial positions. The latter also
appear to replace Cpx-P on rare occasions. In most samples in particular G10, ver-
micular relic Spl-I is a common phase in the centre of the melt pockets. However,
in samples G47 and S52-05A, Spl-1 is absent both as a primary phase and as relic
grain in the melt pockets. The melt pockets in the latter two samples are generally
larger than those in G10 and other samples.

In many instances, the melt pockets are rimmed by a “necklace” of Spl-P on the sur-
rounding OI-I that now is overgrown with euhedral Ol-P (Fig. 7.2k, p). Individual Spl-P



216 G.S.-K. Ma et al.

is also common in interstitial Flsp. Some Spl-P is zoned with Cr-rich rims or may have
overgrowths of discontinuous Spl-P chains ("atolls’; Fig. 7.2n, o) that are usually Cr-
richer (Mg-chromites). Individual OI-P and Cpx-P, respectively, within a single pocket
are usually at identical crystallographic orientations (i.e. they are optically continu-
ous), indicating that they have recrystallised from or overgrown on strongly resorbed,
formerly, larger gains. The petrographic observations suggest that the melt pockets
are later features, having formed after clinopyroxenes and spinels, with little evidence
for textural re-equilibration with the host peridotite, indicating their transient nature.
Overall, all the primary phases have been corroded at the melt-pocket margins, and their
susceptibility to corrosion appears to be Cpx-I > Spl-I > OI-P ~ Opx-I. It appears that
there is an intimate relationship among breakdown of Cpx-I and Spl-I, development of
Cpx-Spo and Spl-Spo and formation of the melt pockets.

7.4 Compositions of Minerals and Glasses

Representative electron microprobe analyses of olivines, spinels, orthopyroxenes,
clinopyroxenes, amphiboles, micas and glasses are given in Tables 7.3, 7.4, 7.5,
7.6 and 7.7 and in the online supplementary dataset.

7.4.1 Mineral Chemistry of the Peridotite and Melt-Pockets

OI-I and OI-P are readily distinguishable by their CaO and Fo contents (Fig. 7.3a;
Table 7.3). Most Ol-I has CaO <~0.08 wt% and Fo in the range of ~87.5-90,
and most OI-P has significantly higher CaO between 0.05 and 0.35 wt% (up to
0.7 wt%) in the Fo range of 87.5-93.

Most Spl-I is Cr-spinel with 14-39 wt% Cr,O3 and Spl-P is Cr-spinel or
Mg-chromite with 13-62 wt% Cr,0O3. Their compositions (Table 7.4) with respect
to Mg# and Cr# are shown in Fig. 7.3b, displaying a broad negative correlation.
Spl-I has a narrower range of Mg# (66—84) and Cr# (15-49) than Spl-P (41-96
and 14-84, respectively), although there is considerable overlap. Two of the Spl-P
analyses from G72 have a distinct composition, characterised by an elevated mag-
netite component (33 wt% FeOr).

The rims of some Opx-I in two amphibole-bearing samples G49 and S52GI are
enriched in Fe, with Mg# as low as 88 and 87.2, respectively; otherwise, Mg# of
the majority of Opx-I is in the range of 89.5-91.5 (Table 7.5). Al,O3 is variable
from 1.7 to 4.7 wt% and is mainly a result of mineral zonation (see below).

Compositional variation between different classes of clinopyroxenes is
shown in Fig. 7.3c—e, portraying a broadly negative correlation between TiO;
and Mg#, with the highest TiO, values being those of the secondary clinopyrox-
enes. In general, Cpx-I is Cr-diopside with the majority having Mg# in the range
of ~89-92, Al,03 of ~4-6 wt%, CaO of ~18.5-20.5 wt%, NaO > ~1.5 wt% and



217

7 Melt Pockets and Spongy Clinopyroxenes in Mantle Xenoliths ...

L88 v'00I| PU | pU 900| v9'Ly| 9¢0, vI'0 <80l PU | 200 | PU Sy 10| 01ZD 19TSS | I9S0-CSS

688 €00l PU | €00 900 v9°Lv| S¥0| 610 9501 ¥00 | ¥0'0 | PU STy 110 607D dcsS| ds0-tss

L'68| 9001 | 'pu | 'pu €00 LI'6V| OI'0| TI'0| 60°0I| 200 pu pu SOy 10| 96-d VISS| VS0-TSS

Y16 966 | 100 | 100 0C0| LS6F| 620, 800, 0€8 | 810 | CI'0 100 | 880% I-10| 08-7D VISS| VS0-TsS

0’16 <00l PU | 200 80 LI'0OS| 9C°0| TI'0| €88 pu | 00 | PU S8°0F d-l0| TTV VISS| VS0-CSS

06| €00l PU | 'pU SO0 ¥88¥| ¢¥'0| 8I0| ¥S6 | €00 100 | PUu | 6I'l¥| d/IIO 96797CeS S0-TeS

8¢ZD 6LD

jowr; 0'06| €66 | PU | ¥0'0 900 6087 €0 ¥I'0O| 956 | €00 100 | Pu | CO'Iv d-10 0SZD 6LD 6LD
006/ C00l| Pu | pu Y00 €987 <¥0| OI'0) 196 | PU pu pu 71y I-10 867D 6LD 6LD

1'68 | 6°00I | PU | SO0 SI'o| ¢o8y| ¢I'o| <sro| 1901 oro | €ro | pu £6°01 I-10 SLLTLD wo

06| 1'00I| €00 PU 00| 8¢6¥| 9¢0| 0C0| 096 | PU pu pu S9'0r I-10 161 7LD [459)

06| 9001 | C00| PU 900 ce6t| 610, 600 €96 | PU | C00 | PU £9°01 d-10 08-S 9D 9D

068 L0OOL| €00 PU LO0| ¥88| 80| vI'0| I80I| 100 Pu pu | 90y I-10 I-L 6vD 6vD

8C6| C00I| PU | 200 €C0| IT0S| 1S0| ¥00| S69 | SO0 | 0CO0 | ¥00 | 96'1v| d/I'IO 012D LD %3}

€06 666 | PU | PU LO0O| 80'6F| €0 LI'O| OV'6 | PU 00 | 800 | €90V d-10 L LYD LYD

¥'16| 966 | PU | PU cro| eLer| 10 LI'O| S€8 | 200 | ¢00 | PU | 690¥ I-10 Ly-S™LYD LYD

0’16 0001 | PU | 100 IT0, oLev| ¥1'0| 600| 6,8 | LOO | CO0 | 800 | S80F I-10 LTL 01D 0o

§'06| 6001 | Ppu | pu 100 896 9¥'0| 1C0O| ST6 | PU pu pu 1€y I-10 7L-S01D 0ro

906/ 6001 'pu | pu Y00 co6t| LEO| SI'0 616 | LOO 100 | SO0 | 60'I¥ I-10 8179 01D 0o

wewwo) | o | [BIOL| O¥M| ON| OeD| OSIN| OIN| OUA| O°d| fOUD| fOUV | COWL| TOIS| [ereully #s1sAeuy | opdueg

(%1 1) BLAS MN ‘S10700d J[owr pue syprjoudx AnoprLad qeyn [y Ul SAUIAIO JO suonisodwod [earwayd aaneIuasaIdoy €L dqel,



G.S.-K. Ma et al.

218

Anoworyo103s 10911od Surwunsse pajewnsy,

€9¢| 189 LLSI 910 910 0CT¢l €9 Is6c| 69vE| 0¥0 I-ds | 7¢zO718¢sS | 19507TSS
¥9¢| 689 €591 SI'o| ceo| Icel LO9 S98C| 19'¢e| G81 d-1ds LSZ9D PSS aso-css
SLe| veL| 8LLI 8C0, ¥e0| ISTI 9v'C 89ve| 09¢r| 810 d-1ds | ¢g-edv-gSS|  VSOTSS
L1y SL9] 0LC1 LEO| TTO| oF¢tl LLY ocee | 8TIE| 8I'T d-ids | ¢p-ed ®v-TSS|  VSOTSS
£€v8| 80v, 1078 ¢¢0 SI'0| vL0C 8¢l €re9 | 6LL 6C0 d-ids L-V ®TSS|  VS0TSS
99¢| 6CL| OS'LI L1'0| CTTO| 8STI 1.0 or'ce| OLLE| $S°0 d-1ds 7979 €S §0-CeS
0€ZD €S
jowtr1°6¢ | CTL9| 8LSI cC0| ¢Co| SsLel vy LOCE | PSEe|  S8°0 1-1ds €7D €S §0-ceS
Q103 | R'[¥ | L'S9| 1€SI 90| TCo| vyl 0r'e yeye| €Cce|l 080 1-1ds 0€Z9 C€S §0-CeS
SS7ZH 6LD
jowr| 9yl | 818 T80T 0I'o; 6£0| T8 e 6s€l | 0CeS| LIO I-1ds 9SZD 6LD 6LD
2100 |  O'¢l| I8 0L0C 800 ¢€€0| TC8 or'e 8¢l 18°¢S| 610 1-1ds SS7ZD 6LD 6LD
Yyl LLL| 8¥6l 0C0| ¢E0| L66 6'C 6C¢cl S6'CcS| LIO d-1ds 9YZO TLD oo
6Sc| 00S| 6511 P€0| TC0| 690¢ L8El| 89°LL| Toee| 061 d-1ds STZO TLO wo
LSZDTLD
jowtr)  ®LL | €9L| 8L8I 610 vC0| 8¢Ol 6¢'¢ 1191 co'6v| 100 I-1ds 8SZD TLD [459)
103 | 9L | T'LL| ST'61 cro; 8¢0| LIOI 01'c %! s 600 1-1ds LSZD TLD wo
9¢C| LLL| 6C6l 00| <¢Co| 986 09T YO'IC, OL'SY| 690 NdS 19-S" 9D 9D
89¢| 8vL| 1T8I 800 9C0| 9601 €0'1 6¢ve  L9vr| 610 1-1ds 6€7D 79D 79D
Loc| S9L| 8T6l L00 STO| LSOl 61T LO6I | 98787 9¥'0 1-1ds 0L~ 6vD 6vD
91| 96L| 0T0C 1T0| ¢C0| ST6 o'l 9¢°Cl1 1ces| 910 d-1ds €S LYD LYD
TZOLYD
jowtr) O°LL| OvL| I¥8I L0, 6V0| vSII1 08'C IS ovis, 910 d-1ds €TZD LYD LYD
103 | ¢'6l | v'EL| 66LL 61°0 090 0911 08°1 ¥8LL| L86V| 800 d-1ds 7O LYD LYO
S8 | 689 €09l 8¢'0| 000 067CI 00C 9cor | 0L8C| S6'0 d-1ds €9-S 01D oro
siwewwo) | #1D | #3N| OSIW| OUN| OIN 02d| fO%d| fOWD| fOUV | COLL| SSe[d [eIIX] #S1sAeuy opdureg

(91 1) BUAS AN ‘s19j00d J[ow pue syrjoudxainiopurad qeyo [y ut spoulds jo suonisoduwod [eoruayd 2AneIuasaidoy H°L dqeL



219

7 Melt Pockets and Spongy Clinopyroxenes in Mantle Xenoliths ...

WL 97| ¢°0l| 6'L8 | ¥'68| €001 170 pu 91'0| 080, €9T€| 01’0, 989| STE|LI'0O [S6'SS| 6D 1°urT I9TSS | IDS0-CSS
91001 9°[ | 80l | 9°L8| T68| €001 | 9¥0|PU YI'0| €80 S9TE| €1'0| €0L| STE OTO [€9°SS| 6D 01 UrT [DTSS | IDS0-TSS
WLl 87| 9°01| 9°L8| S68| T00I| 90| PU 61°0| 680| 69°1¢| 1C0| 999 0€¢ ¥C0 SE9¢ L1ZD PTSS| ds0-Tss
2100 | 9L | 101 ¥'88| 006 966 050200 0C0| 6L°0 6£CE| 910 €¥9| 0OLT SO0 |€€9S ¥CZD PTSS| ds0-TsS
WLl €1 €0I| ¥'88 | 868 | 1'66 0¥°0 {200 €10 990 9SCe| 0T0| 859 6SC| PU |96°CS 1€7ZD ®ZSS| VS0-CsS
2103 | ¢ | 1'0I'| 988 | 0°06| ¥'66 60| Pu Yol 990 L9TCE| 81'0| 89| 99T PU |LTIS 6€7D ®TSS| VSO-TSS
WL ¢ 1| €6 | 068 S06| 001 LSO | PU LO0| 6L°0| €6 800| LE9| L8T|SI'0 9SS €D T AU TeS §0-CeS
21031 91| 66 | 6'88| L06| 9001 €0 pu €0 $80| LOYE| STO| SCT9 06T 00 |CI9¢ €D L ury ges §0-CeS
Wi ¢ 66 | $8| 106/ 0001 ¢CE0 PU I1°0| 8L°0) 8I'CE| €1'0| 1€9| 90V €I'0 |¥0'9S 207D 6LD 6LD
2100 | €| 66 | T68| S06| L'66 170100 80°0| L90| €vce| LOO| 909 18°¢| PU |¥I'9S S0ZD 6LD 6LD
WL ¢ 1| €6 | ['68 906 666 €60 | pu Cl'o| €L°0| s0ee| LI'O| OI'9 10| PU [1¥'SS| 01D [ U 7LD [459)
2100 | T €6 | 968| 806 166 6C°0| Pu I1°0| 190| SI€C| ST'0| S6'S| €L€| PU [€I'SS| 0OID ST 7LD wo
WL €T ¥'6 | €68 906 966 IS0 pu YI'0| 0L°0| €9¢E| 600 IT9 19°¢ 800 |¥9¥S| 1D SI™UT $9D 9D
Q100 | $'I| 06 | 968 0'16| 666 8¢°0 | Pu LI'O| IL0] 69°¢E| 600| S6'C| ¢9¢| PU CTES 1D 6 9UrT #9D 9D
wir ¢ 1| 60l | 9°L8| 168 €00 6¥0 PU LOO| 9L°0 6LTE| TI'O| 8I'L| 6S€|61°0 [80°SS| 11D 19UT 6¥D 6vD
9103 | [ | €0l | ¥'88| 868 1001 LEO | PU 80°0| TLO| S9€E| €1'0| €89 TST|900 |SL9S| TIDEI™UT 6¥D 6vD
WL €7 ¥'6 | €68 806 CTI0I| +€0|PU LT'O| TLO| CI've| 61'0| 619 SO€| 100 |6£9S 8D [ dUrT LyD %3}
91001 ¢'I| 6'8 | 9°68| 016 8001 8¢°0 | Pu I1°0| SLO| YO¥E| 60°0| L6S| 9LT ¥0°0 |0L9S| 8D E1-UWT LyD LYO
WL ¢ 68 | 006 916 6001 190 pu 9I0| 8L°0| veve| LI'O| 09°S| TS €10 |8S9S 7O 1/WT 01D 0ro
Q0o | ¢ 68 | 006| 9'16| 0101 £6°0 | pu I1°0| 08°0| €€vE| 910 8S'S| €OT|90°0 |6€LS| TOIIUWT OID 0ro
JuauIuoy | oM S| ug| #SN| [eI0L| tOWD | O | O%N| OBD| OSIN| OUN| O°d| OUV | OLL| OIS #siskeuy | opduweg

(9%m ur) eLIAS MN ‘s1o300d Jjowr pue syrjousx amopriad qeyn [y ur saudaxorLdoyiio jo suonrsodurod [eorwayd aanejuasardoy ¢z dqel,



G.S.-K. Ma et al.

220

(panunuoo)

ONNWONMM 98T'T| #90°0| 2800 | 0°S [T | 8'8% | L06 | #'00T | 100 | #9'T | PU| 9970 |08TC ISST| TI'0| S8T| OF'€| €90 | 18¢CS ods-xd)y 61797 ¢€S | SO-TES

2102 S65°0 | ¥CI'0| ¥LOO| 6% |I'8F | O'LY | I'16 | TO0I | €0°0 | 1970|200 | 680 |S9IT | 68CSI| €1'0| LL'C| S9V|TTO| pEES Ixd) 7O 6LD 6LD
7O 6LD

Jo w 6L9°0| STI'0| 800 | 8Y |18 | I'LY | T'T6 | ¥'66|S00| 6¥'0|100| 88°0|TYIT 68CI | 800 SLCT| 06%|910|8STS 1-xd) 6179 6LD 6LD

wLr 60S'T| SOI'0| 6SI°0 | L'L|I'LY | TSY|198| 986| PU| 6L0| PU| 0TT|9€0T STSI| 800 | 8+ | #0'9| €60 | 856k | AL-xdD |¢D [ dury gD (253}

L 8L6°0 | #9070 | €90°0| €+ |6'0% | 8'8F | 816 | 0°00T | LOO| 96°0 | PU| 80 | OFET |99 | +0°0| LST| 96T | 810 | #T €S |ods-xdD 8TZO LD (253}

8100 0S9°0| TPI'0| T60°0 | ¥'S |98 | 09 | T06 | €66|800| 6L0| PU| S81 | 8C0C|6£SI| 800 L6T| 9V'S | ¥I'0|9TTS 1-xd) 0929 TLD wo

2103 €911 | SET0| LST'0|SOT 9T | 0Ly | S08| S66|¥00| L90 | PU| LI'T | 990T |SHET | T1°0| 6L°S| 899 60T |#86F| d-xdD 0TZ97TLD [253}

WLt 101 | 110 | L61°0| L'S|[t6F | 0S| 668 | SO0T | "PU| €1 | PU| €1 |TL6L |[LSSI| LOO|TIE| €6°L|STT | €86F | UL-XdD | ¢ 1 oury $99 9D

2103 SOE0 | ELT0| €S0°0| 6'S |9°6Y | ST | 868 | 1001 | TI'0| 90T 200 | TOT| €681 |91I'ST | TI'0| 80°€E| €S| ¥I'0| IT'¥S| d-xdD SE€ZD 79D 9D

wr 786’1 | SSO0| 8010 | €S 687 | 8 | +°06| L66|600| €51 PU| 9¥°0|8L1T |TLII | 800 | 81°€| 8L¢|TE0 | 6L1S |odg-xdD 6L 79D 79D

2103 Y80 | 6€1°0| SITO| 8S|I'87 | I'9OF | S68 | 6°66|C00| 8I'T 100 | LI'C | TI'OC|80°SI| 900 LI'E| €6'S|SE0|6LTS I-xdD 7O 9D 9D

9103 T08°0| TTI'0| 8600 | TY|E0S | Sty |S68| 666|C00| ¥ST|PU| 88T |68 | LLST| 910 6T€| SI'S|0LO|EYTS I-xd) 0€Z9 6vD 6vD

wLr 0081 | #S0°0| L60°0| TS [F9¥ | ¥'87 | €06 | €66 PU| IST| PU| 180 |$ETT I#SI| TI0| ¥6T| 6°€|L60| [L1S 0ds-xdD |[D [ dur 6D 6vD

L €ETT| 8TI'0| LST'O| €9 697 | 6O | L'88 | 1°00T | SO0 | TTT 1000 | ¥LT|1L°0T |88FT | LI0| LEE| €979 €80 €50S | ¥L-xdD 20ZD76vD 6vD

8100 G890 | 6£1°0 | S60°0| 8 |6°67 | €4F | 868 | 00001 | 900 | L60 | PU| SO 661 9L ST | 11°0|8IE| 1SS |T90|89TS| d-xdD 1229 6vD 6vD
€SZD LYD

Jo u TTET| 6¥0°0| S90°0 | 8% [T0S | 0°Sy | 9716 | T00T | 600 | THT |[100| 650 |0LTT | IFLI| ¥1°0| €8T | L9T| Pu|sees ods-xdy ¥SZO LYD LYD

9103 [0S0 | 6C1°0| ¥90°0 | I'S |I'IS | 8¢y | €16 | ¥'66 |00 8I'I | PU| 681 |6l |LI9I| SI'0O| €LT| ISV | ¥I'0| TEES I-xd) €SZDLYD LYD

2103 TITT| $90°0| 6L0°0 | TY |I'6¥ | 89% | €T6 | T00T | 600 | S9'T|10°0| 850 81T | TLIT | LOO| LFT| 6£€|800|96CS| d-xdD 0TZD ™ L¥D LyD
68ZD701D

Jo wir 6LS€| 0900 91T0 | S8 [FIv | 1'0S | €€8| 686 11°0| T80 |20°0| 090 |TI'€C | €LEl| 110 | €6 | STY|SLT|ISLYy | d-xdD 06Z9 01D 0o

9103 L6L°0| $OT°0 | €80°0| ¥'S 86Y | 67 | 906 | 166|ST0| I8T | PU| 06T 2961 |€9ST| 11°0| 68C| T€+ | ¥e€0| eS| d-xdD 6879 01D 01d

WLt 6CTT| ¥LOO| 9910 | 0°S |70S | 9% | T16| 166 |600| ¥IT| PU| 80T |0661 |81'91| 600 | LLT| ¥S'S|¥r1 |6 6r |0ds-xdD €679 01D 01D

2103 019°0| 0€I'0| 0800 6% |L6F | SSY €16 ¥'66|800| 681 | PU| OI'C 9¢6l |ITSI| 800 LST| 06| LVO| LLTS I-xd) 1vZD 01D 01D

I 0€€T| 68070 | 80TO | 0°S 9Ly | ¥'Ly | 606 | €66 | PU| 86T | PU| 8T |€80T |SOSI| 11°0| 89T 989|881 | €98y | dL-xdD o:ﬁwlmﬁu:hmw ()89)

sse
yawwo)) [ TAIV/AIY |(IAVTV [(ADIV | Sd| U | OM [#3IN | [BI0L | OIN [FO%D (0% |O%N | OBD | OSIN |OUIN | 02d | tOUV [YOL | OrS E‘::xww #sisAeuy | odweg

(91 ur) BLIAS AN ‘S193p00d Jjowr pue syprjouax Anopuad qeyn [y ur sauaxoifdourdo jo suonisodwod [eoruayd aanejuasaidoy 9/ Jqey,



221

Mantle Xenoliths ...

inopyroxenes in

7 Melt Pockets and Spongy Cl

1950

2103 §S9°0 | €vI'0| ¥60°0| SO |S8F | I'SY | 88| CTO0I | SI'O| 10T | 'PU| 10T |9L6] 8CTSI| 900 | 8S€| ¥S°S|0CT0|09CS I-xdD | 7€ZD718¢sS -csS

9103 LSST| 6L0°0 | ¥TI0| 89 |8°6Y | €€F | €88 | 866 00| 8€T | PU| €60 8661 TSI | +1°0| 68€| TLY|¥80 | IF1S| d-xdD 1979 PSS ds0-Tss

wL S6v'0 | TPI'0| 0L00| S9|L°6F | 8¢y |L88| 0001 | PU| LyT|100| OI'C|L98] |STSI| LOO| 8FE| L6 | 090 | PEES I-xdD 8¥ZD PSS dS0-TeS

L T91T| 9€0°0 | 6L0°0 | 0% (9°0S | #'S | L'T6 | L'86|T00| TLT|T00| 8L°0|LSTT | 6TLI| PU|THFT| 99T |#00 | STTs lods-xd)y 61-V®ZSS VS0-TsS

9109 9€0'T | €L0°0| 9L00 | L'¥ |06Y | €9 | 9716 | 8001 | PU| TET | PU| 850 | 10TT | €L91| SI'0O| SLT| 1S€|S€0|Lyes| dxdD 677D ®CSS [VSO-TSS
§TZO®ISS

Jo w S80'T | LSOO | T90°0| ¥'S |I'6¥ | S'SP | 7706 | L'66|S00| 0ST|200| LLO|SSTT 6991 | TI'0| LI'E| SLT| Pu|60€S |ods-xdD 977D ®TSS [VS0TSS

9109 PLEO | 9S1°0 | 8S0°0 | 9°S |¥'8F | 6'SY | 6'68 | TO0I | CTI'O | STT |10°0 | €T 6961 |C6¥I | CI'0| 86'C| SO'S| 00| 6L'ES I-xd) §TZD ®SS [VSO-TsS

9109 060'T| T80°0| 0600 99 (T8 | TSY|6L8| S66|11°0| 9LT| PU| $60 | 6¥0T TLST| PU|#8€¢€| 66€|TS0|STTS| dxdD 0S7¢ES | S0-TeS
977D TES

Jo urx €L8°0 | OIT°0] 9600 | 8€C |87 | 8CSH|S68|L00I|L00| ¥LT|100| 6L1T|0V0C | S¥'SI| 11°0| CTe| S8Y|0¥0 | ILTS I-xd) 677D CES | SO-TES

9103 S99°0 | STI'0| €800 S°C €87 TOV 106 L00T | LOO| SLT|PU| SLT|STOT|TTSI| CI'0| 66C| 68% 90 ¥TES I-xd) 977D €S | SO-TES

(ponunuoo) 9°£ AqeL



G.S.-K. Ma et al.

222

[ennsIouL §L8| $L6| €It I¥0| 9TT| T0'8| 880 LOO| 610T, 'PU| 86F| ¥L9T| 95+ 9S9¢| €I1-N"6¥D 6¥D
[ennsIaul $98| ¥86| 81F%| 610 ¥EI| ILL| L6O| TOO| ¥I'61| 800 I€S| ¥S9I| OIS |T8LE| TIT-N 6V 6vD
DI

[ennsIouI 068 966 60T 110 9671 ¥L1| €TE€|[6S01| T€91| 800 +I'S| 89°¢1| +81|8LTh| [LZD 18¢SS| I1DS0-TSS
UIRA S'68| €66| 80T SO0, I¥O| €8T| €T€|TLOT| LS9T| SO0| 10°S| 96Tl | T8T|LS €y | LEZDISTSS |  IDS0-TSS
uroA LS8 066| 80T| 800, TI'0| €8T| 8I'C TLOI| 6091 LOO| T6F | €TEI| 80°€ 9T Er | 9¢ZD I18¢SS| 1DS0-TSS
[ennsIuI SL8| 00T | €1T) L1'0| 160| €TT| ¥1'€ /8901 | vOLT| SO0| TE¥| CIvl| €€ LS|  8TZD ¥9D 799
[ennsIvjul 1'88| S°001 | TI'C| 1T°0| 8LO| ¥€1| STE|S80I| ¥691| €1°0| 80+ | 8I'VI| TSE|9I'ESH| LTZO #9D 99
[ennsIoul 0L8] ¥66| LOT 900 T€T| 08T| 6F€|¥OTT| 9291 80°0| ¥€+ | LOVI| SO€ €81F| LIZD 6D 6D
[ennsIajul ¥98| v66| 80T 1T0| TST| #v 1| SS€/1601| ¥S9T | LOO| 99| 99°€I| 98T S6'1¥| €1ZD 6¥D 6D
[ennsIoul L6838 0001 | TI'T| 010 #ST| 651| 9T€|0v°01| 09°LI| 110 19¢| 92Tl | 0TT|9THy | 1SZD 01D 01D
#IN ajoquydury

[eops@ur | - = —| 166 00| 00| 81€| 9S9| 6TS| 10T| 600 19| €L1T, OI'1 |6V FS| LTZD LD wo
enosur | - - —| 166 €00 PU| 9T, TI¢L| 8SS| I8T| 600 LLS| OFIT| L9T|18TS| 9TZD TLD (953)
uLA | = = =] $'66 00| 800 SOT| 1S9| €6T| 9FE| PU| $TT| STIT| v¥0|SST9 6-L LYD L¥D
uLA | = = =] 666 80°0| PU| LTT| SFL| LY OCT| 100 9TT| 90°€T| SE€0|SE09 TNTLYD L¥D
SSDID

[ennsIL | 697 | 6¥L| T9| L'86 I1°0| S00| sTe| S¥8| 9TT| 600| SI'0| 620 #1°0T| LOO|T8+9| LTV VISS|  VSO-TSS
fennsiUL | 7°¢| 0'1S| 8°St| 1°001 Ul G00| LSO €09 086 SO0, PU| 6T0| ¥¥LT| €00|L8SS| 9LZO eSS | VSO-TSS
fennsIL | 77| TEL| 9| 066 pul pul GLel SIS €60 <TI0, PU| 94°0| TO'0T| 80°0|8Y'S9| T8-A VISS|  VSO-TSS
[ennsUL | L] 669 | ¥'TT| 666 00| PU| 9¢T| 9I'S| €Lt | €00 00| vTO| OI'€T| SLO|8P19| 8EZO $9D 9D
ennsiol | ¢y | 84S | S| 1°86 pul z00| 8TL| 109 620, SI0| 00| 69°0| 0681 | TO0|TLYY 8¢-LLYD LYD
[ennsIuL | 00T | 1'89| 6'1C| 7001 Ul pPU| 6LT| L6L| YO¥| €00, PU| TTO| L9€T| TI0|66'19| 61ZDLYD L¥D
avdsplag

wewwo) | 10| qv | uv | [eoL| OTH| ON| f0%D | O | O%N| OvD| OSI | OUA | 0% |0V | YOLL| OIS #s1sA[euy ordureg
(%M ur)

eLIAS AN ‘S1o00d Jjowr pue sypijouax anopiad qeyn [y ul seorw pue sajoqrydwe ‘sasse[3 ‘sredsp[oj jo suonisodwod [edrwoyd 2ANeIUsaIdoy £°L dqeL



7 Melt Pockets and Spongy Clinopyroxenes in Mantle Xenoliths ... 223

TiO; < ~1 wt% (Table 7.6). Most of the secondary clinopyroxenes (Cpx-Spo, Cpx-
TR and Cpx-P) have lower NayO, < ~1.5 wt% (Table 7.6; Fig. 7.3e). Compared
to Cpx-I, Cpx-Spo tends to have lower Al,O3, higher CaO with variable Cr# that
extends to as high as ~56, and Cpx-TR tends to have higher Al,O3, lower CaO
with variable Mg# that extends to as low as 83. A large number of Cpx-Spo cluster
at high values of Mg# between 90 and 93, although some have high TiO; (up to
2 wt%). The compositions of Cpx-P encompass nearly all those of Cpx-I, Cpx-
Spo and Cpx-TR in terms of Al,O3, CaO, TiO,, Mg# and Cri# (Fig. 7.3c—e). Note
that Cpx-I from the modally unmetasomatised sample G79 has the lowest Na,O
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Fig. 7.3 Plots of (a) CaO versus Fo (mol%) for olivines, (b) Cr# versus Mg# for spinels, (c)
TiO; versus Mg#, (d) CaO versus Al,Os3, and (e) Cr# versus NayO for clinopyroxenes from Al
Ghab peridotite xenoliths and melt pockets. Abbreviations of different textural types of minerals
are given in Table 7.1 and described in text
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of 0.8-1.3 wt% among all Cpx-I, suggesting that other samples may have been
affected by a flux of Na prior to the development of Cpx-Spo, Cpx-TR and Cpx-P.

Amphiboles (Table 7.7) are titanian pargasites. Mg# and TiO; of the interstitial
variety are in the ranges of 83.2-90.1 and 1.6-3.5 wt%, covering those of the
metasomatic vein amphiboles from sample S52GI (85.1-87.6, 2.3-3.5 wt%,
respectively). The interstitial amphiboles, often associated with Cr-spinels, are
enriched in Cr,0O3 (0.8-2.6 wt%), whereas the vein amphiboles are poorer in
Cr203 (0.1-0.8 wt%).

Micas from S52D are altered; no representative EMP data can be obtained. The
few analyses (Table 7.7) from G49 are titaniferous phlogopites with 4.6-5.1 wt%
TiO; and 1.3 wt% Cr,03 in the Mg# range of 86—88.

Feldspars from the melt-pockets are compositionally variable, ranging
from andesine to Na-sanidine (Fig. 7.4; Table 7.7). The variability occurs both
across and within individual melt-pockets of the same samples, and no spatial—
compositional relationship is observed at the thin section scale.

Glasses (Table 7.7) are found only in melt pockets in sample G72 and as vein-
lets propagating from Cpx-Spo in G47 (Fig. 7.5). Both types are enriched in SiO»
(52.8-61.5 wt%), Al,O3 (21.1-24.0 wt%), NaxO (6.0-7.5 wt%) and KO (0.6—
3.2 wt%), with high Na;O/K,0, typical of glasses from mantle xenoliths world-
wide (Schiano and Clocchiatti 1994) and partly overlapping the field defined
by mantle xenolith glasses from southern Syria (Ismail et al. 2008) (Fig. 7.5).
The melt-pocket glasses from G72 differ from the veinlet type in G47 that they
have lower SiO, (Fig. 7.5a), higher CaO (Fig. 7.5b) and TiO; (0.6-1.7 wt%;
0.3-0.5 wt% for G47). No Mg-rich glasses are found (0.9-2.8 wt% for G72 and
1.3-3.5 wt% for G47).

Fig. 7.4 Compositions Or
of feldspars present in the
melt-pockets of the Al Ghab
peridotite xenoliths

Mixing gap

Anorthite

6'7%2%'"8 Labradorite\ Bytownite > \
Ab An




7 Melt Pockets and Spongy Clinopyroxenes in Mantle Xenoliths ... 225
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7.4.2 Major Element Zonation in the Primary Pyroxenes

Investigation of primary pyroxene zonation was conducted by electron microprobe
traverses across, and mapping over, single grains. A focus was placed on the pri-
mary clinopyroxenes and their spongy rims (Cpx-Spo). Representative zonation
patterns are highlighted in Figs. 7.6 and 7.7, and the representative core—rim val-
ues are given in Tables 7.5 and 7.6, and complete data of the traverses are given as
online supplementary material.

Albeit subtle in some cases, most Opx-I is zoned in terms of Al, with a low-
concentration plateau or trough in the core, gently increasing towards the rims
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G10 Opx-1 (Grain 2)

G47 Opx-| (Grain 8)

G49 Opx-1 (Grain 11)

G72 Opx-1 (Grain 10)
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(Fig. 7.6). Ca is less zoned, and when present, the zonation mimics that of Al.
Other elements and Mg# are generally homogeneous.

Clinopyroxene zonation (Fig. 7.7) is usually more complex, revealing two (or
three) stages of modification, with the later ones being formation of Cpx-Spo and
Cpx-TR. Analogous to Opx-I, clear, non-spongy portions of Cpx-I show varying
degrees of Al zonation, increasing from cores to rims. Ca patterns are either flat
or slightly decreasing rimwards. Other elements and Mg# are essentially homo-
geneous. Subsequently, two other types of zonation overprinted this type of
Al-dominated zonation, and they must have occurred very recently judging from
the sharp, steplike zonation in the rims. One of such late modifications (Cpx-Spo)
is accompanied by the development of a spongy texture, where the modified rims
become Al- and Na-poor, and Ca- (e.g. Figure 7.7) and Cr-rich. On occasion,
accompanying these are slight increases in Ti and Mg#. The other type of modifi-
cation (Cpx-TR) also features increasing Ca and decreasing Na in rims, but Al and
Ti are much higher, sometimes with Mg# decreasing rimwards (Fig. 7.7).

7.4.3 Trace Elements in the Peridotite
and Melt-Pocket Phases

Laser ablation ICP-MS analyses have been made of clinopyroxenes in different
textural positions (Cpx-I, Cpx-Spo and Cpx-P) and in a few cases of amphiboles,
feldspars and glasses. For laser ablation, meticulous care has been taken to choose
surfaces of Cpx-Spo, Cpx-P and Flsp that are apparently inclusion free. Despite
such effort, chemical heterogeneity is observed on occasion during laser drilling.
In most case, the heterogeneities, most severely in Cpx-Spo, can be picked up by a
sharp increase in Ba counts, presumably reflecting sampling of Ba-rich fluid/melt
inclusions in the minerals by the laser beam. In all such instances, only the signal
intervals prior to the heterogeneous signals are used and regarded as representative
of the minerals themselves.

Results of the LA-ICPMS analysis are given in Tables 7.8 and 7.9 and in
online supplementary files and shown in chondrite-normalised REE and primitive
mantle-normalised multi-element plots in Figs. 7.8 and 7.9. Normalisation values
are those of Sun and McDonough (1989) and McDonough and Sun (1995),
respectively. In all clinopyroxenes, amphiboles, feldspars and glasses, regardless of
their textural positions, LREE is always enriched relative to HREE, except Cpx-I
from sample G79. Details of the trace element characteristics are described below.

7.4.3.1 Clinopyroxenes
On the chondrite-normalised plots, most analyses of Cpx-I are characterised by a

smooth HREE to LREE increasing concave downward pattern that peaks at Ce—Pr
or flattens out at La—Ce, whereas their spongy rims (Cpx-Spo) and Cpx-P are
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Fig. 7.8 Chondrite and primitive mantle normalised rare earth element (REE) and multi-trace
element diagrams for clinopyroxenes from Al Ghab peridotite xenoliths and melt-pockets. Nor-
malising values are from Sun and McDonough (1989) and McDonough and Sun (1995), respec-
tively
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Fig. 7.8 (continued)



234 G.S.-K. Ma et al.

(@) ¢ 5 (b)1000 e

@ E Vein Interstitial 3

r 1 = [ —o— S$52GI —e— S52GI ]

£ 100 4 & 10 G10 -

= g 3 2 E G493

g 1 g i G647

s 1 £ nk N
= 10 E § F
g— E ] = r

E i 1€ TF E

. - E £ =

1k 4 < r b

ST T T T S S N N [ | ‘I \ I T N T T T N Y N M N M M T N N B

(c) La Ce PrNdSmEquTbDyHoErTmYbLu (d) RbBaThUNhTaLaCePbPr NerHmeEuTIGd bDyYHOErTmYbLu s

r 1 @ 1000 prT T TS

© r 1 € E Glass Feldspar 3

= I 1 =2 F —— G722 —=— G47 ]

< 100 & = o 100 F E

f= E 3 = E 3

S F 3 = E 3

S E ] *g L ]

= r 1 = 10 ¢ 3

v (= E 3

s 10 F 3= E &

o = B a r b

C 7 < = =

g 18 'F b

== o [ ]

A
La Ce PrNdSm EquTb Dy Ho ErTmYb Lu CSRbBaTh U NbTaL Ce P PrS NdZ HfSm TiGdTbDy v HoE TmYbLu 5

Fig. 7.9 Chondrite and primitive mantle normalised rare earth element (REE) and multi-trace
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and Sun (1995), respectively

generally characterised by a stronger concave downward pattern with a maximum
at Pr-Nd or Nd-Sm (Fig. 7.8). Few Cpx-Spo and Cpx-P exhibit the high-La—Ce
pattern that is typical of Cpx-I. On a primitive mantle-normalised basis, Cpx-I
shows pronounced positive Th-U anomalies and strong relative depletions for
LILE (Rb, Ba and Pb) and HFSE (Nb, Zr—Hf, Ti), although often times Rb and Ba
(Cs always) are below the detection limits. Where data are available, Ba is always
depleted relative to Rb.

With the exception of G72 where the REE abundances of Cpx-P are highly
variable, most Cpx-P shows similar HREE features to Cpx-I, and their HFSE
negative anomalies are in general less pronounced or sometimes absent (for Nb).
Negative Sr anomalies are more pronounced, and La/Yb, La/Sm and La/Ce are
lower in Cpx-P. The most significant distinction lies at the concentrations of LILE
and Th—U—the characteristic positive Th—U anomaly in Cpx-I becomes less pro-
nounced or even absent in Cpx-P which is also accompanied by enrichment of
LILE despite Ba/Rb ratios being highly variable. Most Cpx-Spo shares a consider-
able trace element similarity with Cpx-P, and a few analyses intermediate between
that of Cpx-P and Cpx-I, indicating some intimate genetic relationship among
Cpx-1, Cpx-Spo and Cpx-P. This is justified, for instance by the Cpx-Spo analyses
of G72, where the Cpx-Spo in contact with melt-pocket glasses has a trace ele-
ment characteristic similar to Cpx-P and that away from any melt pocket has a
trace element characteristic more akin to Cpx-I (Fig. 7.8).
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Whereas the preceding descriptions pertain to most clinopyroxenes, there is
an exception. Cpx-I from G79 is LREE-depleted. The HREE are almost constant
on the chondrite-normalised diagram, decreasing at MREE and flattening out at
LREE, or showing a small trough at Pr. All of the LILE and HFSE are depleted
relative to HREE, and the positive Th—U and negative Nb anomalies are similar to
other LREE-enriched Cpx-1. Zr is depleted with respect to Nd, but the depletion is
not accompanied by depletion of Hf as seen in the LREE-enriched Cpx-1.

7.4.3.2 Amphiboles

Amphiboles display typical concave downward patterns with maxima at (Pr)-
Nd-Sm on the chondrite-normalised REE diagrams (Fig. 7.9a), similar to those
of Cpx-P. They exhibit extreme enrichments in LILE, with primitive mantle
normalised spider patterns (Fig. 7.9b) almost reciprocal to those of Cpx-I (cf.
Figure 7.8). They show strong positive Ba and Nb-Ta and weak positive Sr and
Ti anomalies, and strong negative Th—(U) and Pb and weak Zr—Hf (except G49)
negative anomalies, reflecting typical amphibole-melt partition coefficients
(LaTourrette et al. 1995; Tiepolo et al. 2007; Pilet et al. 2011). Amphiboles from
sample G64 are exceptional in that they show no salient Pb and Ti anomalies.

7.4.3.3 Feldspars

Feldspars are enriched in LREE relative to HREE, with variable positive Eu
anomalies on chondrite-normalised REE diagrams (Fig. 7.9c). On primitive
mantle-normalised multi-element diagrams (Fig. 7.9d), they show enrichments
in LILE relative to HREE and most HFSE except Nb and exhibit positive Ba, Sr
and Sm-Eu anomalies and negative Rb, Th-U, Zr-Hf and Ti anomalies. Zr-Hf
anomalies are variable, being strongly negative in samples G47 and S52A, but
absent in G64. Compared to the clinopyroxenes, all of the feldspars have higher
concentrations of LILE, Th, U, Nb, La and Sr, and lower MREE and HREE.

7.4.3.4 Glasses

Glasses occur only in sample G72. The three analyses have a straight, steep
positive slope from LREE to HREE on the chondrite-normalised REE diagrams
(Fig. 7.9c). Their chondrite-normalised (La/Yb)y is 16.3-46.5, much higher than
in the clinopyroxenes from the same sample (2.1-6.7). Their primitive mantle-
normalised spider patterns are concave downward with a maximum at Nb or Ba
(Fig. 7.9d). Strontium is enriched, while Th—U and Cs—Rb are depleted relative to
their neighbouring elements, but note that all of the LILE and HFSE are enriched
relative to the primitive mantle and the coexisting clinopyroxenes.
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7.5 Metasomatic Evolution of the Lithospheric Mantle
Beneath Al Ghab

7.5.1 Metasomatism in the Peridotites

It is generally understood that continental lithospheric mantle undergoes multiple
episodes of depletion and refertilisation (metasomatic) events, which continuously
overprint former events (Menzies 1983; Downes 2001; Dawson 2002; Ackerman
et al. 2007; Griffin et al. 2009; O’Reilly and Griffin 2013; Tang et al. 2013). Of
particular interest is the latter, mantle metasomatism, that has dominated the recent
histories of many intraplate xenolith suites, leaving little trace of former partial
melting records (Kaeser et al. 2007; Su et al. 2010b). Since the pioneer work of
Dawson (1980, 1984) and others (Harte 1983; Menzies, 1983), mantle metaso-
matism has been considered in two categories: modal-—one that introduces new
phases, usually amphiboles and micas, into the peridotites—and cryptic—one that
affects only the chemistry of the primary minerals. The metasomatic agents that
react with the peridotites and bring into these changes may range from those typi-
cal of low-degree silicate partial melts to those typical of carbonate-rich (or even
carbonatite) melts (Yaxley et al. 1998; Coltorti et al. 1999, 2000; Downes 2001;
Powell et al. 2004; Powell and O’Reilly 2007), although some recent studies have
tried to identify a genetic link between the two agents (Ionov et al. 2002a, 2002b;
Bodinier et al. 2004).

Amphiboles, micas and apatites are generally considered as typical
metasomatic minerals (Menzies 1983; Dawson 1984) and are prone to break down
as a result of P-T or even chemical modifications (Stosch and Seck 1980; Mengel
and Green 1989; Kaeser et al. 2007). The occurrence of these minerals in intersti-
tial positions in some of the Al Ghab peridotite xenoliths suggests relatively recent
metasomatism that brought in substantial volatiles and trace elements. The LREE
enrichment Cpx-I in many of xenoliths, however, must have occurred earlier than
this amphibole-forming metasomatism, judging from petrographic observations
that amphiboles replace LREE-enriched Cpx-1.

The Al Ghab LREE-enriched Cpx-I exhibits positive anomalies of Ba, Th, U
and Sr and negative anomalies of Ti, Zr and Hf on the primitive mantle-normalised
multi-element diagrams, features that have been ascribed to carbonate metasoma-
tism for many xenolith suites worldwide (Yaxley et al. 1998; Coltorti et al. 1999;
Powell et al. 2004; Powell and O’Reilly 2007; Su et al. 2010b). The contrasting
styles of silicate and carbonate metasomatism are perhaps best distinguished by
a plot of (La/Yb)n versus Ti/Eu or similar analogues developed by Rudnick et al.
(1993), Yaxley et al. (1998) and Coltorti et al. (1999), on the basis of the concept
that carbonatites are LREE-MREE-rich and Ti-poor, with Ti/Eu much lower than
the primitive mantle value of ~7000-8000 (McDonough and Sun 1995; Palme
and O’Neill 2003). The Cpx-I of the Al Ghab xenoliths shows affinities to carbon-
ate metasomatism as already proposed, and the only LREE-depleted sample G79
exhibits primitive mantle-like (La/Yb)n and Ti/Eu (Fig. 7.10).
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Fig. 7.10 Plot of (La/Yb)n versus Ti/Eu for clinopyroxenes from Al Ghab peridotite xenoliths
and melt pockets. The shaded fields of carbonate and silicate metasomatism are modified after
Coltorti et al. (1999). Numbered arrows indicate inferred metasomatic evolution of the Al Ghab
lithospheric mantle recorded in the clinopyroxenes, i.e. carbonate metasomatism followed by
silicate metasomatism. Note that the apparent clustering of data points at lower Ti/Eu may partly
reflect a sampling bias that most of LA-ICPMS analysis was made in the cores of Cpx-I, while
the silicate metasomatism, as marked by Ti enrichment (see main text), is more prominently
observed in the rims of the clinopyroxenes (Cpx-TR) and Cpx-P

The carbonate metasomatism that affected the Al Ghab lithospheric mantle
behaves very much more in a cryptic manner than modal, presumably as a result
of reaction under a very low melt-rock ratio (Bodinier et al. 1990; Rudnick et al.
1993) which is permitted by the low viscosity of COj-laden fluids. Despite the
presence of accessory apatite that may have formed during the carbonate metas-
omatism, no discrete carbonates are observed in the Al Ghab xenoliths. Most, if
not all, of the amphiboles as well as the closely associated micas appear to have
formed in a later, distinct metasomatic event, judging from petrographic observa-
tions and the chemistry of the amphiboles. The key arguments are as follows: (1)
the Mg# of the amphiboles (interstitial: 83-90; vein: 85-88) ranges from those typ-
ical of the coexisting Cpx-I (~90) to notably lower than the Cpx-I which are in the
majority; (2) petrographic evidence and major element zonation of Cpx-I in some
samples suggest successive modification of Cpx-I rims to high-Ti, high-Al and
low-Mg# varieties and subsequently replacement of such rims by amphiboles; (3)
the amphiboles and micas are Ti-rich, contrary to the low-Ti nature of carbonate
metasomatism. These features indicate that the amphibole-forming metasomatism
post-dated the earlier carbonate metasomatism that was responsible for the trace
element enrichment in the Cpx-1.

It is important to note that similar amphiboles and high-Ti—Al Cpx rims also
occur in the melt pockets. In the following sections, we will examine the origin of
the melt pockets and their relationships with the second stage, amphibole-forming
metasomatism.
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7.5.2 Origin of the Melt Pockets and Spongy Textures

Melt pockets and spongy textured minerals are preserved reacting materials from
the lithospheric mantle and are keys to understanding processes (i.e. melting and
metasomatic) operating in the upper mantle (e.g. Ionov et al. 1994; Dawson 2002).
The origin of melt pockets is controversial with numerous discussions revolving
around whether they represent in situ breakdown (partial melting) of mantle
minerals, typically amphiboles, clinopyroxenes and/or orthopyroxene (Francis,
1976; Shaw 2009; Su et al. 2010a, 2012), or various kinds of melt—peridotite
interaction (Bali et al. 2002, 2008; Dawson 2002; Su et al. 2010a, 2012). The latter
concerns whether metasomatic melts/fluids at depths (Ionov et al. 1994; Su et al.
2010a) or the host magmas (Shaw et al. 2006; Shaw and Dingwell 2008) are the
agents inciting the dissolution.

Likewise, the origin of the spongy textures in clinopyroxene, spinel and occa-
sionally orthopyroxene is far from well understood. Diverse opinions have
been held on the textures, attributing them to partial dissolution in response to
heating,decompression, mantle metasomatism or transport-related metasomatism
(TIonov et al. 1994; Carpenter et al. 2002; Bonadiman et al. 2005; Shaw et al. 2006;
Perinelli et al. 2008; Shaw and Dingwell 2008; Su et al. 2011, 2012). In spite of
the similar mechanisms proposed, melt-pockets and spongy textures are not often
considered together and few authors (e.g. Ionov et al. 1994; Su et al. 2012) have
addressed the possible genetic link between the two. Ionov et al. (1994) proposed
that the melt-pockets in the peridotite xenoliths from Mongolia formed after dis-
solution of clinopyroxene and spinel, whereas Su et al. (2012) proposed that those
from western Qinling, central China formed after orthopyroxene. The melt-pockets
in our Al Ghab xenolith suite are very similar in terms of the texture and mineral
assemblage to the melt pockets in these cases. Major differences from the west-
ern Qinling case, however, are in the spongy minerals; orthopyroxene appears to
be a stable phase in the Syrian xenoliths. Instead, textural evidence suggests that
the clinopyroxene and spinel are breaking down to form the melt pockets, similar
to the Mongolian samples (Ionov et al. 1994). What remains unclear yet is what
triggered dissolution or partial melting of the clinopyroxene and spinel, and then
formation of the melt pockets, and how they are related to the amphibole-forming
metasomatism as discussed in the preceding sections. We now explore the petro-
logical and geochemical aspects of the melt pockets and spongy minerals.

7.5.2.1 Infiltration of Host Basalts?

Several experimental studies have in early years attempted to quantify the rate
at which magma can penetrate into a melt-free rock (Watson 1982; Riley and
Kohlstedt 1991; Daines and Kohlstedt 1993), and the results in general suggest
infiltration of ~10 mm in ~100 days within which most xenoliths are transported
to the surface (e.g. Demouchy et al. 2006). Although the effect of decompression
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(during transport in the magma) on the infiltration rate is not well understood, the
short penetration distance compared to the size of the Al Ghab mantle xenoliths
(fist size) and the fact that the melt pockets and spongy minerals do not concen-
trate at the rims of the xenoliths strongly argues against a host magma infiltra-
tion model for the Al Ghab xenoliths. Furthermore, the clinopyroxenes from the
Al Ghab host basalts have Cr# <80 and Mg# <80, significantly different from the
melt-pocket clinopyroxenes in the peridotite xenoliths.

7.5.2.2 Decompression-Induced Incongruent Melting of Primary
Clinopyroxenes

The occurrence of newly crystallised OI-P that is more forsteritic than OI-I
and which is intimately associated with precipitation of Spl-P is significant.
Similar associations have been reported in melt-pockets in peridotite xenoliths
from Mongolia (Ionov et al. 1994) and northern Tanzania (Dawson 2002). In these
reports, some agreement has been reached on the generation of high-Fo olivines
(and porphyritic clinopyroxenes) in the melt pockets through fractional crystallisa-
tion of melts derived from incongruent partial melting of primary clinopyroxene
and spinel to produce residual chromite, phenocrysts of olivine and clinopyroxene
of a new composition, and melts of variable composition that are now quenched
as glass (Ionov et al. 1994; Dawson 2002). In the Tanzanian case, chromite occurs
as a liquidus phase followed by olivine and clinopyroxene in the melt pockets
(Dawson 2002), a crystallisation sequence also true for the melt pockets in the
Syrian xenoliths except that feldspar is present in the Syrian melt pockets and
glass not very common. In the Syrian case, the Spl-P occurs as small, euhedral
grains enclosed by later crystallising Ol-P and Flsp, but less commonly by Cpx-P,
suggesting that at least some of the clinopyroxenes are present before crystalli-
sation of Spl-P. These “early” clinopyroxenes are presumably relics of dissolving
primary clinopyroxenes, and this is supported by the zoned textures of the Cpx-P
which in places shows cores typical of Cpx-I compositions. Nevertheless, the
textural evidence lends strong support for a partial dissolution followed by crys-
tallisation origin of the melt pockets, and the high CaO content of OI-P is clearly
a feature of magmatic crystallisation (Thompson and Gibson 2000). A possible
explanation for the crystallisation of high-Fo OI-P is that these olivines formed
at times of transient Fe depletion as a result of preferential Fe partitioning into
liquidus Cr-spinel (Spl-P) (Dawson 2002), which may indeed be a reflection of
crystallisation under oxidising conditions.

Assuming a single process that produced the Cpx-Spo and Spl-Spo and
subsequently the melt pockets in the Al Ghab xenoliths, the presence of Flsp
in the melt pockets as well as in the vugs of Cpx-Spo, but not the host perido-
tites, strongly argues for a shallower origin (<30 km deep) for this process. Cpx-
Spo in this study is characterised by lower Na and Al, higher Ca and Cr# than
the Cpx-I of the same samples, and Cpx-P also shares similar characteristics, but
its Al usually extends to higher values. Increases in Cr# and decreases in Al in
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clinopyroxenes and spinels have frequently been shown in experimental and natu-
ral samples to be indicators of partial melting, and thus, the Cpx-Spo can be con-
sidered as partially melted, residual portions of primary clinopyroxenes.

Chemical evidence for decompressional melting lies in the Na contents of the
clinopyroxenes, given that jadeite component in clinopyroxenes is a function of
pressure. In Thetford Hill, Vermont, sodian augite phenocrysts in a limburgite
are transformed to non-sodian augites, in response to a drastic reduction of geo-
static pressures during intrusion (Hibbard and Sjoberg 1994). Likewise, the drop
of Na in Cpx-P and Cpx-Spo in this study and others most likely reflects the low
D CP/™elt at Jow pressures where the exchange of Na for Ca, Fe and Mg in the
M2 site of the pyroxene structure is favoured.

The relative proportions of Al in the tetrahedral (AI'Y) and octahedral (AIVY)
sites of clinopyroxenes may also provide some useful pressure information. The
AIV/AIV! ratio in clinopyroxenes is known to reflect in part the equilibrium pres-
sures, showing an inverse relationship with pressures and Si (Aoki and Kushiro
1968; Wass 1979). Both Cpx-Spo and Cpx-P in the Al Ghab xenoliths exhibit
higher AI'V/AIV! and lower Na than Cpx-I (Fig. 7.11; Table 7.6), testifying to their
lower pressure origin. Note that individual Cpx-P with identical crystallographic
orientation suggests a replacement origin for Cpx-P, rather than crystallisation from
a melt in an open space. The differences in the Al abundances of Cpx-P and Cpx-
Spo are also consistent with this origin. Whereas the low Al in Cpx-Spo indicates
residual portions after partial melting, the variable and generally high Al in Cpx-P
may reflect a more advanced state of clinopyroxene breakdown in which the recrys-
tallised clinopyroxenes (now Cpx-P) or overgrowths on relic Cpx-I have been vari-
ably re-equilibrated with the Al-rich partial melt thus derived. This is evidenced
in some Cpx-P grains in which Al-rich rims are observed and in the only Cpx-P
rim trace element data (Analyses# GZ88-89 and GZ90 of G10; Fig. 7.8; Table 7.6)
which shows substantially higher LREE than in the core. Note that this rim has
somewhat lower Mg# (83.3) than the core (90.6), indicating some degree of frac-
tional crystallisation within the melt pocket.

7.5.2.3 Formation of the Melt Pockets in an Open System

The melt pockets examined in the present study comprise microphenocrysts of
OI-P, Cpx-P, Spl-P and interstitial Flsp, with variable, usually absent or minor
amounts, of amphiboles and glasses. The dominance of Flsp over glasses suggests
that the melt pockets formed through prolonged durations at depth, rather than
quenching at the surface. However, the lack of textural and chemical equilibrium of
the melt pockets with the surrounding primary minerals provides strong evidence
that the melt pockets must be short-lived and likely formed shortly before the erup-
tion. The ubiquitous presence of empty vugs in the melt pockets also indicates that
volatiles were a significant component in the crystallizing melt in the pockets.

The significance of volatiles in the melt pockets is difficult to reconcile with
a simple incongruent melting of Cpx-I and Spl-I which are both nominally
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Fig. 7.11 Comparisons of results obtained by various thermometers and barometers listed in
Table 7.11. Error bars show standard deviations of the averages. Typical precisions of £50 °C
and +0.37 GPa for the thermometers and Putirka’s (2008) two-pyroxene barometer are shown
as dashed lines. Thpx-kN, two-pyroxene thermometer of Brey and Kohler (1990); Topx-Ta9s,
two-pyroxene thermometer of Taylor (1998); Tapx-pu37, two-pyroxene thermometer of Putirka’s
(2008) Eq. 37; Tca-in-0px» Ca-in-orthopyroxene thermometer of Brey and Kohler (1990) modified
by Nimis and Griitter (2010); TalCr-in-Opx>» Cr- and Al-in-orthopyroxene thermometer of Witt-
Eickschen and Seck (1991); Papx-pu3s, two-pyroxene barometer of Putirka’s (2008) Eq. 38
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anhydrous. This suggests that either the partial melting took place not in a closed
system or that an additional hydrous phase was involved in the incongruent melt-
ing. The observations that the Cpx-P and OI-P often show embayed boundaries
and Spl-P shows “atolls” of overgrowths lend good textural support to the for-
mer. The compositions of the melt-pocket feldspars also reveal signs of open-
system crystallisation. The wide compositional range from Ange to Orsg and high
Or contents of some of the feldspars demand extensive fractional crystallisation
within the melt pockets, which is unrealistic given the small size of the melt pock-
ets and the K-poor nature of the primary phases in the peridotites. More likely, K
has been added through a fluid or melt phase.

To further constrain the role of any external melt/fluid in the formation of the
melt pockets, we have calculated the bulk compositions of three representative
melt pockets from sample S52-05A using the mode estimated from image anal-
ysis software and average mineral compositions of the individual melt pockets.
These three melt pockets are so chosen that no large relic minerals (Cpx-I and
Spl-I) are now present in the pockets, representing a more mature stage of incon-
gruent melting/reaction and, as such, reducing the uncertainty of how much relic
mineral should be included in the mode estimation. The results of the calculated
bulk compositions are provided in Table 7.10. They have very high Mg# (~89),
implying that direct melt impregnation cannot be the case because such Mg# (~89)
is too high to be of a melt and the Fogy Ol phenocrysts would not have been in
equilibrium with such a melt. The high Mg# must reflect the breakdown of man-
tle phases. The low Ti contents calculated further confirm that the 